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A B S T R A C T   

Frost salt scaling of concrete is related to cyclic freezing and melting of a few millimeter thick deicer solution on 
the surface of the concrete. It is almost absent when pure water is freezing and reaches a maximum at a so-called 
pessimum concentration that for NaCl is around 3%. Different mechanisms have been suggested to explain this 
pessimum and frost salt scaling in general, ranging from the transport of moisture and growth of ice within the 
pore space of concrete (“cryogenic suction”) to crack formation in the saline ice layer followed by spalling off the 
surface (“glue-spall”). Though in these theories the saline ice layer, that forms in concrete frost salt scaling 
experiments, plays a major role, so far little is known about its properties. We present a characterisation and an 
analysis of the microstructure of this saline ice layer by means of 3D X-ray microtomography. We found that the 
morphology of the saline ice is very similar to young, columnar sea ice, with lamellae of ice and brine oriented in 
the direction of freezing. On the basis of the microscopic 3D image data, we formulated percolation-based models 
of macroscopic properties (e.g., strength, thermal expansion coefficient, porosity metrics) relevant for different 
proposed frost salt scaling mechanisms. Model results and observations suggest that the ice growth velocity, 
direction and confinement, have a major impact on the pore structure of saline ice, thereby governing both 
mechanical and transport properties. These properties in turn are expected to affect proposed frost salt scaling 
mechanisms of concrete. The microstructure length scales in the ice-brine composite (lamellar spacing, pore 
width) are comparable to those for concrete (air void spacing and size), suggesting complex poro-mechanical 
interaction at the interface of concrete and saline ice. The results highlight the importance of studying saline 
ice properties to improve predictions of frost salt scaling processes.   

1. Introduction 

The freezing of saline solutions often results in porous ice media with 
multiple phases and a complex microstructure that determines their 
material properties. One prominent example is the formation of sea ice 
with strongly temperature-dependent properties that impact polar 
climate in many ways (e.g., Weeks, 2010). Examples from engineering 
fields are the properties of saline ice slurries in refrigeration applica-
tions, the de-icing of winter roads, and frost damage to structures. One of 
the frost damage types observed on concrete is known as frost salt scaling: 
cyclic freezing and thawing of water with deicers (salt, urea, alcohol) 
may result in surface damage of concrete elements and impact their 
durability. 

Frost salt scaling at the surface of concrete, emerging in form of 
millimeter sized flakes (Brun et al., 2021), has been studied for more 
than half a century (Powers, 1954). The resistance of concrete to frost 
salt scaling depends on composition and production of the concrete (e.g, 
ASTM C457, EN206 and EN12390–9). It also depends on the nature of 
the freezing solution, being almost absent when the surface water layer 
is free of deicers. It has been frequently reported that the scaling is 
largest for freezing of saline solutions with intermediate concentrations 
of approximately 3% NaCl by mass, the so-called pessimum effect. A 
second aspect is the finding that air voids tend to prevent frost salt 
scaling. From a variety of damage mechanisms that have been suggested 
over time (e.g., Valenza and Scherer, 2007; Müller et al., 2019), two 
models appear most consistent with the effects of air voids and pessimal 
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salt concentration. The so called cryogenic suction mechanism, first 
suggested by Lindmark (1998) and extended by Liu and Hansen (2015), 
assumes that growth of micro-ice lenses causes damage of concrete. 
According to this hypothesis the freezing of the pore solution in concrete 
starts in capillary pores and grows into (micrometer sized) air voids, 
while the pore liquid in smaller (few nanometer sized) pores remains 
unfrozen. The unfrozen pore solution is then drawn towards the ice 
lenses. Here the pore solution freezes until thermodynamic equilibrium 
between the ice lenses and the surrounding pore solution is reached. 
This equilibrium is determined by the freezing point depression due to 
increased solute concentration and the size of the gel pores. The essence 
of the cryogenic suction theory is the consideration of brine in the 
external saline ice layer as an additional liquid source. The growth of 
surface-near ice lenses then causes scaling. The second approach pro-
posed by Valenza and Scherer (2006) assumes that ice-concrete damage 
follows the same physical process as glue spalling (glass chipping) used 
for manufacturing ornamental glass (Gulati and Hagy, 1982). Due to this 
hypothesis the surface scaling is related to the fracture and mechanical 
action of the external saline ice layer. It is based on the assumption that 
stresses evolve due to the thermal mismatch during cooling and 
contraction of ice and concrete. In the ice-brine composite these stresses 
are supposed to initiate cracks upon exceeding the tensile strength of ice, 
that in turn propagate into the concrete and create damage. In a recent 
study (Bahafid et al., 2022) extended the work by Gulati and Hagy 
(1982) and studied stresses at the interface of saline ice and concrete by 
2D numerical simulations. Their results suggest that the saline ice 
microstructure (pore and ice length scales) plays an important role for 
creating stress concentrations and maximum stresses at the interface. 
Similar to the saline ice failure stress considered by Valenza and Scherer 
(2006), also the interface (glue-spall) stress studied by Bahafid et al. 
(2022) depends essentially on the thermal expansion mismatch of saline 
ice and concrete. More recently, it has also been proposed that frost salt 
scaling may be related to brine expulsion from saline ice during freezing, 
creating pore pressure at the saline ice-concrete interface and subse-
quent up-lift of the ice-brine layer (Yener, 2015). 

The proposed mechanisms thus differ fundamentally in the assumed 
process leading to frost salt scaling, ranging from crack propagation and 
stress concentration due to thermal expansion (“glue spall”), ice lens 
growth near the surface yet inside the concrete (“cryogenic suction”) to 
pore pressure build up and adhesive failure between the saline ice and 
concrete (“brine expulsion”). However, the question of which model 
describes the frost salt scaling process most correctly, has remained 
unsolved. Plausible arguments for the existence of a salt pessimum have 
been proposed for all three mechanisms, yet so far no concise theory has 
been offered that quantitatively explains the pessimum concentration 
for frost salt scaling of concrete. In all model approaches, cryogenic 
suction, glue-spall and brine expulsion, an important role has been 
attributed to the properties and microstructure of the saline ice layer, yet 
observations of the saline ice microstructure in frost salt scaling exper-
iments, and of its mechanical properties (e.g., elastic modulus, tensile 
strength), are absent. All approaches to estimate these properties of thin 
saline ice layers have been based on models and parametrisations 
developed for much thicker and older sea ice (Valenza and Scherer, 
2006; Valenza and Scherer, 2007; Bahafid et al., 2022). 

The primary objective of the present study has been to fill this 
observational gap of the microstructure of saline ice during frost salt 
scaling. Secondary objectives are to (i) investigate how salt concentra-
tion and growth velocity affect saline ice microstructure when frozen on 
a concrete surface in various ways, (ii) to relate mechanical (strength, 
elasticity and creep) and fluid transport properties (permeability and 
percolation of the pore space) of the saline ice to this microstructure and 
(iii) to investigate to what degree properties and models derived for sea 
ice are applicable to frost salt scaling. To achieve these objectives we 
performed non-destructive imaging by X-ray computed micro-
tomography (micro-CT) which has become the method of choice to 
unravel the 3D microstructure and physics of porous media (Desrues 

et al., 2006; Cnudde and Boone, 2013), and is also increasingly used to 
characterise the microstructure of concrete (Gallucci et al., 2007; 
Gopalakrishnan et al., 2007; Promentilla and Sugiyama, 2010; Brisard 
et al., 2020; Kong et al., 2020). Based on this 3D imagery we follow 
recent work on sea ice (Pringle et al., 2009; Maus et al., 2021) to derive 
percolation-based models of microscopic and bulk properties of thin 
saline ice layers. An important aspect of our approach is based on recent 
modelling of the cellular microstructure of sea ice: It has long been 
known that seawater, under most natural conditions, freezes with a 
lamellar interface, consisting of elongated vertical plates (Walker, 1859; 
Hamberg, 1895; Drygalski, 1897). These patterns can be explained by 
the linear stability theory for a planar interface formulated in 1964 
(Mullins and Sekerka, 1964). The instability of the freezing interface is 
related to so-called “constitutional supercooling” that evolves at the 
freezing interface, where solute is released from almost pure ice crystals, 
due to the large difference between heat and solute diffusion. The theory 
has been shown to predict the spacing of ice lamellae in sea ice (as well 
for freezing NaCl solutions) over 5 orders of magnitude in the growth 
velocity (Maus, 2007; Maus, 2020). 

The present work is structured as follows. In Section 2, after intro-
ducing the procedures of our frost salt scaling experiments, we define 
the relevant saline ice properties (bulk and microstructure: e.g., pore 
sizes, brine volume fraction, density, coefficient of thermal expansion, 
tensile strength), and how they can be obtained from solute concen-
tration, temperature and microstructure information. We also describe 
the imaging technique (micro-CT) and equipment used. In the results 
section we present first 3D X-ray tomographic imagery of the micro-
structure of saline ice growing in a thin layer on the surface of concrete 
during frost salt scaling experiments, and quantitatively analyse the 3D 
pore space of the brine-ice composite grown from different solution 
salinities. We compare these results to recent findings on the freezing 
process, microstructure and properties of sea ice. Analogous to sea ice, 
the microstructure data are used to develop a percolation model of the 
pore space evolution (e.g., pore scales and connectivity), and to evaluate 
microstructure-based strength models for the strength of saline ice. In 
the discussion we extend the results in two ways. We (i) analyse the 
dependence of saline ice microstructure and properties on the ice growth 
velocity, and (ii) implement this dependence in the proposed models for 
percolation and microstructure evolution. This allows us to show how 
several properties relevant for frost salt scaling (pore sizes, strength and 
visco-elastic creeep, coefficient of thermal expansion, pore pressure) 
depend on the brine volume fraction (and thus on ice temperature and 
solute concentration) and the growth velocity of saline ice. We close 
with some conclusions on how the results can be used in future studies of 
frost salt scaling. 

2. Modelling and methods 

2.1. Concrete specimen for frost salt scaling 

An air-entrained concrete was mixed by the use of a counter-current 
rotating pan mixer Eirich at SINTEF concrete laboratory. The concrete 
mix contained 4 % of silica fume and 33 % of siliceous fly-ash by mass of 
binder. The water to binder ratio was 0.40. The detailed mixing pro-
cedure and characteristics of fresh and hardened concrete are given by 
Shpak (2020). After demoulding, the concrete block was cured under 
water for 2 years. Cores of 39 mm diameter were drilled out of the 
concrete block and sawn into discs of 1 cm thickness. To obtain non- 
leaking specimen during the freeze–thaw test first a non-absorptive 
marine glue was applied to the specimens’ sides and bottom surface. 
The glued specimen surfaces were then wrapped in butyl tape to provide 
a tight non-absorptive dam above the concrete surface to be exposed to 
saline solution. The final specimens had a glue  + butyl layer thickness of 
2.3 ± 0.2 mm and a total diameter (butyl  + concrete) of 43 to 44 mm. 
After wrapping, the specimens were pre-conditioned for 3 days by 
pouring a 3-mm-thick layer of demineralised water on the concrete 
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surface. Before the freezing of the specimen this preconditioning water 
was removed, and a saline solution (of thickness 3 to 13 mm) was poured 
on the specimen. Fig. 1 shows top and side views of the specimen for 
frost salt scaling experiments. 

2.2. Saline ice growth experiments 

Growth experiments of saline ice layers on the concrete discs have 
been performed in several ways, summarised in Table 1. The different 
settings were chosen to evaluate the microstructure for different growth 
modes and directions, solute concentrations and water layer thicknesses. 
Most experiments were done with NaCl concentrations in the range 10 to 
120‰ by mass. Due to issues with image quality at low solute concen-
trations (contrast and resolution) to be discussed below we also per-
formed experiments with CsCl solutions and mixtures of CsCl and NaCl. 
The concentration of CsCl and the mixtures were chosen to reflect the 
same freezing point depression as of NaCl. For the freezing experiments 
three growth modes, with experimental details shown in Fig. 1, were 
used. While ice growth is 3-dimensional in all settings, its primary di-
rection is vertical in the direction of the cylindrical specimen axis, and 
these linear growth rates are estimated as follows: 

I. Constant cooling rate (1a to 6b). The frost salt scaling specimens 
(concrete with saline solution on top) were subjected to a controlled 
cooling rate (linear temperature change with time) in a Vötsch high- 
precision freeze–thaw chamber. The specimen were, with spacing 3–4 
cm, placed in a 12 × 12 × 8 cm (L × B × H) insulating box (20 mm thick 
styrofoam at the bottom and on the sides) that is normally used for frost 
salt scaling tests with larger specimen. The box was covered with a 
plastic film, as in a standard frost scaling slab test. However, the heat 
transfer was, in contrast to the standard slab test, taking through both 
the surface and the lateral surface of the cylindrical specimen. During 
the first three hours the temperature was lowered from 20 ◦C to − 5 ◦C, 
followed by a further lowering to − 20 ◦C over 9 h. The temperature was 
then maintained at − 20 ◦C for an additional 4 h, followed by micro-CT 
imaging within the next 5 h.1 

II. Constant temperature, upward growth (1-up to 6-up). The specimens 
were laterally insulated by a styrofoam tube insulation of 1.5 cm 
thickness to minimize lateral heat loss, and from top with a 2 cm thick 
styrofoam lid. They were placed on a 1 cm thick aluminium plate at the 
bottom of a freezer (WAECO Coolfreeze T56, calibrated within 0.5 ◦C 
before the experiment) that was kept at constant temperature of − 8 ◦C. 
The specimens, with initial temperature of 20 ◦C, were cooled for 24 h. 
Then the freezer temperature was set to − 20 ◦C and the samples were 
equilibrated to this temperature for another 24 h, followed by micro-CT 
imaging. 

III. Constant temperature, downward growth (1-do to 6-do). For the 
downward growth the specimen were laterally insulated as in II, as well 
as insulated from the bottom by 5 cm thick styrofoam. No lid was used 
and the cooling was taking place due to direct air-solution contact. 
Cooling and freezing then proceeded in the same way as for II. 

Unidirectional growth velocities at the onset of ice growth in the salt 
solution on the surface of the concrete are estimated for upward and 
downward growth as follows. The heat transfer through the bottom 
(upward growth, II) and free surface (downward growth, III) was 
determined by measuring the temperature change during the cooling 
phase of the saline solution. For the upward growth, with the sample 
bottom in contact with a 1-cm-thick aluminum plate, the results were 
consistent with conductive heat flow through the butyl-concrete bottom. 
For such a two-layer medium the effective thermal conductivity kcb may 
be written as 

kcb =
kckb

kchb/H + kbhc/H
, (1)  

where kc and kb are the thermal conductivities of concrete 
(≈ 2.0WK− 1m− 1 from Zehfuss et al. (2020)) and butyl rubber 
(≈ 0.12WK− 1m− 1 from Thompson (1947)) and hb/H and hc/H their 
relative thickness (hc = 10 mm, hb = 2 mm, H = hc + hb = 12 mm). 
This gives an effective conductivity of kcb ≈ 0.55 WK− 1m− 1. The linear 
growth velocity is then estimated from 

V = kcb
Ta − Tf

HLf ρi
, (2)  

where Ta is the temperature in the freezer (-8 ◦C), Tf the freezing tem-
perature of the solution and Lf the latent heat of fusion (0.33 MJkg− 3). 
For a 30‰ NaCl saline solution with freezing point Tf ≈ − 1.8 ◦C this 
gives a growth velocity of 8.1 cm/day. For the 20‰ NaCl solution the 
growth in our experiments is slightly (≈ 10%) larger. 

For the downward growth (III) the growth rate is related to 
convective heat transfer at the air–water interface. Our estimate of QT ≈

20Wm− 2K− 1 obtained during the cooling phase likely includes some 
lateral heat loss due to imperfect insulation. It can be converted to a 
linear growth velocity 

V = QT
Ta − Tf

Lf ρi
, (3)  

For a 30‰ NaCl saline solution with freezing point Tf ≈ − 1.8 ◦C this 
gives a growth velocity of 3.5 cm/day. 

For the experiments with a linear temperature increase over time (I), 
the linear ice growth velocity is more difficult to estimate. The main heat 
loss is taking place laterally from the cylindrical specimen. Due to the 
larger height of the lower concrete part (10 mm  + 0.2 mm butyl) 
compared to the solution (3 mm), the lower heat capacity yet larger 
thermal conductivity of concrete compared to water, we expect that 
freezing starts from the concrete-solution interface and proceeds up-
wards from there. The detailed heat flow is, however, of complicated 
three-dimensional nature. The onset of freezing is estimated on the basis 
of time-series of temperature in the air Ta and the solution Ts close to the 
concrete-solution interface shown in Fig. 2. These show the same 
behaviour as reported by other authors (e.g., Fagerlund, 1992) for 
concrete and air: the solution temperature is decreasing close to linearly 
but at a smaller rate than the air temperature. The point a which the 
solution temperature jumps by several degrees is associated with the 
onset of ice formation, leading to a strong drop in the supercooling, and 
a change from Ts ≈ − 4.1 ◦C to Ts ≈ − 0.6 ◦C (the freezing point for 
experiment 1b to which the timeseries refers). This happened at 
Ta ≈ − 6.3 ◦C which we also assume as the temperature at the outer 
surface of the concrete specimen at the onset of ice formation. We also 
assume that the average temperature at this stage drops back to the 
freezing point 0 ◦C and thus estimate the linear growth velocity from the 
temperature difference (Ta − Tf ) ≈ − 6.3 ◦C using Eq. (2), which gives 
8.2 cm/day. For the freezing run with a solution salinity of 30‰ almost 
the same temperature difference (6.2 ◦C) was observed (not shown). We 
thus use this estimate of the growth velocity for all solute concentrations 
(Table 1). 

2.3. Saline ice properties 

2.3.1. Salinity, density and brine porosity 
While cooling below its freezing point, a saline solution of solute 

concentration S0 freezes partially, creating a composite of almost pure 
ice crystals and concentrated brine (S > S0) in thermodynamic equilib-
rium at the new temperature. For this dependence of freezing point Tf on 
solute concentration S of NaCl in water we use the relationship sug-
gested by Maus (2007) based on the tabulated data from Zaytsev and 

1 The temperature–time history is in accordance with the freezing part of the 
EN 12390–9 cycle used for the slab test. 
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Fig. 1. Specimen used in frost salt scaling 
experiments: a) illustration of specimen 
embedding into styrofoam insulation for the 
three different ice growth methods and di-
rections (I, II, III); b) photography of a 
specimen wrapped in butyl, with frozen sa-
line solution at the surface; c) slice of con-
crete, wrapped in butyl, and inside a sample 
holder (top view, micro-CT based image); d) 
side view of the specimen with ice-brine 
composite (brine appearing brigh) on top, 
showing the butyl wrapping around; here 
the upward freezing direction (I, II) is indi-
cated (micro-CT based image).   

Table 1 
Conditions of the freezing experiments of solutions (of thickness Hw) on concrete specimen for which X-ray tomographic images were obtained. Experiments were 
either performed with a constant temperature Tair = − 8 ◦C in the freezing chamber, or with a linear cooling rate (20 → − 20 ◦C). Freezing temperatures Tf of saline 
solutions containing both CsCl and NaCl are estimated from the sum of freezing point depressions. The growth modes (see text) are I: ↑→ - primarily upward (constant 
cooling rate); II: ↑ - upward (constant temperature) and III: ↓ - downward (constant temperature). For estimation of growth velocities see the text.  

Specimen NaCl CsCl Tf Tair Hw Growth Freezing method 
Nr ‰ ‰ ◦C ◦C mm cm/day and direction 

1a 0 0 0 20→ − 20 3 8.2 I, ↑→ 
1b 10 0 − 0.60 20→ − 20 3 8.2 I, ↑→ 
2a 0 10 − 0.21 20→ − 20 3 8.2 I, ↑→ 
2b 30 0 − 1.80 20→ − 20 3 8.2 I, ↑→ 
3a 120 0 − 8.21 20→ − 20 3 8.2 I, ↑→ 
3b 30 0 − 1.80 20→ − 20 5 8.2 I, ↑→ 
4a 70 0 − 4.39 20→ − 20 3 8.2 I, ↑→ 
4b 120 0 − 8.21 20→ − 20 3 8.2 I, ↑→ 
5a 120 0 − 8.21 20→ − 20 3 8.2 I, ↑→ 
5b 30 0 − 1.80 20→ − 20 3 8.2 I, ↑→ 
6a 0 29 − 0.60 20→ − 20 3 8.2 I, ↑→ 
6b 0 87 − 1.80 20→ − 20 3 8.2 I, ↑→  

1-up 20 0 − 1.19 − 8 8 8.9 II, ↑ 
2-up 30 0 − 1.80 − 8 5 8.1 II, ↑ 
3-up 18 6 − 1.19 − 8 6 8.9 II, ↑ 
4-up 27 9 − 1.80 − 8 6 8.1 II, ↑ 
5-up 15 15 − 1.19 − 8 6 8.9 II, ↑ 
6-up 20 20 − 1.60 − 8 7 8.3 II, ↑  

1-do 20 0 − 1.19 − 8 11 3.9 III, ↓ 
2-do 30 0 − 1.80 − 8 12 3.5 III, ↓ 
3-do 18 6 − 1.19 − 8 10 3.9 III, ↓ 
4-do 27 9 − 1.80 − 8 13 3.5 III, ↓ 
5-do 15 15 − 1.19 − 8 13 3.9 III, ↓ 
6-do 20 20 − 1.60 − 8 13 3.6 III, ↓  
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Aseyev (1992), see Appendix A. The solid ice volume fraction ϕs of the 
saline solution then increase by partial solidification of the solution’s 
liquid fraction ϕb. In the absence of air ϕs = 1 − ϕb. Based on conser-
vation of mass and salt 

ϕb =

(

1 +

(
Sb

Si
− 1
)

ρb

ρi

)− 1

, (4)  

where Sb and ρb are the brine salinity and density and ρi is the density of 
pure ice, also given in Appendix A. 

The bulk density of saline ice is then obtained from 

ρsi = ϕbρb +(1 − ϕb)ρi (5)  

which is again valid in the absence of gas. The coefficient αsi of thermal 
expansion of sea ice may then be computed as 

αsi = −
1
ρsi

dρsi

dT
. (6) 

The effective properties ϕb, saline ice density ρsi and expansion co-
efficient αsi are shown in Fig. 3. Note that these are computed on the 
basis of the assumption that the saline ice does not loose any salt, and 
that the ice expands as a whole, without expelling brine. In reality, the 
freezing and expansion process will always imply the expulsion of some 

brine (Marchenko and Lishman, 2017), and hence the curves should be 
viewed as upper bounds of brine porosity ϕb and density, and as lower 
bounds of the effective thermal expansion coefficient (which is, for sa-
line ice, shown with opposite sign). The upper bound, based on complete 
expulsion of brine, is the expansion coefficient of pure ice (Cox, 1983) 
shown as a black stippled line. Note that, for moderate to high solute 
concentration, the expansion coefficient is dominated by porosity 
changes during cooling and equilibrium freezing (see Fig. 3). Because 
ϕb ∼ S/T the expansion coefficient roughly scales as ∼ S/T2. E.g., at 
30‰ and − 15 ◦C the (negative) effective saline ice expansion is still 3 
times larger than the expansion coefficient of pure ice. 

In the present study we also used aqueous CsCl solutions, as these 
allow for a better X-ray contrast and segmentation of the ice-brine 3D 
images. For CsCl, and mixtures of CsCl and NaCl, the liquidus relation-
ships (Tf = f(S)) differ from the above Eq. (A.1), with corresponding 
changes in the effective densities. In the present study we do not account 
for all these details. Instead, we simplify the presentation of results by 
assuming that the freezing point depression, being a molar property, is 
reduced for CsCl by the ratio of molar weights of CsCl and NaCl 
(168.36/58.44 ≈ 2.88). Hence, we plot results obtained for a CsCl 
concentration X in comparison to a NaCl concentration of X/2.88, and 
do a simple weighting for mixtures. 

2.3.2. Porosity metrics 
As discussed in recent work on sea ice microstructure (Maus et al., 

2021; Salomon et al., 2021) it is useful to define several porosity metrics, 
in addition to the brine and air volume fractions ϕb and ϕa. These are the 
brine porosity open to any of the samples surfaces, ϕop, the vertically 
connected brine porosity ϕzz (open to the upper and lower ice surface), 
and the closed brine porosity ϕcl not open to any surface. We also define 
a dead-end porosity ϕde (open to only once ice surface). The relation-
ships between the four brine porosity metrics are 

ϕcl = ϕb − ϕop (7)  

ϕde = ϕop − ϕzz. (8)  

All these metrics can be obtained from 3D micro-CT images. 

2.3.3. Plate spacing and pore sizes 
For the present setting of the freezing of thin water layers the in-

Fig. 2. Time series if temperature in air (cooling chamber) and at the saline ice- 
concrete interface for method I (experiment 1b). The temperature increase at 
the interface after approximately 4 h reflects the onset of freezing. 

Fig. 3. Temperature dependence of effective properties of freezing NaCl solutions for different solute concentrations: a) brine volume fraction ϕb, b) effective density 
of the ice-brine composite, including pure ice and its slight temperature dependence, c) effective linear expansion coefficient of the ice-brine composite (assuming no 
brine expulsion). Note that the linear expansion coefficients of saline ice are shown with opposite sign - contrasting the pure ice value. The curves for different 
salinities start at the respective freezing temperatures. 
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fluence of convection is probably of minor importance. According to 
Maus (2020) the lamellar spacing a0 may then be related to the ice 
growth velocity V in the form 

a0 = 1.89V − 2/3, (9)  

where a0 is in millimetres and V in cm/day. The equation is strictly valid 
for seawater and NaCl solutions with solute concentrations similar to 
natural seawater (30–35‰). While both observations (Lofgren and 
Weeks, 1969) and theory (Maus, 2007; Maus, 2007) indicate a slight 
dependence on solute concentration, the latter will be ignored in the 
present analysis. Note that sea ice scientists are mostly using the terms 
brine layer spacing and plate spacing (Nakawo and Sinha, 1984; Weeks, 
2010; Maus, 2020), and while we shall henceforth use lamellar spacing to 
distinguish the vertical ice and brine lamellae from the horizontal saline 
ice layer on top of the concrete. 

The essence of the lamellar spacing is that it allows, for columnar 
saline ice, to construct an idealised model of the pore space. This was 
first proposed by sea ice scientists in the 1960s (Anderson and Weeks, 
1958; Weeks and Assur, 1964) and is illustrated in Fig. 4. The internal 
freezing is simplified into three phases. During the first phase (Fig. 4a to 
c) sea ice has low strength and the width d of brine lamellae simply 
changes with porosity as d = ϕba0. At some critical width d0 the brine 
lamellae start splitting into cylinders (indicated with a wavy pattern in 
Fig. 4c). At the end of this splitting phase the layered morphology is 
changed into cylinders of the same diameter d0 (Fig. 4d). In the third 
phase (Fig. 4d to e) the cylinders shrink with brine volume, now ac-
cording to d ∼ ϕ1/2

b . In this phase ice necks are established across the 

brine layers, and they grow in width while the cylinders a shrinking. The 
following Equations quantify this behaviour for different ranges of the 
brine volume fraction, and in dependence on a0 and d0: 

d = ϕba0, ϕb > d0/a0 (10)  

d = d0, ϕb0 < ϕb < d0/a0 (11)  

d = d0(ϕb/ϕb0)
1/2

, ϕb < πd0

/
4a0 (12)  

where 

ϕb0 =
πd0

4a0
. (13)  

may be viewed as the critical brine volume fraction ϕb0 when the 
splitting has taken place, establishing an ice matrix with much higher 
strength. The challenge is to determine the critical layer width d0 of this 
transition. Anderson and Weeks (1958) were the first to address this 
problem and suggested d0 ≈ 0.07 mm on the basis of 2D thin section 
analysis. Later a value of 0.11 mm has been proposed, based on a 
structural model of sea ice strength (Weeks and Assur, 1964) and the 
tensile strength data from Weeks (1961). A recent analysis of micro- 
tomographic imagery of young sea ice (Maus et al., 2021) indicates a 
median pore diameter of ≈ 0.12 ± 0.01 mm as condition for imperme-
able sea ice, when cylinders neck. While more work is needed on this 
topic, the best estimate of critical width (brine lamellae and cylinder) at 
the transition seems to be slightly above 0.10 mm. In the present work 
we shall assume d0 = 0.12 mm. 

Fig. 4. Schematic of the microstructure evolution during cooling of columnar saline ice as first proposed by Anderson and Weeks (1958). Brine is shown in red, with 
ice being invisible. During cooling from a) to f) brine solute concentration Sb increases and brine volume fraction ϕb decreases. First, from a) to c) brine layer 
thickness d changes linearly with brine volume fraction ϕb. At c) and d = d0 brine layers start splitting into cylinders. At d) brine lamellae are split into cylinders that 
just touch each other. From d) to e) brine cylinder diameters shrink according to d ∼ ϕ1/2

b . At e) ice necks form in the lammella direction between the cylinders and 
the strength of the brine-ice-composite is established. Note that the concrete and its interface with the saline ice would be horizontally oriented and normal to the 
brine layers and cylinders. 
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In summary, there are two important length scales in young saline 
ice. The first is the lamellar spacing a0 that decreases with growth ve-
locity, yet once set is a constant property (plate or brine layer spacing in 
the sea ice literature). The second is the width or diameter d of brine 
channels. This property is not constant, is changing with porosity (and 
thus with salinity and temperature), and upon reaching a critical width 
d0 the brine lamellae separate into cylinders. According to our present 
knowledge d0 might be a constant. 

2.3.4. Microstructural strength 
The two microstructure scales a0 and d0 may be incorporated into a 

structural model of the tensile strength σ of sea ice (Anderson and 
Weeks, 1958; Weeks and Assur, 1964) that can be written in the form 

σ = σ0

(

1 −

(
ϕb

ϕb0

)k
)

(14)  

where σ0is a reference tensile strength of pure ice, ϕb0 is the brine 
porosity at which the strength approaches zero. This transition porosity 
is, according to the above description and Fig. 4, associated with the 
splitting of cylinders is given by Eq. (13). In the idealised model the 
saline ice has no strength for ϕb > ϕb0, while for ϕb < ϕb0 the strength 
follows Eq. (14). The exponent k is empirical and related to the evolution 
of the pore space. For the simple case of cylindrical pores of uniform 
diameter considered above one has k = 1/2 and d/d0 = (ϕb/ϕb0)

1/2. 
Inserting the latter expression into the strength Eq. (14) one obtains 

σ = σ0

(

1 −
d
d0

)

. (15)  

Note that this equation for the structural strength is just based on two 
length scales - the brine channel width d, a property measurable on CT 
images, as well as the critical brine channel width d0 for zero strength 
defined above. 

2.4. X-ray microtomographic imaging and analysis 

X-ray microtomographic imaging (micro-CT) of sea ice and saline ice 
is an evolving technique that has gained attention during the past 
decade (Pringle et al., 2009; Obbard et al., 2009; Maus et al., 2015; Lieb- 
Lappen et al., 2017; Maus et al., 2021). In contrast to μCT imaging of 
snow, the brine content and pore structure in sea ice are strongly 
temperature-dependent, making temperature-controlled sampling, 
transport and imaging a challenge. Experience shows that the moderate 
absorption difference between ice and NaCl brine precludes to a certain 
degree X-ray imaging with high contrast (Bartels-Rausch et al., 2014; 
Maus et al., 2021). In the present study we thus complement imagery of 
saline ice grown from NaCl solutions with observations of ice-brine 
composites grown from CsCl solutions, yielding higher contrast and 
image quality. 

X-ray micro-tomographic imaging of concrete  + saline ice specimen 
was conducted at the Norwegian Centre for X-ray Diffraction, Scattering 
and Imaging (RECX), NTNU, with a XT H 225 ST micro-CT system from 
Nikon Metrology NV, equipped with a Perkin Elmer 1620 flat panel 
detector with a 2048 × 2018 pixel field of view. Image acquisition was 
performed with a current source of 260 μA, an acceleration voltage of 
120 kV and a Wolfram target. Scans were performed with 3142 rotation 
per 360 ◦C and an exposure time of 708.00 ms. The field of view was 55 
mm and corresponds to a pixel size of 27 μm. Specimen were placed in 
an alumina sample holder with 1 mm wall thickness. The top and bottom 
temperature of the sample holder was controlled by a self-assembled 
cooling system, based on thermo-electric assemblies (www.lairdtech. 
com). The temperature during scanning was set to − 20 ◦C, the same 
temperature as at the end of the freezing test. Nikon Metrology XT 
Software was used for reconstruction of the data sets. Data were stored 
as 16-bit grey value stacks. We used the software GeoDict (GeoDict, 

2012–2022) for segmentation into the constituents air, brine and ice, 
and for determination of several porosity and pore size metrics. Fig. 1 
shows a grey level image of a horizontal cross section in concrete as well 
as a side view showing both materials and the interface. The bright ring 
in the horizontal cross section is the alumina sample holder, and the next 
inner ring the butyl wrapping around the specimen. 

The segmentation of grey level images into air, ice and brine is 
illustrated in Fig. 5 for a sample frozen from NaCl solution, as well as for 
a sample where CsCl has been added. For the segmentation we selected a 
rectangular cross section in a horizontal 2D image to cut out a horizontal 
cylinder with horizontal side length of 2.5 to 3 centimetres, and a ver-
tical height corresponding to the saline solution layer. While the struc-
tures look similar, image quality in ice doped with CsCl is superior in 
terms of signal to noise ratio and the detection of open and closed pores, 
in particular for pores that only include a few voxels. For NaCl, where 
the brine and ice absorption regimes are close to each other, segmen-
tation of brine and ice requires additional information. We thus set the 
histogram threshold between brine and ice to match the theoretical 
brine porosity that is expected from temperature and salinity. For the 
CsCl enhanced images unsupervised segmentation was possible, see also 
Pringle et al. (2009). However, we use the same method as for NaCl 
samples - setting the ice-brine threshold to match the theoretically ex-
pected volume fraction of NaCl + CsCl ice. Air porosity, with much 
larger contrast to ice, was manually segmented as described in Maus 
et al. (2021). Pore and ice structure sizes were then determined with the 
PoroDict package of GeoDict (GeoDict, 2012–2022). 

The uncertainties of the image processing and analysis are similar as 
recently described for sea ice (Maus et al., 2021) with the following 
specific limitations in the present study. For air porosity the latter au-
thors mentioned an accuracy of 0.5 to 1%, increasing with porosity, and 
for the present study the lower end applies. The uncertainty of the brine 
porosity, with supervised segmentation based on salinity and tempera-
ture, is estimated from the temperature uncertainty of the thermo- 
electric cooling stage (1 ◦C), resulting in a 0.3 % brine porosity error 
(based on Eq. (4)). Other aspects of interpreting the present results are 
related to the limited specimen size. For the specimen frozen with a 
linear temperature rate (thinnest solution layer of 3 mm, method I) we 
often had to reduce the vertical extent of the cropped cylinder near the 
ice-concrete boundary, close to which images were biased by artefacts 
and strong changes in grey levels. These were created by slight incli-
nation in the vertical axis of the frost salt scaling specimen during 
scanning, as well as a convex ice surface, both creating beam hardening 
effects near the interface. We thus typically ended up with less than one 
mm of vertical dimension of saline ice with stable grey levels that could 
be easily segmented. However, also for this limited sample height, the 
principal microstructure results (e.g., lamellar spacing and pore sizes) 
did not appear to be different when comparing 3 mm to 8 mm thickness 
for upward growth (see Table 1), and they were still based on several 
thousands of open and closed pores. The main difference between the 
pore statistics for similar sample and growth conditions (solute con-
centration, direction) appears to be related to horizontal rather than 
vertical variability of pore sizes. As seen in Fig. 5, and Figs. 6 and 9 
below, ice crystals (or grains) can be distinguished from each other as 
areas where lamellae appear as parallel features, corresponding to what 
is observed for sea ice (Weeks, 2010; Shokr and Sinha, 2015). Pore sizes 
often vary between grains and tend to be larger at grain boundaries. As 
most specimen only contain a few grains, this variability is responsible 
for most of the sample to sample variability in the results presented. 
Larger specimen sizes, desirable for better statistics, would however 
have resulted in a coarser spatial resolution (that for our CT scanner is 
given by roughly 1/2000 of the specimen diameter). 

The pixel size of 27 μm defines our spatial resolution and implies, 
with a Nyquist criterion 2 times the pixel size, that we are able to detect 
pores with diameters larger than 54 μm. In principle, the pixel size of 27 
μm is considered as the uncertainty of all microstructure measures 
presented below. However, as the smallest pores remain undetected, our 
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median pore sizes are overestimates and only resemble the pores larger 
than 27 μm. Table 2 lists several porosity metrics (e.g., air and brine 
porosity, open and closed brine porosities, defined as volume fractions 
of total sample volume) and pore size characteristics. As in Maus et al. 
(2021) pore size characteristics were obtained for the pore and ice 
networks by a sphere fitting algorithm, to determine the fraction of the 
pore or ice space that belongs to a certain diameter interval. The results 
from this analysis are the median brine pore size Db and the median ice 
structure width Ds. Note that in an ideal ice-brine composite with just one 
pore size the measured Db would correspond to d in our model, while the 

sum Db +Ds would be equal to our lamellar spacing a0. We finally note 
that, as we were unable to quantify the brine porosity and structure a 
few pixels from the ice-concrete interface, we only shortly address this 
vertical variability (in Fig. 14 below). Hence, the present results repre-
sent the bulk saline ice. Fig. 6 is a horizontal slice of a 3D micro-CT 
image, and indicates that the structure is not fundamentally different 
near the interface. In addition to the pattern of brine and air pores and 
networks in the brine-ice composite subject to the present study the 
figure also illustrates features in the concrete. 

Fig. 5. Horizontal 2D micro-CT images of saline ice, illustrating the segmentation procedure into air, ice and brine. Upper: NaCl ice with low contrast between ice 
and brine. Lower: CsCl for contrast enhancement. Note that the interface between the saline ice and concrete would be parallel to these images. 

Fig. 6. Grey level micro-CT image cross section of frost salt scaling specimen 
including both saline ice (upper) and concrete (lower), based on downward 
freezing of a 27 % NaCl  + 9 % CsCl solution (experiment 4-do), and imaged at 
the final temperature of − 20 ◦C. In the ice, air/ice/brine appear as dark/grey/ 
bright features. Note that both ice and brine pattern near the interface may 
extend downward from the saline ice into the air pores in the concrete. 

Table 2 
Porosity metrics and brine lamella/channel characteristics obtained from CT 
image analysis. Note that d and a0 (small letters) are the properties in the model, 
while the equivalent measured properties are Db and A0. We distinguish these, 
because the latter are based on the median values of the pore size distribution, 
while the former are idealised model properties.  

Porosity/pore size metric Symbol Description 

Brine porosity, total ϕb Segmented to theoretical value 
Critical brine porosity ϕb = ϕb0 Splitting of cylinders 
Critical brine porosity ϕb = ϕbc Impermeable, ϕzz = ϕop = 0 
Open brine porosity ϕop Open to upper or lower surface 
Connected brine porosity ϕzz Open to upper and lower surface 
Dead-end porosity ϕde Open to one surface 
Closed brine porosity ϕcl Not open to any surface 
Air porosity ϕa Air pores, either open or closed 
Brine channel width Db Median from sphere fitting 
Ice structure width Ds Median from sphere fitting 
Lammelar spacing A0 Computed as A0 = Db + Ds  
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3. Results 

3.1. X-ray image analysis 

Examples of segmented X-ray micro-tomographic images are shown 
in Fig. 7 for different solute concentrations that span the range of the 
present study (10 to 120‰ NaCl). We recall that for ice grown from CsCl 
solution the concentration needs to be divided by 2.88 to get the cor-
responding NaCl concentration with comparable freezing point 
depression and porosity. Several aspects are emphasized when 
comparing the images. It is evident that porosity and pore sizes are 
increasing from low to high salinity, with pores at lowest freezing point 
depression or salinity (29‰ CsCl) being barely visible. We also note that 
(not shown) pores could be hardly identified in ice frozen from an 
equivalent NaCl solution (10‰) at our spatial resolution of 27 μm. This 
is due to lower X-ray contrast of NaCl brine compared to CsCl brine. 

When pore widths approach the size of the resolution limit (2 times the 
voxel size) they are, with low contrast, hard to distinguish from noise. 
The difference in contrast and sharpness is also apparent when 
comparing the images for 30‰ NaCl and 87‰ CsCl, with many more 
details being visible in the CsCl image. Note however, as discussed 
below, that certain pore size statistics (median) were very similar for 
these images, and thus could still be derived from 30‰ NaCl ice. This 
gives credence to our approach to analyse NaCl and low salinity CsCl 
images together. 

Fig. 8a-c illustrates the different connectivity stages of the ice 
depepending on solute concentration. The upper Figures show the 
overall texture, while the details are revealed by the enlarged lower 
Figures. On the left hand side, Fig. 8a is an image of ice grown upwards 
at moderate velocity with normal solute concentration (27‰). With d <

0.12 mm the brine layers have split into channels, yet one can still see 
the original brine layers as rows of fine-scale networks. Fig. 8b shows a 

Fig. 7. 2D imagery (horizontal cross-sections) of the brine (green) and air (white) pores in ice (red) in saline ice on top of concrete. The different concentrations of 
frozen solutions are noted in the figures. All images are obtained at − 20 ◦C. Note that 30‰ NaCl corresponds to 87‰ CsCl in terms of freezing point depression, and 
that the 29‰ CsCl solution (run 6a) thus corresponds to 10‰ NaCl (run 1b). Note that the interface between the saline ice and concrete would be parallel to 
these images. 
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sample that has grown downward at lower velocity, giving an approx-
imately 2 times higher plate spacing. The same brine volume fraction is 
thus contained in half the number of brine layers in Fig. 8a. Here the 
brine layers are still rather intact, yet one may see some undulations 
indicating that they are close to the splitting transition. The right hand 
images visualizes the pore structure of a solution from which ice was 
grown at intermediate velocity, yet with a higher solute concentration. 
Here the brine layers are much thicker. The sample is not homogeneous, 
and at some locations one may see splitting behaviour, but overall this 
ice is, due to the high brine volume, far from forming disconnected 
cylinders or brine inclusions. 

3.2. Pore size, ice structure width and plate spacing 

Pore size distributions for the selected samples shown in Fig. 7 are 
shown in Fig. 9 for the whole regime of solute concentrations. It is 
clearly seen that the modal pores size increases with solution salinity, 
from a mode in the 27 to 54 μm class at 20 to 30‰ NaCl to a mode near 
230 μm at 120‰ NaCl. For the lowest solute concentrations in terms of 
freezing point depression (29‰ CsCl and 20‰ NaCl) we suspect that we 
are missing the smallest unresolved pores. Setting the threshold by the 
theoretical brine volume (based on salinity) will thus artificially in-
crease the visible pores, and the median and modal pore sizes that we 
compute are overestimates. For 30‰ NaCl the results start to be more 
reliable. In particular the comparison of the distributions for 87‰ CsCl 
and 30‰ NaCl, equivalent in terms of freezing point depression, shows 
very good agreement, supporting the hypothesis that it is indeed the 
molar freezing point depression that determines ice microstructure, 
irrespective of the solute. 

We shall first restrict the presentation to results from the upward 
growth experiments (1–6 and 1-up to 6-up) and distinguish between 
NaCl, CsCl and mixed saline solutions. This distinction has been made to 
ensure that there is no major difference between the freezing of NaCl 
and CsCl solutions, which we indeed did not find within the present 
uncertainties. We note that freezing experiments of NaCl-CsCl mixtures 
also have been successfully used to derive important features of perco-
lation and the permeability of sea ice (Pringle et al., 2009). However, 
while freezing NaCl and CsCl solutions appear to have very similar 
microstructure, there are certainly differences. E.g. the density and 
expansion coefficients shown in Fig. 3 would be different for CsCl brine 
with an almost three times larger molar mass. 

In Fig. 10 we show the median of the most relevant pore and ice 
structure characteristics obtained from the pore size distributions. 
Fig. 10a shows that the median brine channel diameter Db increases 
close to linear with solution salinity. The green horizontal line illustrates 
the spatial resolution limit (Nyquist criterion 2 times the voxel size of 27 
μm). Below this line the results are not trustworthy, as many small pores 
remain unresolved. It is clear that Db must approach zero for low solute 
concentrations. However, it will not approach zero as a linear function 
of porosity, as the original brine layers first split into channels and later 
into spheres. As noted, these transitions are likely associated with crit-
ical length scales, yet are not resolved with our spatial resolution. 

Fig. 10b further shows the ice structure width, which is the thinnest 
dimension of the solid ice columns between the brine channels. This 
property is well resolved with the present spatial resolution. It seems to 
be largely independent of solution salinity and falls in the range 0.3 to 
0.5 mm. An interesting parameter shown in Fig. 10c is an effective 
lamella or plate spacing A0 that is computed from the sum of Db and Ds, 

Fig. 8. 3D imagery of saline ice-brine composite on top of concrete with the brine pore space in green, air inclusions in blue and ice being invisible. The images, 
typical half a millimeter in height, represent different stages with respect to the channel splitting condition (presumably d = 0.12 mm): a) normal solution salinity, 
rapid upward growth with relatively small lamellar spacing a0; b) normal solution salinity, slow downward growth with large a0; c) rapid upward growth yet with a 
high solution salinity. Note that the interface with the concrete (not shown) would be horizontally oriented located at the bottom of the structures - see also Fig. 20. 
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and that should be related to the lamellar spacing a0 discussed in Section 
2.3.3. A0 shows a slight increase with solution salinity. Finally we show 
the relationship between Db and A0 in Fig. 10d, and compare it to the 
straight line (Db = 4/πϕbA0), corresponding to the critical diameter d0 
for splitting. Note that this is not the full brine channel evolution model 
from Section 2.3.3, but just a linear approximation obtained from 
inserting the observed A0 and ϕb for a0 and vb0 in Eq. (13). Hence, at high 
concentrations/brine porosity, when brine channel splitting has not 
taken place, the observations should fall below the dashed 1:1 line, 
while at low concentrations, when brine channels shrink with ϕ1/2

b 
rather than ϕb, they lie above it. At even lower porosity also these 
channels split and disconnect into spherical inclusions which then 
shrink as d ∼ ϕ1/3

b . Results are consistent with this principal view of the 
pore space evolution. 

The results presented so far were restricted to upward growth (at 
constant temperature) and primarily upward growth (linear cooling 
rate) runs. To put them into a broader modeling frame we now include 
also the downward growth experiments in the presentation and rather 
distinguish between growth mode than between different solutes. In 
Fig. 11a we plot the lamellar spacing a0 that is predicted from the linear 
ice growth velocity via Eq. (9) against the observed spacing equivalent 
(Db + Ds). Reasonable agreement between the predictions and obser-
vations is found for all growth modes. We can take the modeling one step 
further and use the predicted a0 in Eq. (13) to estimate the brine channel 
diameter d and compare the latter to the observed Db. The result is 

shown in Fig. 11 b and suggests a high consistency of the model with 
observations. At the lower end the observations likely are biased to too 
high values, due to the spatial resolution limit. At the higher end 
observed brine channels are larger then modeled, similar to the lamellar 
spacing in Fig. 11a. However, the overall agreement between the simple 
model and the observed brine pore sizes is remarkable. 

3.3. Porosity metrics 

The first porosity metric we show is the total brine porosity at the 
imaging temperature of − 20 ◦C (Fig. 12a). The linear relationship of ϕb 
with salinity confirms the segmentation procedure (grey level thresh-
olding between brine and ice to match the theoretical porosity based on 
salinity and temperature) and illustrates the distribution of experiments 
with different solutes. 

Of particular interest is the the vertically connected brine porosity 
ϕzz in Fig. 12b. Comparison with the total porosity (stippled curve) 
shows a high degree in connectivity above a solute concentration of 
≈ 30‰. At low concentration however (the red squares for CsCl sam-
ples) only a small fraction of the pores is vertically connected. For 
comparison we also show the relationship between total and vertically 
connected porosity ϕzz for young sea ice from Maus et al. (2021) that 
reads 

ϕzz = 1.05(ϕb − ϕbc)
1.25 (16) 

Fig. 9. Brine pore size (channel diameter or width) distributions for different solute concentrations at − 20 ◦C, with inlays indicating the typical pore morphology in 
horizontal 2D cross sections. Pore sizes increase with solute concentration from a) to f). For the two lowest solute concentrations, a) and b), the distributions indicate 
that a considerable volume fractions of pores is likely not resolved due to our spatial resolution and the segmentation overestimates the pore sizes. The inlays are the 
horizontal cross sections from Fig. 7 and illustrate the pore structure. 
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as well as the open porosity 

ϕop = 0.569(ϕb − ϕbc)
0.832 (17)  

that includes pores that are open to any side of the sample but do not 

need to be connected. The equations give porosities as fractions, not in 
percent, and are valid down to the critical porosity ϕbc = 0.024, below 
which both open and connected pore fractions become zero. These re-
sults were obtained by varying the temperature over the range − 2 to 
− 10 ◦C, in sea ice of lower solute concentration (5–10‰). Here they are 

Fig. 10. Median values of pore and ice structure characteristics at − 20 ◦C: a) median brine channel diameter Db; b) median solid ice structure width Ds; c) median 
brine channels spacing (from Db + Ds); d) the relationship between brine channel diameter Db and its prediction based on brine channel spacing. 

Fig. 11. a) Lamellar brine channel spacing a0 predicted from growth velocity versus observed spacing A0 (Db + Ds); b) predicted brine channel diameter d versus 
observed brine channel diameter Db. 
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compared to higher solute concentrations at − 20 ◦C, yet at equivalent 
brine volume fractions. Note that, in this relationship for sea ice, below 
ϕbc = 0.024 all brine pores are closed and ϕcl becomes equal to the total 
porosity ϕb, while the dead-end porosity ϕde is zero only by definition. 
The closed porosity and dead-end porosity depend on pore geometry, 
pore and sample size. E.g. in a sample with mostly unconnected pores of 
small diameter compared to sample length, the dead-end porosity just 
consists of cut pores at the sample faces, and ϕcl≫ϕde. In the presence of 
vertically elongated disconnected pores, sample cutting may open these 
pores and result in an observed dead-end porosity that exceeds the 
closed porosity. The results for sea ice have been obtained for samples of 
5.5 mm thickness, similar to the present ice layers on concrete (3–10 
mm). 

In Fig. 13a and b we compare the closed ϕcl and dead end ϕde porosity 
observations for the present saline ice to the relationships obtained for 
young sea ice. The sea ice values appear somewhat larger, yet the gen-
eral agreement is of interest. In particular the dead-end porosity shows 
an interesting behaviour, in that it first increases with porosity (or solute 
concentration), reaches a peak near a solute concentration of 20–30‰, 
and then appears to drop to low values again. Though the sea ice curves 
are strictly valid only for total brine volume fraction below 20%, and 

thus below ~70‰ in our data, and the age of sea ice is several weeks, 
there is overall agreement. 

Finally we report the air porosity ϕa for the different experiments in 
Fig. 14a. Here we highlight the different growth modes, and show results 
for downward growth with green symbols. Two aspects emerge from the 
data. First, we find that the air porosity decreases with salinity and 
reaches a value less than 0.5 % for the 40 and 120‰ saline ice. Second, 
for the solute concentration range of 20 to 30‰, where 14 samples are 
available, air porosity is significantly larger for downward growth (1.5 
± 0.8 %, n = 6) than for the upward growth (1.0 ± 0.6 %, n = 8). That 
more air is trapped for downward growth is consistent with the finding 
of salinity stratification shown in Fig. 14b. We observe an interesting 
difference between downward freezing and upward freezing saline 
water layers. For the downward freezing of thicker (10 mm) saline water 
layers the vertical distribution of brine porosity (and salinity) shows 
increasing brine porosity towards the ice-concrete interface being 
roughly two times as large as the average ice value. At the surface, where 
freezing started, the ice is much fresher, indicating the role of brine 
convection in a similar manner as for sea ice. 

Fig. 12. a) Total brine porosity and b) Connected porosity versus solute concentration, for the upward growth experiments at the final temperature of − 20 ◦C. The 
dashed curve in b) shows an empirical fit derived for sea ice at equivalent brine porosity (Maus et al., 2021). 

Fig. 13. a) Closed brine porosity (pores without connection to samples surfaces) and b) dead-end brine porosity (pores with connection to only one sample surface) 
versus solute concentration, for the upward growth experiments at the final temperature of − 20 ◦C. The dashed curves show empirical fits derived for young sea ice at 
equivalent brine porosity (Maus et al., 2021). 
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3.4. Percolation modelling of porosity metrics 

The results from Section 3.3 have shaded some light on the behaviour 
of different porosity metrics, yet the present data are scattered, and the 
applicability of relationships for sea ice, with different age, thickness 
and thermal history is unknown. E.g., Fig. 13 shows that the closed brine 
porosity in sea ice is clearly larger than in the saline ice forming during 
frost salt scaling. Here we adjust the percolation model validated for sea 
ice (Maus et al., 2021) to optimally represent the frost salt scaling data 
and setting. The following model is based on the fractional brine volume 
(or brine porosity) ϕb, rather than on solute concentration.2 Let us start 
with the equation 

ϕop = cop(ϕb − ϕbc)
β
, ϕb > ϕbc (18)  

for the open porosity, in a form that is known to described percolation- 
based network properties (e.g., Stauffer and Aharony, 1992), in 
dependence on a critical exponent and a percolation threshold - here a 
critical porosity. For young sea ice the critical exponent β = 0.83 ± 0.03 
was obtained (Maus et al., 2021), being consistent with the presently 
accepted value β ≃ 0.82 for directed percolation (Henkel et al., 2008; 
Hinrichsen, 2009), which we choose here. For the porosity threshold for 
the pore space percolation of young sea ice ϕbc we make the same 
assumption as for the onset of necking of brine cylinders, that is 
inversely proportional to the lamellar spacing a0. Equation 

ϕbc = fbc
d0

a0
= fbc

4
πϕb0 (19)  

sets the percolation threshold as a critical fractional pore volume fbc 
within the brine lamella that start necking at thickness d0. Based on a0 =

0.56 ± 0.07 mm, d0 = 0.12 mm and ϕbc = 0.024 for the young sea ice 
data from Maus et al. (2021) we obtain fbc = 0.112. Hence, the channel 
networks in the brine lamellar become disconnected when their frac-
tional brine volume drops below 11 %, below which ϕop = ϕzz = 0. 
Percolation equations like Eqn 18 are not valid far from the percolation 
threshold, and in our case we expect that ϕop will approach the total 
porosity ϕb above the cylinder necking transition ϕb0. Based on this 
condition we obtain the constant in equation (18) as 

cop =
ϕb0

(ϕb0 − ϕbc)
β (20)  

Hence, in the framework of the brine layer transition model the perco-
lation regime extends from ϕbc to ϕb0 = πd0/4a0 where the brine layers 
consist of parallel cylinders. A similar procedure, yet with different 
exponent and proportionality constant is applied to derive an equation 
for ϕzz. Note that the porosity evolution depends on only two length 
scales, d0 and a0. Similar arguments have been proposed by Petrich et al. 
(2006), yet were based, due to lack in microstructure data, on a constant 
a0 and a different d0, as well as on an isotropic percolation model (con-
trasting directed percolation suggested by Maus et al. (2021)). 

In Fig. 15 we present the results for the different porosity metrics 
versus total brine porosity and focus on the influence of growth velocity. 
In terms of the plate spacing, and thus growth velocity, the upward 
growth experiments (red symbols) correspond to the red curves, while 
the downward growth experiments (green symbols) should be compared 
with the green curves. Fig. 15a and b for the open and closed porosity 
show remarkable agreement between the model and observations, also 
when it comes to the ice growth velocity dependence. This gives 
credence to the predictions for the high growth velocity (blue curves), 
for which we do not have observations. Also for the closed porosity in 
Fig. 15c the data points and model curves agree reasonably. The model 
curves of ϕcl show a peak in the closed porosity that corresponds to the 
growth velocity dependent threshold ϕbc. Below this value the closed 
porosity is the same as the total porosity. The predictions of dead-end 
porosity ϕde in Fig. 15d show that also ϕde starts forming at the critical 
ϕb0 for the brine cylinders. It then increases with decreasing porosity ϕb 
and reaches a maximum, after which it drops again, because now the 
pore space disconnects while the porosity further decreases. At ϕb0 it is 
by definition zero, but this cannot be observed on finite sample sizes. We 
recall that the dead-end porosity is no universal property, but that its 
magnitude depends on sample size and geometry, in particular the saline 
ice thickness. The larger scatter in the dead-end porosity, with respect to 
the predictions, is likely related to variations in the latter. Compared to 
ϕcl the dead-end porosity exhibits a different behaviour, with a broader 
maximum. This is related to the mechanism of pore closure that starts 
with horizontal splitting of vertically connected cylinders, that would 
then be classified as dead-end, not as closed porosity. The dead-end 
porosity increases with growth velocity, as the brine layer spacing a0 
decreases, and thus the number of ice lamellae in a unit volume in-
creases. The overall agreement of predicted and observed porosity 
metrics is remarkable, supporting the percolation-based modelling, and 

Fig. 14. a) air porosity for different growth modes (upward and downward); b) porosity profile (x = 0 at the ice-concrete interface) showing the difference between a 
downward freezing 10 mm saline solution and a 4 mm upward freezing saline solution; note that, due to image quality data 1 mm from the interface are not shown. 

2 We note that, as most data were obtained at  − 20 ◦C, solute concentrations 
(in‰) roughly correspond to three times the fractional brine volume (in %). 
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Fig. 15. Modeled versus observed porosity metrics based a) open porosity ϕop, b) vertically connected brine porosity ϕzz, c) closed porosity ϕcl and d) dead-end brine 
porosity ϕde for the present salt scaling experiments final temperature of − 20 ◦C, in dependence on total brine porosity, and distinguishing between three ice growth 
rates. The green and red curves corresponding to downward (green symbols) and upward growth (red symbols) in the present study. 

Fig. 16. Normalised tensile strength based on observed microstructure and a simple structural strength model with brine layer splitting at d0 = 0.12 mm (left) and 
d0 = 0.15 mm (right). Observations are obtained at a temperature of  − 20 ◦C, and corresponding brine volume fractions ϕb in percent may be obtained by division 
through 3. 
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emphasizes the use of model equations to predict further saline ice 
properties. 

3.5. Tensile strength 

The microstructure observations allow for the evaluation of the 
structural model for the tensile strength described in Section 2.3.4. This 
is done by inserting the observed brine channel diameter Db for d in Eq. 
(15). Two values for the transition pore size d0 (0.12 and 0.15 mm) have 
been used to illustrate the strength dependence on salinity. In terms of 
this model, the strength depends on three properties.  

• Strength decreases with solute concentration (at fixed temperature)  
• The lower the critical splitting length scale d0, the lower the strength  
• Strength decreases with lamellar spacing a0 

In Fig. 16 the dependence of tensile strength on the lamellar spacing is 
represented by two different growth velocities that imply different 
spacing a0. In our experiments the low growth velocities were found 
during downward growth (green curve and symbols), while higher 
growth velocities were present in upward growth experiments (red 
curve and red symbols). Note that we have not measured the strength, 
but model it based on microstructure predictions, which in turn are 
consistent with the same model applied to observed microstructures. 
The results thus illustrate the expected range in saline ice strength 
provided that the model is correct, and that this range is quite large. The 
comparison also indicates a better match between modeled strength (the 
red and green curves) and the observation based strength estimates for 
the case d0 = 0.12 mm in Fig. 16a compared to d0 = 0.15 mm in 
Fig. 16b. 

4. Discussion 

We have performed a detailed analysis of the 3D microstructure of 
saline ice growing in frost salt scaling experiments. Quantification of 
characteristic pore sizes and porosity metrics was possible for NaCl so-
lution salinity (or CsCl solutions with the same freezing point) between 
10 and 120‰. The relationships between pore sizes and solute con-
centration are rather robust. The principle microstructure that we find 
for three cooling and ice growth modes resembles very much what is 
known from columnar sea ice, with a lamellar or sandwich-like structure, 
where brine channels between thin ice plates are vertically oriented. The 
spacing of these brine channels (lamellar or plate spacing) is related to 
the morphological stability during unidirectional solidification of a sa-
line solution, very similar to sea ice3 (Maus, 2020). However, while for 
sea ice one often observes a granular layer with random orientation in 
the upper centimeters, the saline ice in our experiments is columnar 
right as a whole. This structure facilitates the use of a simplified model to 
described the microstructure evolution with cooling and decreasing 
liquid fraction. In addition we have formulated and validated a perco-
lation model that describes the evolution of open and closed porosity in 
the brine-ice composite. Both properties of saline ice, the microscopic 
pore scales and the porosity metrics, in turn allow the formulation of 
parametrisations of mechanical and thermodynamic properties in terms 
of the fractional brine volume ϕb. 

The following discussion will extend the results on the microstruc-
ture and properties of saline ice with emphasis on the dependence on the 
ice growth velocity, and the implementation of this dependence in the 
proposed models for percolation and microstructure evolution during 
freezing of saline solutions. The microstructure and percolation models 
can be used to predict many properties (e.g., Sahimi, 1993), and in a 
recent study we have addressed the hydraulic permeability (Maus et al., 

2021). Here we focus on those properties that are, presumably, most 
relevant for frost salt scaling at the ice-concrete interface. These are the 
brine channel diameter (affecting the stress concentration at the ice- 
concrete interface), the tensile strength and creep of saline ice, the 
effective coefficient of thermal expansion, and the pore pressure that 
may evolve due to internal freezing. 

4.1. Microstructure and ice growth velocity 

The key property of the microstructure of young saline ice is the plate 
spacing (brine layer spacing, lamellar spacing) and its dependence on 
growth velocity (Section 2.3.3). This plate spacing is determined by the 
onset of morphological instabilities during freezing of saline solutions. 
We have therefore focused on the question how the frost salt scaling set- 
up affects the ice growth velocity and arrived at reasonable para-
metrisations of the latter. In our experiments the slowest growth was 
found for downward growth when air-ice heat exchange is governed by 
the convective heat exchange in the air (freezer at constant temperature 
of − 8 ◦C). For upward growth it is the thermal conduction through the 
concrete layer that (here in connection with a butyl rubber insulation) 
implied a roughly two times faster growth velocity. The third setting was 
a cooling scenario often used in frost salt scaling experiments - a linear 
temperature decrease over time. In our setup the cooling was mostly 
laterally from the small cylindrical specimens covered by a lid, and ice 
growth is assumed to be largely upward. In addition to the external 
boundary conditions also the freezing temperature of the saline solution 
influences the ice growth. For setups with constant freezer temperature 
higher salinity solutions are freezing slower. 

The growth velocity impacts the evolution of microstructure and 
properties in several ways. First of all, it controls the lamellar spacing 
and determines the skeleton of the saline ice matrix (Fig. 11a). At the 
same time it also controls the diameter of brine channels sandwiched 
between the ice lamellae (Fig. 11b). When the ice is cooled, its bulk brine 
volume is subsequently decreased and the brine layers shrink in thick-
ness. As pointed out first by Anderson and Weeks (1958), at a certain 
width these brine layers/lamellae start splitting into cylinders, and the 
morphology of the ice is changing. According to the present model, the 
brine porosity of this transition will increase inversely with the plate 
spacing a0 (Eq. (13)), and thus increase with growth velocity. The pre-
sent model results are compared to the observations in dependence on 
total brine porosity ϕb in Fig. 17. As the the growth velocities in the 
present study were largely located in two regimes (slow downward and 
moderate upward growth), the observations are color coded (green and 
red) in the Figure and should be compared to the model curves with the 
same colors. The theory apparently predicts the growth velocity 
behaviour very well. Note that we do not have observations to be 
compared to the blue high growth velocity curve. 

While an analysis of the microstructure of concrete has been beyond 
the scope of the present study, we can compare the microstructure scales 
in the ice to some published data. Earlier studies have identified one 
important length scale, called the critical spacing factorLa or air void 
spacing. Once defined by Powers (1954), its determination and role has 
been discussed in detail by Fagerlund (1993), who defined it as ’the 
biggest piece of a cement paste that can be completely water saturated 
during a freezing test without suffering any damage’. E.g., Fagerlund 
reports on an approach to freeze completely saturated concrete and 
measure the size of the fragments. In practice the spacing factor reflects 
the spacing of air voids, and values mostly in the range 0.1 to 1 mm have 
been computed, with frost salt scaling damage of concrete increasing 
with spacing (Pigeon et al., 1985; Fagerlund, 1993; Pigeon et al., 1996; 
Hasholt, 2014). This is consistent with the general observation that 
higher air void content (lower spacing of air voids) prevents salt scaling. 
As pointed out by Fagerlund (1993) the intrinsic spacing factor is always 
larger than the critical value, as some of the air voids may be saturated 
with water. When it comes to diameter of air voids, these are mostly 
found i the range 0.02 to 0.2 mm with a peak near 0.05 mm (Pigeon 

3 Note that for sea ice, due to the effect of solutal convection, slightly smaller 
lamella spacing is found and predicted (Maus, 2020). 
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et al., 1996). Hence, the size range of the spacing factor is (0.1 < La < 1 
mm) is very similar to the range of the lamellar spacing a0 in the saline 
ice under natural freezing conditions, while brine channel diameters and 
air voids size ranges are also comparable, around 0.1 mm. This may give 
rise to mutual interactions between these length scales during frost salt 
scaling. As an interesting aspect, Pigeon et al. (1985) reported tests 
where the effective air pore void spacing La decreased with cooling rate. 
Although in these tests mostly internal cracking, and no surface scaling, 
was observed, they point to the need to a better understanding of critical 
length scale in both ice and concrete. 

4.2. Effective thermal expansion 

Theoretical analysis of thermal expansion has shown two limits. The 
’closed container’ limit, where thermal expansion is, due to the con-
tinous phase transition of brine, negative over much of the natural 
temperature range (Anderson, 1960); and the ’expelled brine’ limit 
where the volume change due to brine freezing in pores is compensated 
by brine expulsion, resulting in the hypothesis that sea ice has the same 
(positive) thermal expansion coefficient as pure ice (Cox, 1983). As 
pointed out by Marchenko and Lishman (2017) the truth should lie 

between these extremes, and the thermal expansion coefficients may be 
found by partitioning the brine pore space into disconnected and con-
nected pores. Based on our model for the closed and total brine porosity 
we propose the following equation for a thermal expansion coefficient 
αsi,cl that accounts for closed brine pockets: 

αsi,cl =
ϕop

ϕb
αi +

ϕcl

ϕb
αsi. (21) 

Therein αi is the coefficient of thermal expansion of pure ice and αsi 

the ’closed container’ thermal expansion of saline ice given by Eq. (6). 
For the open, closed and total porosities the condition ϕb = ϕop +ϕcl 

applies. Hence αsi,cl is a linear average of the pure ice and full brine 
expulsion limit and the closed ice limit, weighted by the open and closed 
brine porosity fractions. 

The results of the calculations of are shown in Fig. 18 that presents 
αsi,cl in dependence on brine volume fraction and temperature, and for 
several ice growth velocities and solute concentrations. The curves are 
based on calculations that start at the freezing and then move from high 
to low temperature/brine volume fraction (from right to left). The solute 
concentrations at corresponding to the lowest brine volume (at-20 ◦C) 
are indicated at the top of Fig. 18a, while Fig. 18b shows the 

Fig. 17. Modelling the brine layer width d for three different growth velocities and corresponding plate spacing a0. The observations correspond to low growth 
velocity (green, downward growth III) and medium growth velocity (linear cooling rate I and upward growth II), while no data exist for high growth velocity. The 
black dots indicate the porosity ϕb0 for the splitting of brine layers at d0 = 0.12mm. This porosity depends on growth velocity. 

Fig. 18. Modeled effective linear thermal expansion coefficient of saline ice a) versus total porosity and b) versus temperature, shown for three solute concentrations 
and three ice growth rates and minimum temperature of − 20 ◦C. The green and red curves corresponding to slow (green symbols) and intermediate growth (red 
symbols) in the present study. 
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corresponding evolution with temperature. For medium growth velocity 
(red curves) a decrease in expansion coefficient is almost absent for 
solute concentration of 30‰ and higher. An interesting results, con-
trasting the ’closed container’ result in Fig. 3 is that the coefficient of 
thermal expansion for low enough solute concentration first increases 
with temperature lowering, and then increases again. It is also inter-
esting that the thermal expansion depends on microstructure. The effect 
of closed pores - the deviation from the pure ice thermal expansion - 
increases with growth velocity (from green over red to blue curves). It 
needs to be noted that the percolation result here describes the brine 
entrapment and close porosity evolution during the first cooling cycle. In 
natural sea ice there are hysteresis effects due to cyclic cooling and 
warming, known to imply Ostwald ripening convection processes, and 
the formation of wider pores. In terms of our simple model this implies 
that, driven by solute redistribution by convection and diffusion, some 
cylinders increase in diameter while others shrink, broadening the pore 
size spectrum (e.g., Maus et al., 2013). This means that the original brine 
layers are not perfectly re-established during warming, but that some 
pores remain disconnected, while others have widened. Hence, when 
the ice is warmed again, the closed porosity will likely not be completely 
reconnected, and there will be also disconnected pores at high temper-
atures and brine porosity, that in turn will lower the thermal expansion 
coefficient. The young sea ice data set discussed above (Maus et al., 
2021) indicates such behaviour. Data on the effective thermal expansion 
are rare, yet the few existing studies are consistent with this influence of 
close porosity on thermal expansion at high temperatures (Johnson and 
Metzner, 1990; Marchenko and Lishman, 2017). In particular (Johnson 
and Metzner, 1990) found hysteresis in the thermal expansion during a 
warming-cooling-warming cycle that is of the same order of magnitude 
then the present predicted effect. As the thermodynamic setting sea ice 
differs from those for frost salt scaling in terms of solute concentration, 
ice layer thickness, time scales mechanisms for solute redistribution 
(brine convection dominating in sea ice) a comparison needs to take this 
into account. If the ice-brine layer completely melts during thermal 
cycling, thermal hysteresis in the ice will be absent. In any case, the 
results in the Figure should be viewed as upper bounds for the coefficient 
of thermal expansion of saline ice brine composites for frost salt scaling 
problems. 

4.3. Tensile strength, visco-elastic stresses and creep 

It is well established that the strength of many porous media is 
increasing with decreasing porosity. Proposed relationships are a power 
law σ ∼ (1 − ϕb)

n, exponential σ ∼ exp( − cϕb), logarithmic σ ∼ ln(ϕ0/

ϕb) to linear σ ∼ 1 − aϕb (e.g., Li and Aubertin, 2003; Zhang and Jivkov, 
2014). As outlined in in Section 2.3.4 above, a linear model has been 
proposed for sea ice half a century ago (Anderson and Weeks, 1958; 
Assur and Weeks, 1963; Weeks and Assur, 1963). These authors have put 
the strength modelling of sea ice into a simple framework that can be 
tested by microstructure data. While at that time observations based on 
2D thin sections were insufficient to validate models, this is now possible 
on the basis of 3D micro-CT data as obtained in the present study. For 
evaluation of model results shown in Fig. 16 in a quantitative manner, 
one needs strength test data with simultaneous measurements of 
microstructure, in particular the plate spacing a0. For the tests by Weeks 
(1961) indeed such measurements are available, were discussed by 
Weeks and Assur (1963) in connection with sea ice properties, and 
considered in models for frost salt scaling (Valenza and Scherer, 2006). 
However, these were ring-tensile strength tests, and this test type is no 
longer considered to properly represent the tensile strength of sea ice 
(Weeks, 2010). The only thorough study of tensile strength with re-
ported plate spacing appears to be the work by Dykins (1969), who 
reported a plate spacing of 0.4 ± 0.05 mm. The full data from Dykins 
have been analysed by Richter-Menge and Jones (1993) with a similar 
model as in Section 2.3.4, resulting in σ0 ≈ 1.3 MPa. In Fig. 19 we show 
the microstructure observations and model results from Fig. 16, but now 

plotted versus the brine porosity. Results are shown for a critical d0 =

0.12 mm, and three growth velocities (that correspond to plate spacings 
a0 = 0.26,0.38 and 0.82 mm). The data from Dykins (1969), tensile 
strength versus total porosity, were taken from Richter-Menge and Jones 
(1993). The asterisks in Fig. 19 stand for the average of 27 to 47 tests, 
with relative confidence bounds of 10 %. With the observed a0 ≈ 0.4 
mm these results from Dykins (1969) should be compared with the in-
termediate growth rate (red curve) and indeed good agreement is found, 
in particular at higher porosity. Other authors, with a much lower 
number of tests, found either slightly larger or lower strength values, yet 
the plate spacing was only very broadly determined (0.5 to 1.0) mm. The 
strength data from Dykins (1969) thus can be viewed as the best avail-
able reference for tensile strength, and clearly support the present 
strength model. 

According to Valenza and Scherer (2006), tensile strength is a critical 
parameter in the so-called glue spall mechanism for frost salt scaling. Due 
to that hypothesis surface damage in concrete is created by cracking in 
the saline ice. These cracks are proposed to form when the stresses due to 
thermal expansion mismatch of saline ice and concrete exceed the ten-
sile strength of saline ice. Originally the problem was described for 
glass–epoxy bonds (Gulati and Hagy, 1982). To extend it to saline ice, 
Valenza and Scherer (2006) noted the need to include creep relaxation 
of stresses in the ice, and proposed the following characteristic equation 
for the tensile stress σci in the ice close to the ice-concrete interface: 

σci =

∫ Tf

Te

E
1 − ν

(

Δα −
Jcσ3

ci

dT/dt

)

dT. (22)  

Here E and ν are Young’s modulus and Poisson’s ratio of ice, Δα the 
mismatch in thermal expansion coefficients between ice and concrete, 
dT/dt the rate of cooling and Jcσ3

ci a stress-dependent creep rate.4 Several 
properties in Eq. (22) vary with temperature. In particular the solid 
fraction ϕs increases with decreasing T which implies that the ice con-
sists of portions that start straining and creeping at different tempera-
tures. To obtain the stress at final temperature Te one needs to integrate 
from temperature Tf to the minimum Te. In the Appendix A we derive an 
approximate analytic solution that gives the stress at ice-concrete 
boundary in dependence on freezing temperature Tf (and thus solute 
concentration), minimum temperature Te, Elastic modulus E, cooling 
rate dT/dt and parametrisations of creep. 

Fig. 20 illustrates the visco-elastic stresses, as we may expect them to 
act on the ice lamellae, assuming that the samples are frozen with their 
lower side to concrete. In Fig. 21a and b the calculations of the visco- 
elastic stresses with Eq. (22) are compared to the present predictions 
of the structurally controlled tensile strength σt (see Fig. 19). The cal-
culations are based on the thermal expansion coefficient, elastic 
modulus and creep of pure ice (lamellae). Fig. 21a shows the evolution 
of stress and strength with temperature, while Fig. 21b compares the 
relationship of tensile strength and brine porosity with the maximum 
visco-elastic creep stress at the final temperature Te = − 20 ◦C. Results 
for visco-elastic stresses are shown for the two cooling rates 5 K/hour 
(upper solid line) and 0.5 K/hour (lower dashed line). The different 
curves indicate a wide range of conditions, depending on solute con-
centration, ice growth rate and cooling rate. Note that the creep stress 
computations have been initiated at the freezing point of the solutions, 
as here the ice lamellae start forming and expanding in contact with the 
concrete surface. However, this implies always larger initial stresses 
than the tensile strength. Shifting these curves to lower temperatures, 
when tensile strength is established, for example the cylinder splitting, 
might be more logical. In that case it would be also the visco-elastic 
stress that during cooling first increases more rapidly than tensile 
strength, followed by a slower increase, and finally at lowest 

4 A dependence of creep on stress with exponent ≈ 3 is well established by 
observations and modelling (Schulson and Duval, 2009). 
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temperatures a steeper increase. For certain settings (high enough solute 
concentration and low enough growth velocity) the visco-elastic stress 
than would raise above the tensile strength. For the larger cooling rate 
this appears to happen in almost all simulations. Fig. 21 clearly points 
out the importance of ice growth velocity to evaluate conditions for 
crack formation. 

The visco-elastic stress computations shown in Fig. 21 are based on 
thermal expansion and creep rates for pure ice, while in the presence of 
liquid or brine creep has been found to be an order of magnitude larger 
(Duval, 1977; Riley et al., 1978; Cole, 1998; De La Chapelle et al., 1999). 
A related aspect is that the saline ice tensile strength, on which the 
calculations are based, has been obtained in the brittle regime (Weeks, 
1961; Dykins, 1967; Timco and O’Brien, 1994), in the absence of creep. 
However, the (thermal) strain rate during frost salt scaling experiments 
is 10− 8 to 10− 7 s− 1, while ductile failure is known to be relevant when 
strain rates are less than 10− 4 s− 1 (Mellor, 1986; Sinha, 1986; Kuehn 
and Schulson, 1994; Schulson and Duval, 2009). In view of these aspects 
(Sun and Scherer, 2010) used the static (creep-affected) elastic modulus 
of the ice-brine composite. We follow this approach and use the rela-
tionship proposed by Sun and Scherer (2010) for the static elastic 
modulus (its dependence on brine volume fraction ϕb, Eq. (B.2) in the 

Appendix). In addition we employ our formulation for the thermal 
expansion coefficient of saline ice with closed brine pores, Eq. (21), and 
we use our microstructure-based strength model. Based on the latter we 
define the onset of creep stresses for the same brine volume ϕb0 at which 
tensile strength is established (which happens at different temperatures 
depending on solute concentration. The results of these calculations are 
shown in Fig. 22 and indicate a number of interesting aspects. Overall 
the creep stresses (stippled and dashed curves) are now lower than in 
Fig. 21, mostly due to the smaller elastic modulus of saline ice. For the 
lower salinity of 10‰, Fig. 22a, we find creep stresses that exceed the 
tensile strength only for the case of slow ice growth and faster cooling 
rate (green dashed curve). The reason is the considerable reduction in 
the thermal expansion coefficient for medium and rapid growth rates, 
see Fig. 18. For the higher salinity of 30‰, Fig. 22a, reduced thermal 
expansion only affects the results at high growth velocities (blue curve), 
while for the slow and medium ice growth the viscoelastic stresses 
exceed the tensile strength. It is also interesting to note that the effect of 
cooling rate on creep behaviour is much weaker in these simulations, 
because the effective elastic modulus is small (e.g. ≈ 1 GPa for 30‰ and 
− 20 ◦C). Computations for a solute concentration of 30‰ show that 
creep stresses never exceed the tensile strength (not shown). 

Fig. 19. Strength model results for three different growth velocities, with the green and red curves corresponding to downward and upward growth in the present 
study. The data from Dykins (1969) correspond to the intermediate growth rate (red) and are compared to normalised model curves scaled by σ0 = 1.3MPa. Note 
that the observations from Dykins are given with total (air + brine) porosity. 

Fig. 20. Millimeter-sized sub-samples from the 3D images in Fig. 8, indicating the location of stresses due to thermal mismatch (assuming the lower side frozen to a 
concrete surface). Note that brine is shown in green, air in blue, while ice is invisible. The image highlights the different ice and pore morphology for different growth 
conditions, see caption of Fig. 8. Note that the interface with the concrete would be horizontally oriented and located at the bottom of the structures, with the arrows 
indicating the stress at this interface. 
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4.4. Pore pressure 

The modeled relationship between dead-end porosity and total 
porosity (and thus temperature) also allows an estimate of the maximum 
pressure dPh that can develop in dead-end pores during freezing. With 
the bulk modulus Kb for brine (inverse of the isothermal compressibility) 
the pressure change in dead-end brine pores can be written as 

dPh = Kb

(dϕde,f

ϕde
−

dϕi,p

ϕde

)

. (23)  

The first term in the bracket, dϕde,f , corresponds to the decrease in the 
volume of brine pores due to partial phase transition of brine to ice, and 
expansion of the brine-ice composite. The second term, dϕi,p stands for 
the increase in the brine pore volume due to compression of the ice 
phase created by ice pressure dPi. Assuming that brine pressure creates 
the same pressure in the ice skeleton 

dPi = dPh = Ki

(dϕi,p

ϕi

)

, (24)  

one can write Eq. (23) in the form 

dPh = Kb

(

1 +
Kb

Ki

ϕi

ϕde

)− 1dϕde,f

ϕde
. (25)  

This result corresponds to an effective brine bulk modulus based on the 
weighted reciprocal average of ice and brine bulk moduli. To predict the 
hydraulic pressure evolution this equation has to be integrated along the 
curves for ϕde in Fig. 15d. These curves include two effects - an increase 
in ϕde with lowering ϕb due to increasing number of dead-end pores, and 
the decrease of ϕde with lowering ϕb and temperature due to internal 
freezing. The latter effect corresponds to ϕde,f in Eq. (25) and may be 
obtained from 

dϕde,f

ϕde
=

dϕb

ϕb

(
ρb − ρi

ρb

)

. (26)  

It is a function of temperature and brine salinity (through ϕb), and 
densities of ice and brine. Note that the density factor (ρb − ρi)/ρb) is ≈
0.08 for freezing of pure water, yet much larger for freezing of brine (e. 

Fig. 21. Comparison of tensile strength to visco-elastic glue-spall stress in saline ice: a) temperature evolution of tensile strength of saline ice growing from two 
solute concentrations and at three growth rates with visco-elastic stress evolving under two cooling rates. b) tensile strength evolution in dependence on porosity 
from Fig. 19 compared to the maximum visco-elastic creep stress at minimum temperature Te = − 20 ◦C. The visco-elastic stresses are based on thermal expansion 
and elastic modulus of pure ice. 

Fig. 22. Comparison of tensile strength to viscoelastic glue-spall stress in saline ice accounting for effective properties of the latter (static elastic modulus, effective 
thermal expansion): a) for a solute concentration of 10‰ and b) 30‰. Results are shown for three ice growth rates (as in other images shown in green, red and blue) 
and two cooling rates (dashed and stippled curves). 
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g., ≈ 0.20 at − 20 ◦C). Numerical values for all properties, and their 
dependence on temperature and brine salinity, that are used in Eqs. (25) 
and (26), are given in Appendix A. 

Fig. 23 shows the hydraulic pressure predicted for the dead-end 
pores a) versus total porosity and b) versus temperature. As our data 
fits are for thin ice-brine composites, and roughly half of the dead-end 
pores are the pores at the lower sample surface, and thus open to the 
concrete, while the other half is open to the surface, we use half of the 
ϕde in the calculations. It is important to note that the results are 
maximum pore pressures based on the assumptions that (i) Eq. (24) is 
valid for the pore and ice pressure, (ii) no brine flow into the concrete, 
(iii) the saline ice does not contain air pores that can be compressed and 
(iv) creep and thermal expansion of ice are neglected. Though all these 
processes will likely play a role, and brine flow into the permeable 
concrete is actually of primary interest, the curves demonstrate the 
potential effect of hydraulic pressure build-up due to freezing of brine, 
and its dependence on ice microstructure (solution salinity and ice 
growth rate). E.g., for the highest solution salinity (solid curves), hy-
draulic pressure can only build up in ice that has grown very rapidly. For 
the lowest solution salinity (dotted curves) largest pressures are reached, 
but this happens at higher temperatures, and one may expect that creep 
will play an important role when the pressure plateau is reached. 
Fig. 23a shows that pore pressure starts building up below a critical 
porosity that corresponds to ϕ0, cylinder splitting and the onset of for-
mation of closed and dead-end pores. At these points the pressure in-
creases more steeply versus ϕb for higher solute concentration - which is 
explained by lower temperature and higher brine salinity, increasing 
both the brine density ρb and its bulk modulus Kb. To compare the results 
to sea ice, the results for low and intermediate growth rates are likely of 
largest relevance. Direct pore pressure observations in sea ice do not 
exist. However, in a recent study (Crabeck et al., 2019) deduced freezing 
pressures from visual observations of the evolution of gas bubbles in sea 
ice. They found pore pressures of up to 7.5 MPa, in principal agreement 
with the present results. 

4.5. Relevance for frost salt scaling: ice growth velocity and concentration 
pessimum 

We have derived and discussed several classes of saline ice proper-
ties, which are microstructure length scales, percolation-based porosity 
metrics and thresholds (ϕ0 for necking of brine layers, ϕc for vanishing 
permeability), density, thermal expansion, strength and visco-elastic 
stresses. For many of these properties earlier studies have shown a 

strong dependence on total porosity ϕb (and thus on solute concentra-
tion and temperature), which is clearly confirmed by the present results. 
The major novel finding of our study is that the properties also depend 
strongly on the lamellar spacing a0 of saline ice, and thus on its growth 
velocity. Furthermore we have, based on 3D microstructure tomo-
graphic imagery, formulated a percolation-based framework that allows 
us to predict several saline ice properties. While an application of these 
results to model salt frost scaling is beyond the scope of the present 
paper, we finally discuss two critical aspects of our work. These are (i) 
the ice growth velocity in salt frost scaling tests and (ii) implications for 
the solute concentration pessimum (at which salt frost scaling is largest). 

Ice growth velocity is not a property that is traditionally monitored 
in frost salt scaling tests, and so far only the effect of cooling rate has 
been studied. Though high cooling rates can be expected to imply higher 
growth velocity (and vice versa), this relationship depends on many 
factors like the specimen insulation, direction of growth, thickness of 
water and concrete layers. According to the reviews by Fagerlund 
(1992) and Jacobsen et al. (1997) there is no univocal relationship be-
tween cooling rate and the amount of frost salt scaling in a freeze/thaw 
test. First studies appeared to indicate that salt scaling increases with 
cooling rate for uncovered/unsealed specimen cooled in air, while 
decreasing for sealed samples, which Fagerlund (1992) attributed to the 
potential effect of moisture absorption. Jacobsen et al. (1997) pointed 
out that cooling in air makes it difficult to distinguish between the ef-
fects of cooling rate and time at minimum temperature. Performing the 
so called CDF test (Setzer et al., 2007), with the concrete surface facing 
downward into a thin saline water layer, Jacobsen et al. (1997) found 
frost salt scaling to decrease with cooling rate. For low cooling rates it 
was also observed that frost scaling increases with hold time time at 
minimum temperature, which was not observed for rapid cooling. 

Though knowledge on ice growth rates is lacking, we can point out 
some principal expectations for two frequently used frost salt scaling 
tests. For the Swedish Standard (SS 13 72 44) slab or Borås test (e.g., 
Lindmark, 1998), similar to our downward growth experiments 1-do to 
6-do, we expect growth velocities at the lower end of our studied range, 
as the ice growth is controlled by convective heat exchange between air 
and the saline solution surface. In the CDF test (Setzer et al., 2007) the 
heat loss from the saline solution is taking place through the bottom of a 
stainless steel container placed in a temperature-controlled bath. In such 
a setting the ice growth velocity should principally be larger. Saline ice 
properties in the CDF test would then be expected in the high ice growth 
velocity regime (blue curves in Figures), with properties for the Borås 
test being related to low ice growth velocities (green curves in Figures). 

Fig. 23. Hydraulic pore pressure predicted from the change in dead-end porosity a) versus total porosity and b) versus temperature, and shown for three solute 
concentrations and three ice growth rates. The green and red curves correspond to slow (green symbols) and intermediate growth (red symbols) in the present study. 
The curves all end at the minimum temperature of − 20 ◦C. 
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Another principal difference is the direction of saline water layer 
freezing, being downwards towards concrete in the Borås test and up-
wards (towards the overlying concrete) in the CDF test. The direction of 
freezing may affect the saline ice microstructure in two ways. The first is 
related to the temperature of maximum density, ≈ 4.0 ◦C for pure water 
and decreasing more rapid with salinity than the freezing point. For 
seawater these two are known to match at a salinity of 24.7 ‰(e.g., 
Sverdrup et al., 1946), with a slightly smaller value of 22.8‰ for a NaCl 
solution (Kaufmann, 1960; Maus, 2007). Hence, when freezing is 
downward, thermal convection will only tend to mix the saline solution 
before the freezing point is reached, if the solution salinity is above this 
value. This may affect the onset of freezing and the evolving micro-
structure of saline ice. The second aspect is the vertical stratification of 
brine within the saline ice (that we observed, see Fig. 14). As brine 
volume/salinity affect many saline ice properties in a nonlinear manner, 
the overall saline ice behavior can be different for strong gradients, and 
properties at the concrete interface may differ for upward and down-
ward ice growth. Both effects, convective mixing prior to freezing and 
brine redistribution in saline ice, can be expected to depend on the layer 
thickness of saline water/ice. 

The present percolation model of the concentration and porosity 
dependence of saline ice properties (e.g., strength, pore connectivity) 
allows some evaluation of the effect of salt concentration on frost salt 
scaling. Within cryogenic suction studies (Lindmark, 1998; Liu and 
Hansen, 2015; Müller et al., 2021) the existence of a pessimal NaCl salt 
concentration has been explained qualitatively by (i) the need of some 
solute concentration to have brine available for transport into the con-
crete, and (ii) that increasing freezing point depression at high solute 
concentration would reduce ice formation and imply less damage.5 

Based on our percolation modelling we can make a quantitative esti-
mate, assuming that the lower concentration bound for frost salt scaling 
corresponds to the brine percolation threshold, below which the saline 
ice permeability ceases. Eq. (19) predicts this brine volume fraction ϕbc 
to be inversely proportional to the lamellar spacing a0. For our studied 
ice growth velocity range 3.5 < V < 20 cm/day, Eq. (9) gives 0.26 <

a0 < 0.82 mm, and thus a range 1.6 < ϕbc < 4.7% for the critical 
porosity. For the temperature of  − 20 ◦C this corresponds to a solute 
concentration range of 5 to 13‰ NaCl. With regard to the upper solute 
concentration bound for a pessimum we propose a new idea stimulated 
by Yener (2015). Consider that the fluid transport into the concrete is 
not (only) driven by cryogenic suction, but also forced by brine expul-
sion from the ice. According to our percolation model this requires the 
existence of dead-end pores which first form below ϕb0 given by Eq. 
(13). Using the same range 0.26 < a0 < 0.82 as for ϕbc we obtain the 
range 12 < ϕb0 < 36%. This porosity range in turn corresponds, at a 
temperature of  − 20 ◦C, to a solute concentration range of 34 to 94‰ 
NaCl. Both the upper and lower bounds appear consistent with obser-
vations of frost salt scaling damage in the range 10 to 100‰ NaCl 
(Arnfeldt, 1943; Lindmark, 1998; Setzer et al., 2007). Note that the 
higher values correspond to higher freezing rates – at V ≈ 20 cm/day the 
hypothesis would predict upper and lower porosity bounds of 13 and 
94‰ NaCl. A similar range has been observed for the CDF test (Setzer 
et al., 2007) for which we anticipate rapid freezing. 

In the glue-spall approach frost salt scaling is either explained as 
crack formation and propagation in saline ice (Valenza and Scherer, 
2006; Valenza and Scherer, 2007; Sun and Scherer, 2010) or, as recently 
proposed by Bahafid et al. (2022), stress concentration at the ice- 
concrete interface due to the presence of brine channels. In these the-
ories mechanical properties of saline ice, as tensile strength σt, elastic 
modulus E, thermal expansion coefficient αsi,cl and the creep rate Jc play 
an important role. Valenza and Scherer (2006) explained the salt 

pessimum as follows. Thermal expansion mismatch between ice and 
concrete creates stresses near their interface. At low solute concentra-
tions the tensile strength of ice is too large to be overcome by these 
stresses, while at high solute concentration there is no strength. More-
over, Bahafid et al. (2022) have recently identified the role of brine 
channel diameter for stress concentrations at the interface, with wide 
brine channels (high solute concentration) creating lower stresses. 
However, the explanation of pessimum effect by Bahafid et al. (2022) 
remained incomplete due to lack of precise ice microstructure data. The 
various novel results discussed in the present study provide a basis to 
extend the approach proposed by Bahafid et al. (2022) and study the 
pessimum effect in a quantitative manner. The present strength model 
and visco-elastic creep simulations (Figs. 19, 21 and 22) indicate com-
plex behaviour and a strong dependence of pore scales and properties on 
ice growth velocity. A detailed analysis cannot be provided here. 
However, we can use the same basic arguments as for the cryogenic 
suction approach, and constrain lower and upper bounds for the solute 
concentration range where we expect salt frost scaling. The upper bound 
can be related to the brine porosity at which ice strength starts to 
become established, the ϕb0 for cylinder splitting. As noted above, at  −
20 ◦C, this corresponds to a solute concentration range of 34 to 94‰ 
NaCl. For the lower concentration bound of frost salt scaling we propose 
another new result of the present study. As shown in Fig. 18, the coef-
ficient of thermal expansion of saline ice decreases with decreasing so-
lute concentration, and may even become negative. Depending, also 
here, on ice growth velocity and microstructure, the thermal mismatch 
of saline ice and concrete would become very small below a solute 
concentration of 5 to 20‰ NaCl (depending on growth velocity), with 
insufficient stress build-up for damage. 

5. Conclusions 

The present experiments on frost salt scaling have focused on the 
microstructure of saline ice that forms from freezing of 3 to 10 mm thick 
saline water layers on small concrete specimen. The principal results 
obtained for this microstructure were:  

• The saline ice formed has columnar microstructure similar to young 
sea ice, with vertically oriented brine lamellae and channels.  

• Different porosity metrics (closed, connected, dead-end) were also 
found to be comparable to those observed in young sea ice.  

• The distance of brine channels (and of ice lamellae) was dependent 
on growth velocity.  

• The brine channel/lamellae width was, for a giving lamella spacing, 
primarily related to the brine volume fraction, and thus the freezing 
point depression. This allows using CsCl as a model for NaCl to 
achieve higher X-ray contrast (at low solute concentrations). 

The analysis and discussion have identified several aspects that 
appear most important with regard to improvements of salt scaling 
models and theories. From the viewpoint of saline ice microstructure 
analysed in the present study we conclude:  

• The microstructure scales in the ice-brine composite (pore size, 
spacing) may be predicted with reasonable accuracy if growth con-
ditions are known, opening new paths of controlled experiments to 
test salt scaling theories.  

• Brine porosity metrics like dead-end porosity, closed and connected 
porosity of saline ice were determined. Their evolution is consistent 
with percolation theory and models for sea ice appear applicable to 
predict them.  

• Based on percolation modelling of closed and dead-end porosity and 
brine expulsion we propose a novel approach to predict two impor-
tant properties for frost salt scaling - the coefficient of thermal 
expansion and the freezing-induced brine pore pressure. 

5 Recently Müller et al. (2021) proposed that also the chloride binding ca-
pacity of concrete plays a role for the cryogenic suction mechanism, by 
changing the pore solution chemistry. 
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• Saline ice pore scales and porosity may be used to derive a simple 
parametrisation of tensile strength and other ice properties; how-
ever, interaction between ice microstructure, growth-rate dependent 
mechanical properties and creep is complex, and validation of the-
ories (e.g., “glue spall”) remains challenging.  

• The range of length scales observed for the brine channel diameter 
(mostly 0.1 to 0.3 mm) and brine channel spacing (0.3 to 0.8 mm) are 
very similar to the ranges of air void diameter (0.02 to 0.2 mm) and 
the critical spacing factor reported for concrete (0.1 to 1.0 mm), 
indicating the possibility of their mutual interaction during frost salt 
scaling (see Fig. 6 for the saline ice concrete interface).  

• Percolation-based modelling suggests solute concentration bounds 
for frost salt scaling mechanisms. For cryogenic suction a lower 
bound is expected due to a permeability threshold of saline ice. As a 
mechanism for the upper bound we suggest brine expulsion and pore 
pressure buildup at sufficiently low brine volume to establish dead- 
end pores. For the glue spall mechanism a lower concentration 
bound is consistent with reduced thermal expansion (when discon-
nected pores are established), while the upper bound relates to the 
dependence of strength on saline ice microstructure (brine layer 
splitting).  

• Most properties, thresholds and bounds depend strongly on ice 
growth velocity. 

The present model framework of saline ice microstructure and 
physical properties highlights their role in frost salt scaling, and en-
courages systematic testing under varying ice growth conditions. In 
addition to ice growth velocity and saline water layer thickness, also 
sample confinement and boundary conditions are likely to be relevant 
(e.g., due to the processes of brine expulsion and thermal expansion). 
While the modelling improves on prediction of saline ice properties, 
micro-CT imaging will remain important in future work. E.g., the 
technique could be used to study the 3D evolution near the concrete-ice 
interface over time, and observe brine transport and crack formation in 
3D and in situ (in particular at the interface, see Fig. 6). 3D micro-
structure data will also be valuable to set up and constrain numerical 

models of frost salt scaling processes (e.g., Gong and Jacobsen, 2019; 
Bahafid et al., 2022). Last but not least, the present results, in particular 
the percolation-based modelling, are relevant for the evolution of 
properties of young sea ice in general, considering fundamental aspects 
of thermal expansion and poro-elasticity (Marchenko and Lishman, 
2017), strength (Anderson and Weeks, 1958; Weeks and Assur, 1964), 
creep (e.g., Cole, 1998; Cole, 2020) as well as permeability and fluid 
flow (Petrich et al., 2006; Pringle et al., 2009; Maus et al., 2021). 
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Appendix A. Thermodynamic properties of NaCl brine and ice 

There is no international standard for the freezing point of NaCl solutions. We use the dependence of freezing point Tf on NaCl concentration Sb 

suggested by Maus (2007) based on the tabulated data from Zaytsev and Aseyev (1992) 

Tf (Sb) = − 0.05818Sb(1+ 6.5067 × 10− 4 Sb + 5.6015 × 10− 6 S2
b − 9.2265 × 10− 9 S3

b), (A.1)  

where Tf is given in ◦C and Sb in gram NaCl per kg solution (‰ by weight). This equation was obtained by fitting data above Sb > 18‰, and suffices for 
the non-dilute concentrations in the present work. For the brine density at its freezing point we use 

ρb(Tf ) = 999.843+ 0.764Sb + 1.43 × 10− 4 S2
b + 6.82 × 10− 7 S3

b. (A.2)  

from Maus (2007), given in kgm− 3. The ice density (also in kgm− 3) is approximated by the linear relationship 

ρi = 916.7 (1 − 0.000164T) (A.3)  

consistent with thermal expansion and density data of ice between 0 and − 20 ◦C (Petrenko and Whitworth, 1999; Röttger et al., 1994). For this 
temperature range Eq. (A.3) implies an average thermal expansion coefficient of αi = 5.4× 10− 5 K− 1. 

Appendix B. Elastic properties of NaCl brine and ice 

We have estimated the temperature dependence of the brine bulk modulus Kb (inverse of the isothermal compressibility) at the freezing point of 
NaCl brine (and corresponding equilibrium brine salinity Sb) by extrapolating density relations for seawater (Fofonoff and Millard, 1983). Equation 

Kb = 2.0 (1+ 0.0023Sb) (B.1)  

approximates the brine bulk modulus Kb in GPa. For the iso-thermal bulk modulus of pure ice a constant (at  − 10 ◦C) is assumed as Ki ≈ 8.5 GPa 
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(Neumeier, 2018), neglecting its temperature dependence. The elastic modulus E of pure ice is also assumed constant at E ≈ 10 GPa. The static elastic 
modulus of saline ice depends on the deformation process and creep and may vary widely (Weeks, 2010). We use the equation 

Esi = 10exp( − 7.1ϕ1/2
b ) (B.2)  

which gives Esi in GPa in dependence on the fractional brine volume ϕb. This approximation was suggested by Sun and Scherer (2010) on the basis of 
several data sources. For the Poisson’s ratio ν of saline ice the dependence on brine volume is neglected and a constant value of 0.33 assumed. 

Appendix C. Creep stress with thermal expansion mismatch 

As discussed by Valenza and Scherer (2007) the equation 

σci =

∫ Tf

Te

E
1 − ν

(

Δα −
Jcσ3

ci

dT/dt

)

dT (C.1)  

where Jcσ3
ci is the creep rate with 

Jc = Aexp
(

−
TQ

T + 273.15

)

(C.2)  

describes the stress σci in the ice that evolves due to thermal expansion mismatch Δα between ice and concrete. The equation may be solved 
numerically by computation of the evolving σci, updating the ice temperature T(n) and the solid fraction ϕs(n) with each temperature step ΔT, where n 
is the iteration number. The computational algorithm to obtain σci may be written as (Valenza and Scherer, 2007) 

σci(n+ 1) = σci(n)
ϕs(n)

ϕs(n + 1)
+ΔT

E
1 − ν

(
Δα − Jc(n)σ3

ci(n)
)

(C.3)  

where the stress after the first temperature step is 

σci(0) = ΔT
E

1 − ν Δα (C.4)  

Eq. (C.1) gives the evolution of the ice stress under changing temperature and solid fraction. Due to the strong dependence of creep on temperature and 
σ3

ci, and the increasing solid fraction, we can make the assumption that the steady state solution is dominated by this final temperature. Hence we write 
Eq. (C.1) in the form 

σci
′ ≈

E
1 − ν

(

Δα −
Jc(Te)σ3

ci

dT/dt

)

ΔTfe. (C.5)  

This neglects the nonlinear temperature dependence of Jc and the solid fraction, and approximates the solution based on Jc at the final temperature Te, 
and on the temperature freezing range ΔTfe = Tf − Te. This is a depressed cubic equation with the solution 

σci
′ =

(
C
2
+

(
C2

4
+

B3

27

)1/2)1/3

−

(

−
C
2
+

(
C2

4
+

B3

27

)1/2)1/3

(C.6)  

wherein 

B =

(
E

1 − ν ΔTfe
Jc

dT/dt

)− 1

, C =
ΔαdT/dt

Jc  

Hence σci
′ is obtained analytically in dependence on freezing temperature Tf (and thus solute concentration), minimum temperature Te, Elastic 

modulus E and the cooling rate dT/dt. Valenza and Scherer (2007) proposed parameters A = 1.27 × 1013 (MPa− 3s− 1) and an activation temperature 
TQ = 1.207× 104K, based on fitting the data from Barnes et al. (1971) in the temperature range − 20 < T < − 2 ◦C.6 For the thermal expansion 
mismatch between pure ice and concrete, and the elastic modulus of pure ice, we use constant values for pure ice, Δα = 4.4 × 10− 5 and E = 10 Gpa. 
For these properties, and moderate parameter ranges (10 < S < 90‰, 10 < ΔTfe < 20 K, 0.5 < dT/dt < 10K/hour) the approximation C.6 lies within 5 
% of the full numerical solution. In case of strongly varying effective αsi and Esi of saline ice the approximation gives much larger errors and should only 
be used with care. 

6 Note that TQ = Q/k with Boltzmann constant k = 8.617 × 10− 5 eV/K where Q thus corresponds to an effective activation energy of 1.04 eV. 
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