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Frank’s close-fit method included in hydro-
elasticity of a bulge wave energy converter
Hydro-elasticity is important in the evaluation of a category of wave energy converters (WEC). In this pa-
per, the hydro-elastic response of a bulge wave energy converter is examined by the implementation of a
two-dimensional potential theory. The numerical implementation of the Frank Close-Fit method (FCFM)
defines hydrodynamic coefficients and incident wave loads, where computation time is reduced with re-
spect to the three-dimensional boundary element methods (BEM). These coefficients are included by a
two-way coupling in the equation of motion for bending and bulging, which defines the interaction be-
tween incident waves, radiated waves and wall deformations. The results are compared to analytical and
numerical methods and this analysis reveals that the addition of the FCFM to a modal analysis is valid to
use for hydro-elastic problems in bulge wave energy converters.
Keywords: bulge wave energy converter, hydro-elasticity, potential flow & Frank close-fit method

Introduction
Wave energy is a source of energy which is of large in-
terest [11]. Different types of wave energy converters
are elaborated by Wolgamot and Fitzgerald and these
are divided into three types [72]:

• Wave overtopping devices.

• Oscillating Water Column (OCW) devices.

• Wave-activated devices.

It has been shown by Newman in 1994 [53] that
the hydro-elasticity is the primary factor for wave-
activated devices. Different types of wave en-
ergy converters (WECs) are examined, where hydro-
elastic deformations are included in the equation of
motion.

This study describes the implementation of a new
method to calculate the hydro-elastic response of a
bulge wave energy converter (WEC). The aim of this
study is to investigate whether the implementation of
the Frank close-fit method (FCFM) is valid to obtain
radiation forces for a deformable body with signifi-
cant reduced computation effort. The hydrodynamic
results of the two-dimensional potential method will
be related to the hydro-elasticity based on two-way
coupling methods which would result in valid predic-
tions of the hydro-elastic response of the WEC. This
study includes the bending modes of a bulge WEC,
since it is assumed that these bending modes are im-
portant in the hydro-elastic analysis.

A number of authors have considered a bulge
wave energy converter to extract energy from incom-
ing waves [12–14, 21–23]. This distensible wave-
energy converter is a long elastic tube filled with wa-
ter. The tube is positioned in head waves where
the inner fluid experiences a bulge wave (pressure
wave) traveling in along the tube. [23] develloped
a mathematical theory based on experiments to un-

derstand the process of a bulge wave energy con-
verter. [6] stated that Farley et al. neglected the ra-
diation and diffraction contributions to the hydrody-
namic forces on the bulge WEC. A three-dimensional
adapted BEM is used to define the pressures on the
tube on several positions along the tube. A three-
dimensional numerical model is presented to deal
with the bulge modes of an elastic wave energy con-
verter, where simplified Navier-Stokes equations are
expressed in the bulge wave equation. This numeri-
cal model investigated the non-linear hydrodynamic
response of the bulge WEC, including inner fluid
damping and viscous damping of the elastic wall. The
coupling between radiation loads and the elastic de-
formation is related by one-way coupling, where the
final deformation of the tube is compared to experi-
ments.

Up to now, several studies reported the bulge
wave response by analytical, numerical and experi-
mental results. These studies neglected the bending
response due to incident gravity waves [8, 60].

For this study, elastic deformations of a bulge
WEC includes a two-way coupling of the fluid and the
structure, since natural frequencies of the structural
deformations are in the same frequency range as the
first order wave loads [53]. The WEC is modelled in a
fluid domain which is assumed to be incompressible,
irrotational and inviscid, and the tube floats directly
under the free surface. Since the tube is slender and
is situated along the wave crests, diffraction effects
will be neglected, since the end effects are assumed
to be small. Therefore, the incident gravity wave is
driving the bending and bulging deformations of the
tube. Unlike the numerical model of Babarit [8], the
non-linear terms are not considered in this study.

Radiation effects due to the presence of the tube
in the waves, will be calculated by a numerical
method founded by Frank in 1967 [26]. The theory

1
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of Frank is a strong tool to calculate the added mass
and fluid damping for any arbitrary floating or sub-
merged cross-sectional shape for heave, sway and
roll. In this article the theory of Frank is adapted to
model bulging deformations of a submerged circular
cross-section and is used to find the hydro-elastic re-
sponse of the bending and bulging mode shapes of a
bulge WEC. The theory of Frank is modelled in a nu-
merical model, which will be evaluated in a. Frank
Close Fit Method. The remaining part of the Section
Numerical model contains the modal analysis of the
bending and bulging deformations, resulting in the
deformation of the tube due to incident waves. The
Section Results and discussion analyses the results
of this numerical model, where the results are veri-
fied by existing methods. The fourth section (Conclu-
sions) presents the conclusions of this paper.

Numerical model
Before explaining the hydro-elasticity of the bulge
WEC by a modal analysis (Subsection b.), it is nec-
essary to specify the implementation of the Frank
Close-Fit method for bending and bulging deforma-
tions (Subsection a.). The FCFM is supplied by a
function, where this linear numerical method as-
sumes incompressible, inviscid and irrotational flow.
The resulting panel method is a strong and fast tool
to calculate the hydrodynamic terms of the equation
of motion. The equation of motion is defined by a
modal expansion of the bending and bulging modes,
which is a simplified method to define deformations
with little or no damping, where deformations are as-
sumed to be small. In both sections, specific notes
are added to indicate modelling difference between
bending and bulging deformations.

a. Frank Close Fit Method
The Frank Close-Fit method requires a panel distri-
bution along the cross-sectional contour. On each
straight-line element a distribution of sources or
sinks is smeared out. The elementary flow elements
are assumed to have a constant source strength den-
sity along each individual segment. The source
strength will contribute to the fluid velocity and hy-
drodynamic pressure on each contour segment in its
panels midpoint. Therefore, the value of the source
strength in a midpoint is of main interest in this
method to find the hydrodynamic coefficients.

To solve the source strengths along the cross-
sectional panels, a harmonic oscillation of unit am-
plitude is applied to the cross-section. The kinematic
boundary on the contour provides the fluid velocity
on each panel due to the oscillation of the body. The
normal to the panel pointing into the fluid is used
to define the directional cosine of the mode of oscil-

lation. For bending, the heave motion is observed,
since the cross-section is only translated in the verti-
cal direction. The bending and heave motion will be
denoted by the subscript m = 3. The configuration of
a bending tube is shown in Figure 1.1, where the or-
ange arrows are representing the directional cosines
of the bending oscillation in the lower right figure.
For bending, the motion is denoted by m = 4 in the
governing equations.

Figure 1.1: Configuration of bending tube including
directional cosines on the cross-sectional panels.

For bulging the panels velocity is in the normal direc-
tion, which is indicated by the directional cosine of
bulging, which is shown in Figure 1.2.

Figure 1.2: Configuration of bulging tube including
directional cosines on the cross-sectional panels.

On each panel the kinematic boundary condition is
solved for motion (m), where:

~n ·∇Φ= ReI

{
N∑

j=1
Q j (~n ·∇)

∫
C0

G(z,c)dC ·e− jωt

}
= vn (1.1)

where Q j denotes the source strength and G(z,c) is
the Green’s function for a pulsating source in posi-
tion z towards panel’s coordinate c. Both, the source
strength distribution and Green’s function are time-
complex quantities, where the Green’s function defi-
nition is based on the work of Wehausen and Latoine
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[70]:

G(z,c) = 1

2π

[
log(z − c)− log(z − c)

+2PV
∫ ∞

0

e−i k(z−c)

ν−k
dk

]
− j ·e−iν(z−c) (1.2)

where c is the complex conjugate of complex coor-
dinate c and ν is the wavenumber given by ν=ω2/g .
The contribution of each panel is calculated by Equa-
tion 1.1 and 1.2 and is assigned to a matrix where the
influence between the elements is defined. This rect-
angular matrix’s size depends on the number of ele-
ments along the contour and consist of time-complex
values. This influence matrix multiplied with the ar-
ray of time-complex source strengths gives the time-
complex oscillating velocity at the right-hand side
and represents the matrix formulation of Equation
1.1. The velocity on the i-th panel is defined as:

vn,i =− j · A(m) ·ω ·n(m)
i (1.3)

where j is denotes the complex unit in the time-
complex domain. A(m) = 1 is the unit amplitude for
the m-th mode (m = 3 for bending and m = 4 for
bulging), ω refers to the oscillation frequency and
n(m)

i is the direction cosine of the m-th mode. The
bulging mode (m = 4) consists of both sway (m = 2)
and heave (m = 3) motions, which will be coupled in
a later stage of the model.

Velocity potential
Solving the matrix equation results in the com-
plex source strengths on each panel. These source
strengths (Q(c)) are combined with the Green’s func-
tion G(z,c) to describe the velocity potential on every
panel:

φ(z) = ReI

{
N∑

j=1

∫
C0

Q(c)G(z,c)dC

}
(1.4)

where velocity potential is complex in time and the
subscript ’I’ refers to the space-complexity of the
Green’s function, which is denoted by the complex
unit ’i’. The contribution of each element to the
potential is also calculated by a matrix equation,
where the components of the rectangular matrix are
the time-complex parts of the Green’s function inte-
grated over the element. The time-independent ve-
locity potential φ(z) is the result of a combination of
the source strengths and the potential coefficient ma-
trix. The radiation pressure p(m)

R , is then related to the
(time-independent) radiation potentialφR for the m-
th motion on position z:

p(m)
R (z,ω) =−ρ · ∂ΦR

∂t
= ρ · j ·ω ·φR (z) (1.5)

The pressure is found for every position along the
tube’s contour. The radiation pressure is defined
based on symmetry characteristics of either vertical
(sway) or horizontal movements (heave), where the
vertical movement will describe the cross-sectional
oscillation of bending. For bulging, the radiations
are in both directions, and the resulting pressure dis-
tributions is a vector summation of both motions of
oscillations. This is the major difference between
the bending and bulging oscillation modes. The to-
tal radiation force, F (m)

R is defined by the radiation
pressure which will be integrated over the submerged
contour C0 in the direction of the applied oscillation
(denoted by m).

F (m)
R (ω) =−

∫
C0

p(m)
R (z,ω) ·~ndC

=−
Nel em∑

i=1
p(m)

R,i (zi ,ω) ·n(m)
i · |si | (1.6)

The subscript i in this equation denote the i -th panel,
where |si | is the panel length along the submerged
contour. The total number of elements along the
contour is denoted by Nel em . The radiation force
contains of two terms; one in phase with the velocity
of the forced cross-section body (Θ̇(m)) and the other
in phase with the acceleration of the body (Θ̈(m)).
These terms are related to the forced oscillation of the
cylinder described byΘ(m) = A(m) ·e− jωt where A(m0)

is the amplitude of oscillation of the m-th mode. Both
terms are influenced by frequency-dependent coeffi-
cients, which are known as the hydrodynamic added
mass a(m) and fluid damping coefficients (b(m)):

F (m)
R (ω) =−a(m) · Θ̈(m) −b(m) · Θ̇(m)

= a(m) ·ω2 · A(m) ·e− jωt

+b(m) · j ·ω · A(m) ·e− jωt (1.7)

As a result of Equation 1.2 and Equations 1.5 to 1.7
the hydrodynamic coefficients are found by a sum-
mation over the contour panels,

a(m) =− ρ ·ω
ω2 · A(m)

·
N∑

i=1
ReJ

{
p(m)

R,i

}
·n(m)

i · |si |

b(m) = ρ ·ω
ω · A(m)

·
N∑

i=1
ImJ

{
p(m)

R,i

}
·n(m)

i · |si | (1.8)

To compare hydrodynamic coefficients for var-
ious cross-sectional dimensions (cross-sectional
area SS ), the hydrodynamic coefficients are non-
dimensionalised in line with the results of Frank [26],

a′
(m) =

a(m)

ρSS
b′

(m) =
b(m)

ρSSω
(1.9)

These non-dimensional coefficients are widely used
and can be scaled for different cylinder radii. A more
detailed description of the Frank Close-Fit method is
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revealed in Appendix C and several parts of the nu-
merical implementation are attached in Appendix D.

Incident wave pressure
The elements along the cross-sectional contour are
also used to define the cross-sectional averaged inci-
dent wave pressures. The incident wave potentialΦW

for in deep water with wave amplitude ζa is [41, 69]:

ΦW (x, z,ω) = ζa g

ω
eνz ·e iνx ·e−iωt (1.10)

The incident wave load is integrated over the sub-
merged contour of the three-dimensional tube, by a
multiplication of the pressure distribution and direc-
tional cosines along the contour of the body. The
contour averaged part of this Froude-Krilov load is
defined as [8, 69]:

pW (x,ω) = iρgζa ·e i kx ·e−iωt ·
∫

C0

ekz ·ndC (1.11)

The incident wave pressure varies along the length
of the tube, where it causes deformations due to the
hydro-elasticity.

b. Modal analysis
The response of the tube due to incident waves is de-
fined for both bending and bulging modes.

Bending modes
The modal response of bending is applied under the
assumptions of the Euler-Bernoulli beam theory [35].
The differential equation of a slender (cylindrical)
beam surrounded by fluid is described by [35, 53, 55],

m
∂2w(x, t )

∂t 2 +E I
∂4w(x, t )

∂x4 = p(x, t ) (1.12)

where the deformation w(x, t ) is demonstrated in
Figure 1.1. The deflection of the beam w(x, t ) is es-
timated to be [35, 55]:

w(x, t ) =
∞∑

n=1
Wn(x)qn(t ) (1.13)

which is a linear superposition of mode shapes
(Wn(x)) and a constant which will be defined by ini-
tial conditions (qn(t )).

In accordance with Equation 1.12, bending of the
tube depends on the continuous distribution of mass
m, the Young’s modulus E and the area moment of
inertia I which is defined by the cross-sectional di-
mensions.

The mode shapes of the free-free beam are de-
fined by two boundary conditions at both ends; the
shear force and bending moment at the bow and
stern are equal to zero. These boundary conditions

result in Nmode normal mode shapes (which depends
on x):

Wn(x) = sinkn x + sinhkn x +αn · (coskn x +coshkn x)

with αn =
(

sinknL− sinhknL

coshknL−cosknL

)
for n = 1,2, ..., Nmode (1.14)

The values of kn are found by the characteristic equa-
tion:

cosknL coshknL = 1 (1.15)

and kn is related to the ’dry’ natural frequency by

k4
n = mω2

n
E I . The values of the kn and ωn are given in

Table 1.1 for a tube of 10 m length, a radius of 0.274
m, 0.01 m wall thickness and a Young’s modulus of
0.0020 ·109 Pa.

Mode kn ω
dr y
n ωwet

n
1 0.473 0.522 0.453
2 0.785 1.440 1.230
3 1.10 2.823 2.351
4 1.41 4.667 4.372
5 1.73 6.971 6.755

Table 1.1: Values of kn , ωdr y
n , ωwet

n for the first five
bending modes.

The orthogonality properties of the mode shapes and
the definition of kn define the equation of motion by
the implementation of Equation 1.13 into 1.12:

m
∞∑

n=1
Wn(x)

∂2qn(t )

∂t 2 +E I
∞∑

n=1
k4

nWn(x)qn(t ) = p(x, t )

m
∞∑

n=1

∫
L

Wn
∂2qn(t )

∂t 2 Wmd x

+E I
∞∑

n=1

∫
L

(
mω2

n

E I

)
Wn(x)qn(t )Wm(x)d x = Γn

q̈n(t )+ω2
n qn(t ) = Γn

m
(1.16)

where Γn is the generalized force, defined as [35, 55],

Γn =
∫

L
p(x, t ) ·Wn(x)d x

=
∫

L
pW (x, t ) ·Wn(x)d x − Anm · q̈n −Bnm · q̇n

(1.17)

The hydrodynamic coefficients are added to the
right-hand side of Equation 1.16, where Anm and
Bnm are the matrices containing added mass and
fluid damping coefficients. Since these coefficients
are frequency-dependent, the values of these matri-
ces depend on the ’wet’ natural frequency. This ’wet’
natural frequency is defined by a neglected incident
wave pressure. Assuming zero fluid damping gives
the following reduced equation of motion:(

Mnm + Anm
(
ωwet

n

))
q̈n +Knm qn = 0 (1.18)
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where the structural mass matrix Mnm exists of the
mass of the structure and the structural stiffness ma-
trix Knm is defined by E I · k4

n . The value of Anm is
defined by an iterative process, where the ’wet’ fre-
quency converges towards a final value of the ’wet’
natural frequency. During each iteration step the
added mass and damping matrices are defined by:

Anm
(
ωwet

n

)= ∫ L

x=0
a(3) (ωwet

n

) ·Wn ·d x

Bnm
(
ωwet

n

)= ∫ L

x=0
b(3) (ωwet

n

) ·Wn ·d x (1.19)

The eigenfrequencies are found by a rearrangement
of the matrices for each iteration step [48]:[−ω2 (Mnm +Anm)+Knm]ςn ·e−iωt = 0

→ (
ωwet

n

)2 = Knm

Mnm + Anm
= E I ·k4

n

m + Anm
(
ωwet

n
)

(1.20)

The resulting values of the ’wet’ eigenfrequency are
given in Table 1.1. The constant ςn is introduced by
the time dependent function qn = ςn · e−iωt and is
known as the modal amplitude of each mode. The
value of these modal amplitudes are defined by the
complete equation of motion, which includes fluid
damping and the incident wave load [35, 48]:

(Mnm + Anm) q̈n − iωBnm q̇n +Knm qn

=
∫

L
pW (x, t ) ·Wn(x)d x = FF K ,n(ω) (1.21)

All of the matrices of Equation 1.21 are diagonal
matrices, since the influence between the bending
modes is not taken into account. The modal coordi-
nate ςn (of Equation 1.20) is defined for every mode
and wave frequency, where the time-depending de-
formation and the Froude-Krilov force are assumed
to be a function of the wave frequency qn = ςn ·e−iωt ,

ςn(ω) = FF K ,n

Mnm + Anm

(
−ω2 − i Bnmω

Mnm + Anm
+ω2

n

)−1

(1.22)
These modal coordinates are included in Equation
1.13 and the bending deformation is defined by the
first six modes as:

w(x, t ) =
6∑

n=1
Wn(x) ·ςn ·e−iωt (1.23)

Bulging modes
The modal response of the bulging modes is based
on simplified mass and momentum-equations as de-
fined by [7, 8], where non-linear terms are neglected:

∂2χ

∂t 2 − 1

ρD

∂2χ

∂x2 + 1

ρD

Ts D

4π

∂4χ

∂x4 =− 1

ρ

∂pe

∂x
(1.24)

whereχ is an auxiliary variable which time-derivative
represents the section-averaged flow velocity. This
auxiliary variable χ(x, t ) =∑∞

n=1 Xn(x)cn(t ), is a linear
superposition of mode shapes and time-dependent
constants. Two boundary conditions are necessary to
define the mode shapes at both ends of the tube:

• At the bow and stern the ends are closed
and the inner fluid velocity is equal to zero;
χ

(
x =± L

2

)= 0.

• At both ends, the cross-sectional area is fixed;
∂χ
∂x

(
x =± L

2

)= 0.

The differential equation relates the internal fluid ve-
locity to the distensibility of the tube (D = 1.29 · 103

Pa−1), the longitudinal stress of the tube (Ts = 18.8 ·
103 N) and the fluid density (ρ = 1025 kg/ms ). The
general modeshapes are the solutions of the ordi-
nary differential equation supported by the boundary
conditions [8]:

X (1)
n (x) = tanh

(
K (1)

n L

2

)
sin

(
k(1)

n x
)

cos
(
k(1)

n L/2
)

− tan

(
k(1)

n L

2

)
sinh

(
K (1)

n x
)

cosh
(
K (1)

n L/2
) (1.25)

X (2)
n (x) = K (2)

n tanh

(
K (2)

n L

2

)
cos

(
k(2)

n x
)

cos
(
k(2)

n L/2
)

+k(2)
n tan

(
k(2)

n L

2

)
cosh

(
K (2)

n x
)

cosh
(
K (2)

n L/2
) (1.26)

which are a symmetric and asymmetric solution of
the differential equation. The values of kn , Kn and
ωn are found as a solution of the first set of equations
(for X (1)

n ) and the second set of equations (for X (2)
n )):

(S1)



k(1)
n · tanh K (1)

n L
2 −K (1)

n · tan k(1)
n L
2 = 0(

k(1)
n

)2 = 2π
DTS

√
1+ TSρD2

(
ω(1)

n

)2

π −1


(
K (1)

n

)2 = 2π
DTS

√
1+ TSρD2

(
ω(1)

n

)2

π +1


(
ω(1)

n

)2 =
(
k(1)

n

)4
TS

4πρ +
(
k(1)

n

)2

Dρ

(1.27)

(S2)



K (2)
n · tanh K (2)

n L
2 +k(2)

n · tan k(2)
n L
2 = 0(

k(2)
n

)2 = 2π
DTS

√
1+ TSρD2

(
ω(2)

n

)2

π −1


(
K (2)

n

)2 = 2π
DTS

√
1+ TSρD2

(
ω(2)

n

)2

π +1


(
ω(2)

n

)2 =
(
k(2)

n

)4
TS

4πρ +
(
k(2)

n

)2

Dρ

(1.28)



6 1. Frank’s close-fit method included in hydro-elasticity of a bulge wave energy converter

where the first equations of both sets represent the
characteristic equation to define combinations of kn

and Kn . The values of kn , Kn and ωn for a bulge
WEC of the given dimensions of a bending tube, are
given in Table 1.2. Five ’dry’ natural frequencies are
observed in the observed range of wave frequencies
(0.2 <ω≤ 8.0).

Mode Type kn Kn ω
dr y
n ωwet

n
1 (2) 0.34 2.30 0.96 0.92
2 (1) 0.68 2.38 1.97 1.83
3 (2) 1.02 2.50 3.07 2.75
4 (1) 1.35 2.65 4.32 4.03
5 (2) 1.68 2.83 5.73 5.59
6 (1) 2.00 3.03 7.33 7.05

Table 1.2: Values of kn , Kn , ωdr y
n , ωwet

n for the first 6
bulging modes.

According to the differential equation, a structural
stiffness and mass matrix are defined. The mass-
term is not directly clear from Equation 1.24, but an
acceleration-term is observed by the first term of this
equation. The mass matrix should therefore be an
identity matrix In [8], since the mass term of the in-
ertia is rearranged. The stiffness matrix is a combi-
nation of the second and third term of Equation 1.24,
which is defined for each mode shape:

Knm = 1

ρD

(∫ L/2

−L/2

∂2Xn

∂x2 Xmd x

+Ts D

4π

∫ L/2

−L/2

∂4Xn

∂x4 Xmd x

)
(1.29)

Mnm = In (1.30)

As shown at the right-hand side of Equation 1.24, the
loads are assigned to the system in a remarkable way.
The influence of the load is defined by the momen-
tum equation which is the basis of the differential
equation in combination with the continuity equa-
tion. The averaged external loads pe are defined by
a combination of the radiation load pR and incident
wave pressure pW :

− 1

ρ

∂pe

∂x
=− 1

ρ

∂pW (x, t )

∂x
− 1

ρ

∂pR (x, t )

∂x
(1.31)

A transformation of the pressure loads into a gen-
eralised excitation force and hydrodynamic added
mass and damping matrices, requires a mathemati-
cal operation to solve the pressure-influence in the
differential equation:

A∗
nm = 1

ρ

∫ L/2

−L/2
a(m)(ω)

∂Xm

∂x
d x

B∗
nm = 1

ρ

∫ L/2

−L/2
b(m)(ω)

∂Xm

∂x
d x (1.32)

F∗
F K ,m =− 1

ρ
e−iωt ·

∫
C0

eνz ndS

·
∫ L/2

−L/2
iρgζa ·e iνx · ∂Xm

∂x
d x (1.33)

where the hydrodynamic coefficients are defined by
the Frank Close-Fit method and these coefficients de-
pend on the frequency. An iterative process is re-
quired to define the hydrodynamic coefficients for
each mode shape. The ’wet’ natural frequency is up-
dated by the iterative process which depends on a
simplified equation of motion:(

In + A∗
nm

(
ωwet

n

))
c̈n +Knmcn = 0 (1.34)

where the ’wet’ natural frequency will be found by the
following eigenvalue problem:

{Knm − (
ωwet

n

)2 · (In + A∗
nm

)} ·ξn ·e−iωt = 0(
ωwet

n

)2 = Knm

In + A∗
nm

(
ω

dr y
n

) (1.35)

The ’wet’ eigenfrequencies corresponding with the
mode shapes are given in Table 1.2. The particu-
lar solution of the ordinary differential equation for
the bulging modes also includes the radiation damp-
ing matrix and incident wave load (also called the
’Froude-Krilov’ force). The equation of motions can
be written as a matrix equation:(

In + A∗
nm

)
c̈n +B∗

nm ċn +Knmcn = F∗
F K ,m(ω) (1.36)

where the matrices are still diagonal matrices, since
the bulging modes are not coupled. Therefore, the
mode shapes are orthogonal and the modal coordi-
nates can be defined in a simple way. The time-
dependent function cn is assumed to be an harmonic
function, given as cn = ξn · e−iωt where ξn is the
normal coordinate related to the incoming wave fre-
quency and the mode:

ξn(x,ω) = FF K ,m

1+ A∗
nm

·
(
−ω2 − i

B∗
nmω

1+ A∗
nm

+ (
ωwet

n

)2
)−1

(1.37)

The solution of the auxiliary variable χ(x, t ) is esti-
mated to be a linear combination of the first six bend-
ing modes:

χ(x, t ) =
6∑

n=1
Xn(x) ·ξn(x,ω) ·e−iωt (1.38)

These first six bending modes are in the observed
range of observed wave frequencies (0.2 < ω ≤ 8.0).
The deformation of the cross-sectional area is related
to the spatial derivative of χ(x, t ) [8]:

S(x, t )−Ss =−Ss · ∂χ(x, t )

∂x

=−Ss ·
6∑

n=1

∂Xn

∂x
·ξn(x,ω) ·e−iωt (1.39)
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Details about the modal analysis and the derivation
of the bulging and bending mode shapes are attached
in Appendix E and F.

Results and discussion
The results of the Frank Close Fit Method for various
mode shapes and frequencies are discussed in Sub-
section a. The mode shapes for bending and bulging
are analysed in Subsection b. The wave excitation
forces and final deformations of the tube are demon-
strated in Subsection c. and d. As a final result, the
efficiency of the WEC is defined in Subsection e.

a. Hydrodynamic coefficients
The method of Frank for a submerged heaving (also
referred as bending) circular cross-section is val-
idated with analytical values of added mass and
damping of [27, 54]. The results found by the FCFM
(solid lines) and the corresponding values of Ogilvies
first order theory (dots) are shown in Figure 1.3. The
cylinder is submerged at submersion depth d = 1.25 ·
R, where R is the cylinders radius. The values of the
analytical values of Ogilvie are extrapolated from the
non-dimensional values, which causes some devia-
tions in the analytical values. In general, the values
of the first order theory of Ogilvie comply with the
FCFM method, where both methods do not include
viscous effects.

Figure 1.3: 2D hydrodynamic coefficients of a cylin-
der submerged at d/R = 1.25.

These hydrodynamic coefficients are inserted into
the modal analysis, where these coefficients are in-
cluded in the computation of the hydrodynamic
matrices as given by Equation 1.19 (for bending)
and 1.32 (for bulging). The results of the three-
dimensional hydrodynamic coefficients of matrix
Anm and Bnm of the bending modes are shown in Fig-
ure 1.4. The purple dots represents the diagonal co-
efficients of the matrix Anm and Bnm , which are the
three-dimensional hydrodynamic coefficients for the
corresponding ’wet’ natural frequencies. Small dif-
ferences are obtained between the different modes,

which is due to the integration of the hydrodynamic
coefficients over the mode shapes as defined in Equa-
tion 1.19. The values of the added mass are around
the order of the mass of the total tube, which is Mnn =
917 kg.

Figure 1.4: Hydrodynamic coefficients (Anm(ω) and
Bnm(ω)) of first five bending modes.

Figure 1.5: Hydrodynamic coefficients (Anm(ω) and
Bnm(ω)) of first six bulging modes.

The definition of the hydrodynamic matrices Anm

and Bnm for the bulging modes (see Equation 1.32)
differs between the bending modes. Deviations be-
tween the different mode shapes (see Figure 1.5) are
more obvious due to the relation between these ma-
trices and the spatial derivative of χ(x, t ). The magni-
tudes of the hydrodynamic coefficients of bulging in
Figure 1.5 are a substantially smaller than the same
coefficients of bending. These differences are caused
by the factor 1/ρ in Equation 1.32 and the amplitude
as a result of ∂χ/∂x.

The hydrodynamic coefficients of the first six
bending modes, which are represented by purple
dots, can be compared with the two-dimensional re-
sults of Figure 1.3. The values of each mode shape
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correspond to the two-dimensional results of the
heaving cylinder, where small difference between the
mode shapes are obtained by the normalisation of
the individual mode shapes. The results of the hy-
drodynamic coefficients of the bulging modes can be
verified with the numerical results of Babarit et al.
[8](for the second mode in Figure 1.6). The results
of [8] are represented by the blue dashed line for the
added mass and by the green dashed line for damp-
ing. The results of the adapted modal analysis based
on the FCFM method are represented by the solid
blue and green lines. Differences between the two
numerical results are caused by three-dimensional
effects, which are not fully included in the modal
analysis and the FCFM. The FCFM provides two-
dimensional hydrodynamic coefficients which point
in the radial directions, interactions between two
’strips’ due to deformation are not included. In the
bending modes, the Euler-beam method is used,
which assumes the small elements (or ’strips’) not
to translate with respect to the beam’s longitudinal
axis. In reality, these elements will rotate due to bend-
ing and hydrodynamic coefficients of neighbouring
strips will interact with each other.

Figure 1.6: Added mass and radiation damping coef-
ficients of third bulging mode as calculated by [8].

In [26], a note is added about very low and large fre-
quencies in the 2D approach. An adaption of the
Green’s function is suggested, which will contribute
a constant value to the velocity potential in case of a
partly submerged body exposed to a harmonic heave
motion. For submerged bodies, this contribution
vanished. The last two terms of Equation 1.2 are
not included in the Green’s function any more. This
adaptation for the small frequency range is not in-
cluded in the FCFM model, however it could affect
the hydrodynamic coefficients in the lower frequency
ranges as well as in the higher frequency ranges.

b. Mode shapes
The mode shapes defined by Equations 1.14 (bend-
ing), 1.25 and 1.26 (bulging) are presented in Figures
1.7 and 1.8.

Figure 1.7: The first five bending mode shapes.

These modes are checked by their boundary condi-
tions, which is provided in Appendix F.

Figure 1.8: The first six bulging mode shapes.

For both motions, numerical eigenfrequencies are
found due to the numerical solution of the character-
istic equations. Mode shapes that belong to these nu-
merical eigenfrequencies are not included since they
do not fulfil the boundary conditions.

c. Generalised wave-exciting force
The generalised wave-exciting forces are related to
the first five bending and six bulging modes, as given
by Equation 1.21 and 1.33. The incident wave inter-
acts with the mode shape and is integrated along the
tube, where the generalised values are shown in Fig-
ure 1.9 for the first five bending modes. The solid
lines represent the wave-exciting forces as calculated
by Equation 1.21. The dashed lines show the wave
frequency of the equivalent wavelengths of the corre-
sponding mode shapes.

Figure 1.9: Generalised wave-exciting force
(FF K ,n(ω)) for the first five bending modes.

For the first mode shape the corresponding wave-
length is 2 ·L = 20 m. The blue dashed line is closer
to the pressure load peak for bulging than for bend-
ing. The local peaks of the wave-exciting force are
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related to resonance of the incoming wave with the
mode shapes, and since the mode shapes of bulging
are more similar to pure trigonometric functions, the
peaks of bulging correspond better to the dashed res-
onance frequencies.

Figure 1.10 shows the generalised wave-exciting
force of the second bulging mode. The solid blue
line indicates the values found by the adapted modal
analyses and the dashed line represents the equiv-
alent wavelenght λ2 = L. The generalised wave-
excitation force is also calculated by [8], where the ex-
citation load and Froude-Krilov force are indicated by
the green and blue dots in Figure 1.10. The excitation
load of [8] includes the Froude-Krilov and diffraction
force, which is not included in the FCFM modal anal-
ysis model. The values of the Froude-Krilov force
of [8] corresponds to the generalised wave-exciting
force found by the adapted modal analysis, as ex-
pected.

Figure 1.10: Excitation load for the second bulging
mode defined by the adapted modal analysis model
and the numerical model of [8].

More details and figures related to verification of the
wave-exciting force are attached in Appendix F.

d. Deformation of a tube
The modal coordinates of the individual bending and
bulging modes are inserted into Equation 1.23 and
Equation 1.39, where the total deformation on each
position due to bending or bulging is defined.

Figure 1.11: Bending deformation (w(x,ω)) at the
midpoint of the beam (x = 5 m).

At the midpoint of the tube (for bending at x = 5 m
and for bulging at x = 0 m) these deformations are
presented in Figure 1.11 and Figure 1.12.

Some of the peaks observed in the figures, cor-
respond to the ’wet’ frequencies of the bending or
bulging mode. Other peaks are related to local exci-
tation pressure peaks (especially in higher frequency
ranges). One interesting finding is that the response
of bending and bulging is significant in the same fre-
quency region. The peak at ω ≈ 1.8 Hz in Figure
1.12 corresponds to the second bulging mode. For
bending, the first mode (ωwet

n = 0.453 Hz) and second
mode (ωwet

n = 1.230 Hz) dominate the modal defor-
mation. At these frequencies, the radiation damping
is very low, but inclusion of material damping and in-
ner fluid damping will decrease the response to this
’wet’ natural frequency [8].

Figure 1.12: Bulging deformation (δλ = S
Ss

−1) at the
midpoint of the beam (x = 0 m).

e. WEC efficiency

The efficiency of both deformation modes is shown
in Figure 1.13. The efficiency as the ratio between
absorbed power of the WEC and the mean energy of
an incident wave crest of 1 m width. The absorbed
power is defined by the force due to damping of the
bulge WEC and the fluid velocity due to the deforma-
tions U (m). In this linear model the hydrodynamic
damping is used as damping force in the definition
of the time-averaged absorbed power by the WEC (P̃ )
for bending and bulging:

P̃ = F (m)
r ad ,D ·U (m) = 1

T

∫
T

F (m)
d amp ·U (m)d t (1.40)

where T is the wave period and the damping force
Fd amp due to radiation and a Power Take-Off (PTO) is
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defined by:

F (3)
d amp =

5∑
n=1

∫
L

(
BPT O +b(3)(ω)

)
Wn q̇n(t ) ·d x

F (4)
d amp =

6∑
n=1

∫
L

(
BPT O + hs Ss b(4)(ω)

ρRs

)
· ∂Xn(x)

∂x
ċn(t )d x (1.41)

The deformation velocity U (m) is defined for bending
and bulging by:

U (3)(x, t ) = ∂w(x, t )

∂t
=

5∑
m=1

Wm(x)q̇m(t )

U (3)(x, t ) = ∂

∂t

∂χ(x, t )

∂x
=

6∑
m=1

∂Xm(x)

∂x
ċm(t ) (1.42)

Equations 1.41 and 1.42 can be substituted in Equa-
tion 1.40 to find the mean absorbed power by the
WEC. The mean wave energy per meter width is ex-
pressed by JW = ρg 2ζ2

I /4ω [72], which contributes to
the definition of the WEC efficiency,

ηwec = P̃/L

JW
(1.43)

The values of the of bending and bulging are shown
in Figure 1.13, where the bending results are related
to the left vertical axis and the bulging efficiency is
related to the right vertical axis.

Figure 1.13: WEC efficiency (ηwec ) of bending mo-
tions on left vertical axis and bulging motions on
right vertical axis with BPT O = 100 Pa·s.

The values of bending are relative small compared to
the power absorbed by the bulging motions, which
means that conversion of wave energy into power is
dominated by the bulging motion. Since bending and
bulging deformations and power conversion are in
the same frequency range, it is interesting to include
both motions in the hydro-elastic analysis of a bulge
WEC. Since the WEC efficiency calculation is based
on radiation damping and a mechanical damper (the
PTO), not all energy is captured. Further work can
improve the efficiency of the WEC with the addition
of several non-linear damping terms, such as wall
damping and inner fluid damping.

Conclusions
The Frank Close-Fit method can contribute to the
prediction of hydro-elastic response of a bulge WEC
in regular waves. The method is shown to be a fast
tool to calculate the two-dimensional hydrodynamic
coefficients for added mass and damping of bending
and bulging deformations. The two-dimensional co-
efficients are translated into the three-dimensional
hydrodynamic matrices which contribute to the
equation of motion for bending and bulging. Since
the values of these hydrodynamic matrices are iter-
ated until the ’wet’ frequency is found, the coupling
between modal deformation and fluid radiation ef-
fects is related by two-way coupling. The final bend-
ing and bulging deformation rates are significant in
the observed frequency, which confirms the hypoth-
esis that bending of the tube is of importance in the
hydro-elastic response of a bulging WEC.

More research that incorporates experimental
values is needed to validate the numerical model for
both bending and bulging modes. The numerical
model itself could be expanded by the addition of
wall damping and inner fluid damping and including
diffracted wave loads in the model. A further study
could provide extra terms to model the non-radial ef-
fects of the two-dimensional added mass and damp-
ing coefficients in the three-dimensional modal anal-
ysis.

Further research might explore more valuable re-
sults of a hydro-elastic numerical method that in-
cludes the Frank’s Close-Fit method for other types
of deformable body applications.
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A
Problem definition

This appendix includes background information about the theory used in this research project 1. The Frank’s
close-fit method is used as a two-dimensional panel method, which will be used in a hydro-elastic problem,
as addressed in the first section. Several governing equation are mentioned, which are used in the following
appendices. Section A.2 indicates the main and subquestions during the research process.

A.1. Background and problem
Wave energy is a interesting source of energy, which is partly a sustainable solution to the energy demand.
Several types of wave energy converters (WECs) are develloped in the past decades. These wave energy con-
verters can be devided into three main categories [72]:

• Wave overtopping devices.

• Oscillating Water Column (OCW) devices.

• Wave-activated devices.

For each of this category, different designs are designs and some of them are already tested at full scale exper-
iments. The interesting part of Wave energy converters is the complex interaction between waves, deforma-
tions and energy transition.

Wave energy converters
The hydro-elasticity is a very important aspect for wave energy converters (WECs). A wave energy converter
is a device that absorbs energy from the waves and converts it to an electric current that will be generated by
a power take off (PTO). Various types of wave energy converters are defined by the EMEC [1]:

1. Attenuator

2. Point absorber

3. Oscillating wave surge converter

4. Oscillating water column (OWC)

5. Overtopping/terminator device

6. Submerged pressure differential

7. Bulge wave

8. Rotating mass

9. Other

In 1994 Newman wrote a paper about wave effects on a deformable body [53], which complies with an atten-
uator or a bulge wave energy converter. He did some computations on several illustrative set-ups. One of his
calculations is about the motions of a hinged barge. This hinged bar shows some similarities with the concept
of an attenuator. The hinged bar described by Newman is shown in Figure A.1. An example of an attenuator

1This part of the report was initially the plan of approach of the research.
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Figure A.1: Configuration of the hinged barges by Newman [53]
Figure A.2: Layout of the Pelamis Wave En-
ergy Converter [5]

is the Pelamis, which layout is shown in figure A.2. The Pelamis is composed of four coupled ’rigid’ cylin-
ders, which have a total length in the order of a wavelength. Due to mooring the Pelamis and the flexibility,
the Pelamis is self-referencing. The Pelamis is therefore excitated mainly by the slowly varying second-order
drift forces, which forces are used for the power absorption. Electric power is delivered by the hinges where
high-pressure fluid is pumped into an accumulator [56].

Newman defines the body deformation modes in terms of the conventional rigid-body motions (surge,
sway, heave, roll, pitch and yaw) denoted by S j , where the index j defines the motion. The modal displace-
ment (or shape function) S j is assumed to be continuous and differentiable near the surface of the distensible
tube. The shape function S j has a divergence D j =∇·S j , which is equal to zero for a rigid-body motion. New-
man assumed potential flow and he linearized the body and free surface boundary conditions, which results
in first-order pressure forces for each mode of motion [53]:

Fi =
Ï

S′
b

pni dS =−ρ
Ï

Sb

(iωΦ+ g z)ni dS (A.1)

where the term iωΦ is added as the trivial extension of the ’common’ rigid-body analysis. Newman states
that deformation of the body’s geometry must be considered from the hydrostatic pressure −ρg z since this
pressure is of the order one. Separation of the initial wetted surface Ss and the deformed surface Sδ after
displacement in the considered mode gives a stiffness matrix 2 [53]:

ci j = ρg
Ï

Sδ
zni dS −

Ï
Ss

zni dS (A.2)

For small deformations, the volume between the initial and deformed surface ν is also small. Equation A.2
reduces to:

ci j = ρg
Ï

Ss

n j (wi + zDi )dS (A.3)

where only the hydrostatic pressure is considered (due to the order of this pressure) in the generalised force.
wi is known as the z-component of Si , where the subscript i is an index to couple the modes i and j .

Not only the pressure forces are adapted in the case of a deformable body, also the mass force must be
evaluated seperately. The mass distribution is depending on the mode shape and should be evaluated sepa-
rately [53].

Application of these formulations on a hinged barge-system is only considered for the hinge, since the
barges themselves are considered as two rigid bodies. The interaction is captured in the discontinuous rel-
ative motion between these two rigid bodies. The hinged barge is symmetrical around the axis of the hinge,
where the hinge does not affect the modes.

Calculations of the two barges in a hinged-configuration shows a greater vertical motion for the barge
compared to the conventional considered heave motion of the rigid connected barges [53]

At least the concepts of the attenuator (like the Pelamis) and bulge wave energy converter are interesting
to review with the Frank Close-Fit Method (FCFM) adapted for hydro-elasticity. This Frank close-fit method
could provide hydrodynamic coefficients, which describe the radiation effects of the motions of a deformable
body in hydro-elasticity.

2The stiffness matrix ci j defines the change in hydrostatic force component Fi due to a unit displacement in mode j [53].
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Frank’s close-fit method
The Frank close-fit method is a tool to calculate 2D potential coefficients. Frank has designed the close-fit
method in 1967 for any arbitrary cross-sectional shape, which is partly or fully submerged [25].

Frank assumed in his report an irrotational, incompressible and inviscid flow which could be described
by a 2D potential. He reduced the problem to a boundary-value problem of potential flow, where a forced
oscillation is applied to the 2D cross section [26].

The contour of the cross section is divided into a finite number of segments, denoted by Nel em . Each
segment represents a complex source or sink, where the complex source density is assumed to be constant
along a segment. The flow on each segment is influenced by the sources and sinks from all the segments
distributed over the submerged contour. His method solves the complex potential along the contour, where
the resulting pressure distribution along the hull has a component in phase with the displacement and a term
in phase with the velocity.

Integration of the term in phase with the displacement over the contour will result in a value for the 2D
added mass coefficient of the arbitrary cross-sectional shape. The 2D damping coefficient is found by inte-
gration of the velocity-depending part of the pressure along the submerged contour. In 1967 this method was
one of the methods used to determine hydrodynamic coefficients, where Ursell in 1949 considered oscillating
cylinders. Several researchers used Ursell’s method in combination with a Lewis transformation to describe
more realistic ship cross sections. In 1960 Tasai used multi-parameter conformal mapping where he used two
mapping coefficients to represent the ship cross sections even more accurately. These methods are all types
of simplifications of the cross-sectional shape of a ship-like cross section, where Frank’s method is applicable
for any arbitrary cross sectional shape [25].

One of the main drawbacks of the Frank’s close-fit method is the presence of irregular frequencies. These
frequencies are occurring due to eigenfrequencies of the interior potential problem in the Green’s function-
integral equation [26]. Investigation into this irregular frequencies is described by Faltinsen, in a study where
he used the Frank close-fit method for a cross section oscillating in the higher frequency-range [20]. Faltin-
sen introduces in his study approximations for both irregular frequencies and asymptotic values in the higher
frequency range.

The method of Frank in combination with the approximations of Faltinsen are used for computation of the
2D hydrodynamic mass and damping coefficients. Since the hydrodynamic pressure is calculated on the
defined segments along the contour, these pressures could also be used for other calculations. The method
of Frank could still be interesting in nowadays problems to define the interaction of a fluid and the oscillating
body where the pressure distribution is of interest.

Hydro-elasticity
Partly or fully submerged bodies are in most cases calculated in two ways; a hydrodynamic and structural
analysis. This approximation is valid for stiff structures where the eigenfrequencies of the elastic deflections
are higher than the frequencies of the first-order wave loads. When the eigenfrequencies of the elastic defor-
mations are in the range of the first-order wave loads, the interaction between wave radiation and structural
modes should be taken into account [53].

The interaction between a (deformable) body inside a fluid domain, is defined as hydro-elasticity of Fluid
Structure Interaction (FSI). In hydro-elasticity the laws that describe a fluid should be coupled with the struc-
tural mechanics of the body. Hydro-elasticity is significant for interactions between a deformable or moving
structure and a surrounding or internal fluid flow [4].

Several methods are used nowadays to describe the moving and deformable bodies embedded in a fluid. In
the Lagrangian Eulerian method (ALE) gridpoints on the boundary between the solid body and the fluid are
moved in a Lagrangian way. This means that the observation is from the moving object, in this case the fluid-
solid interface. The method is easy to implement and has relatively low costs, but for large deformations, the
accuracy will decrease. In large deformations or rotations, the mesh of the fluid-solid boundary will become
ill-shaped, where the accuracy could be improved by a remesh of this boundary [65].

Another method to describe the hydro-elasticity is the immersed boundary method. In this method the
kinematic constraint on the fluid-solid interface is the main driver. This kinematic constraint states that each
of the solid points on the interface should be coupled to the fluid velocity at that point. The interaction
between the body and the fluid is included by local body forces influencing the velocities in the solid points.
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The solid points are interconnected by an elastic law, where the points are combined in a finite difference
grid. In contrast to the ALE method, the grid in the immersed boundary method is not changing, but the
velocity will be interpolated to meet the kinematic constraint [65].

The fictitious domain method is closely similar to the immersed boundary method. The body is modelled
as a field of finite elements. The coupling between the (rigid) body and the fluid is done by a Lagrange mul-
tiplier where the constraint is extended to the inner body. The multiplier in weak form represents the body
forces. The distribution of forces along the interface is therefore described by an integral formulation [65].

Later on, small adjustments are made to the Extended Immersed Boundary Method and the Immersed
Boundary Finite Element Method. In both of these methods the (rigid) body and fluid are described by a
different numerical method. Coupling between the finite element method (for the body) and the finite dif-
ference or finite volume method (for the fluid) is done by a dirac delta function. The time-integration in both
methods is explicit for the interaction of the fluid and the structure [65].

In all of these methods the hydro-elasticity is solved numerically. The interaction between the body and the
fluid domain is solved by different methods. In the comparison study of Van Loon [65] the different methods
are compared. The comparison is influenced by variatons in discretisations, geometry, polynomial order or
boundary conditions. In his study he found that the ALE method provides the strongest coupling due to the
shared nodes on the solid boundary [65].
An interesting wave energy converter to observe with the close-fit method of Frank is the bulge wave. Wave
energy in combination with hydro-elasticity is very important in the analysis of bulge wave systems. An ex-
ample is the S3 from SBM, which is a slender cylinder of an deformable material floating in the waves. The
material is used to transfer energy by the application of Electro Active Polymers [2]. This wave energy con-
verter has an internal power take off and is floating directly beneath the free surface. The tube deforms due
to the pressure difference between the fluid inside and outside the tube. A pressure wave, also called the
bulge wave, travels along the tube in longitudinal direction. Comparison of the model of this S3 and experi-
ments shows good resemblance of the results, but for short waves some other aspects have to be taken into
account than only the deformation of the bulge tube. In her thesis, Floor Spaargaren stated two effects that
are significant in the short wave-range. Incident gravity waves excite the S3, but the wave amplitude reduces
along the length of the tube and therefore the forces along the tube reduce. These hydromechanical forces
are studied in terms of a Froude-Krilov force and a diffraction force. Diffraction of the waves by the tube is
shown to depend on the depth of submergence of the tube. The second effect is due to the tube operating
directly beneath the free water surface. For shorter wavelenghts, the tube isn’t following the waves any more
and it will behave more like a rigid tube. One of the effects that occur for rigid tubes floating directly beneath
the free surface is surface piercing. The effects of surface piercing are approximated by adding a bending mo-
ment to the tube and by a decrease of the pressure amplitude for parts where the tube is piercing the surface.
The research shows some aspects of a WEC operating in short waves, where the bulge motion of the WEC isn’t
dominant.

Deformable bodies
In a wave energy converter like a bulge wave, the energy is interchanged between potential and kinetic en-
ergy. The potential energy is the energy in the elastic walls [23]. We assume the tube to be completely filled
with water, where the analysis assumes small pressure changes in the tube due to small sea waves [16, 23].

The interaction of the deformation of the tube and the elasticity in the walls of a thin walled cylinder is con-
sidered in a two dimensional and axisymmetric structure.

The pressure difference between the inner and outer fluid domain causes a deformation. When an in-
finitesimal element of the membrane is observed, a force equilibrium can be used to define the relation be-
tween normal forces on and the tension in the membrane. The forces are defined in Figure A.3, where T
denotes the tension in the tube’s element with length dC .

The frictional pressure component pt can be neglected in the static cases, but also in waves and steady
flow since the tangential force is an order of magnitude less than the normal loads on the bulge. This as-
sumption is of importance in the force equilibrium of the small element of the tube wall (with length dC in
tangential direction) [47]:

dT +pt ·dC = 0 → dT = 0 (A.4)

where the tangential tensions along the tube’s contour is constant, which is an important observation in
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Figure A.3: Definition of the forces working on an element of the tube wall [47]

axisymmetric thin-walled structures (where the ratio radius over wall thickness, R/h ≥ 10). The combination
of Figure A.3 and Equation A.4 will result in an differential equation for the shape of the cross section with
respect to the pressure difference between the inner and outer fluid region. Since the element is assumed to
be small, the differential equation can be simplified into [47]:

2 ·T · sin

(
dθ

2

)
−pn(y, z) ·dC = 0

2 ·T ·
(

dθ

2

)
−pn(y, z) ·dC ≈ 0

dθ

dC
= pn(y, z)

T

(A.5)

where pn is the pressure difference between the inner and outer fluid flow and T is the tension inside the tube
wall (T = σθ ·h), where σθ is the hoop stress in the tube’s wall. Equation A.5 could also be expressed in the
radius of the tube by rewriting the surface tangent over the element as the radius R [47].

1

R
= pn(y, z)

T
= pn

h ·σθ
(A.6)

Which shows that the internal pressure due to the completely filled cylinder causes a circumferential stress
inside the (elastic) wall of the tube. For a thin-walled structure (where R/h ≥ 10) the bulge pressure3 inside
the tube is given by the Young-Laplace equation [31, 60]:

pb = σθh

R
(A.7)

The material can be described by a Kelvin-Voigt model, where the material is defined by a parallel model of
purely viscous damper and a purely elastic spring. Therefor, the equation for the stress in the viscoelastic
material can be described by [38, 60]:

σ1 = Eεh +ηε̇h = E

(
εh +β∂εh

∂t

)
(A.8)

Where E is known as the Young’s modulus and η is coefficient that accounts for rate of strain, also known
as the viscosity [38]. εh represents the strain in the tube’s wall due to the hoop stress. From Equation A.8
it follows that β = η/E . β corresponds to the energy loss by work done on the tube. Combination of the
Equations A.7 and A.8 results in an expression for the bulge wave pressure [60]:

pb = Eh

R

(
εh +β∂εh

∂t

)
(A.9)

The bulge pressure (pb) will be rewritten in terms of a distensibility, which is a measurement for the stretching
and compression of the cross-section S with respect to the pressure inside the cylinder. The distensibility D

3We call the bulge pressure pb , which is actually the same as the pressure difference as mentioned as pn , the pressure component
normal to the elastic wall
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is given by equation A.10 [23]:

D = 1

S

dS

d pb
= 1

πR2

2πR
Eh
R2

= 2R

Eh
(A.10)

The fluid inside the tube could be described by the Navier-Stokes equations for conservation of mass and con-
servation of momentum in cylindrical coordinates. Due to axial symmetry, an inviscid fluid and the neglected
non-linear terms due to small disturbances, the conservation of mass and momentum reduce to [23, 51, 61]:

∂S

∂t
+ ∂(S ·ux )

∂z
= 0 (A.11)

∂ux

∂t
=− 1

ρ

∂p

∂z
(A.12)

where ux is the velocity in longitudinal direction. Since we assume the volume flow to be linear with respect
to Ss , equation A.11 simplifies to [23, 60]:

∂S

∂t
=−Ss

∂ux

∂z
(A.13)

Combination of the equations A.12 and A.13 results in an equation where the velocity in x-direction is elimi-
nated. Furthermore, the cross-sectional area could be appromixated by the following expression S = S0(1+2ε)
[60], which will be implemented in the Equations A.12 and A.13.

∂2εh

∂t 2 = 1

2ρ

(
∂2pb

∂z2 + ∂2pW

∂z2

)
(A.14)

where the pressure inside the tube is a summation of the bulge pressure pb (due to distention of the elastic
tube) and the pressure of the wave outside the tube pW [60]. Equation A.14 expresses the strain in terms
of the derivatives of the pressure components over the longitudinal axis of the bulge wave energy converter.
The Equations A.11 till A.14 are important when the bulge wave energy converter is examined in the three-
dimensional case. In this case, another boundary condition should be added for the bulge pressure at the
bow of the WEC:

∂

∂z

(
pb +pW

)= 0 (A.15)

at z = 0. At the stern of the bulge wave energy converter should also be a second boundary condition to de-
termine the reflected wave. This reflected wave will cause a backward propagation wave. Since this backward
propagations wave decays exponentially, the bulge wave is damped out and the second boundary condition
will be neglected in a threedimensional analysis of the bulge wave energy converter [60].

One of the main drawbacks of a fully rubber tube, is the generation of aneurisms, where the tube’s wall be-
comes unstable and bulge motions will be uncontrollable. In the higher pressure regions, the non-linear
characteristics of the material do not meet the linear tension in the rubber anymore. The local thickness of
the tube’s wall will decrease, due to the Poisson effect of bulge deformations. In this case, the poisson’s ratio
should also be included in Equation A.8 [14]. For small pressures there is still an equilibrium point, but at a
certain high pressure, aneurisms will be generated [23]. The pressure where these aneurism are generated is
given by Chaplin et al. where hs and Rs represent the static values of the wall thickness and tube’s radius [14]:

pcr i t = 4Ehs

3Rs

1(
1+α1/2

f

)2 (A.16)

where α f states the partion of rubber in the elastic material. So, α f = 1 for a purely rubber tube [14]. To
reduce the generation of aneurisms, the material of the tube could be adapted. Farley et al. state that for a
rubber fraction ofα f ≈ 0.25 the tendency to form aneurisms may be eliminated [23]. These kind of non-linear
effects are neglected in the study, since the material characteristics are assumed to be linear.
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Efficiency of Wave Energy Converters
The energy absorbed by any type of wave energy converter is measured in terms of a capture width (CW).
This value is given in equation form:

CW = Pb

JW
= Power absorbed in wave energy device

Mean energy per meter width in the sea with wave amplitude ζI
(A.17)

Therefore the capture width is an equivalent width of the wavefront, which energy is absorbed by the wave
energy device. Both energy values are the mean during a period of either the wave or the motion of the wave
energy device [16, 23, 56]. The capture width of a WEC differs for a wavefrequency, like shown in figure A.4
for the Pelamis. In this figure two capture widths are shown; the force capture width and the power capture
width. The force capture width is a measurement for the power absorbed by the WEC with respect to the
drift force. The power capture width is the most common measure for energy transport within wave energy
converters. If we assume a regular incident wave with wave amplitude ζI in infinite waterdepth, the mean
power per meter of wave front is given by:

JW = ρg 2ζ2
I

4ω
(A.18)

Figure A.4: Force and power capture widths versus wave frequency for WEC (Pelamis) [56]

A.2. Research questions
In this research the goal is to implement the Frank close-fit method to nowadays’ problems, like hydro-
elasticity. The Frank close-fit method will be extended/adapted to cope with deformable bodies. The main
question in this research is stated as:

How can Frank’s close-fit method contribute to hydro-elasticity in a bulge wave energy con-
verter?

To answer the main question, three secondary questions are defined to answer the main question. These
questions are answered in the Appendices E and F:

1. Which assumptions need to be made to describe a bulge wave energy converter by 2D potential theory?

2. How can Frank’s close-fit method be adapted to deal with deformable bodies in still water?

3. How can Frank’s close-fit method be adapted to deal with deformable bodies operating in regular
waves?

A.3. Schedule and project approach
The research is divided into four phases, which define the approach of the research topic. These phases are
described in Appendix B, including the validation included in this phases.
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This appendix defines how the research will be executed. The predefined steps are evaluated in section B.2.

B.1. Results
The result of this research will be a model (in Matlab) which is able to define pressure distributions along
deformable bodies like a bulge wave energy converter considered in two dimensions. This model will be
used for predicting the motions of for example wave energy converters.

In the last decade the interest into wave energy converters as a source of sustainable energy is risen con-
siderably. During this research the model will be applied to a bulge wave energy converter, since the geometry
is easy to model. The close-fit method developed in the 70s is used to define the deformation of a bulge wave
energy converter.

B.2. Project steps
The project steps are described in this section. For each phase a table is given, which states the goal, con-
cerned sub questions, planning and deadlines.

Phase 0. Implementation of Frank’s close-fit method in a Matlab model
The basis of the research is a Matlab model developed during a research assignment about Franks close-fit
method [39]. This model calculates the added mass and damping coefficients in a 2D potential flow method.
During the research assignment some difficulties are found with respect to the principal value integral in the
calculations. Some deviations between the model and validation values are found, which are probable caused
by the solver for the potential value integral. The current model should therefore be improved to continue
with the steps involved in this research.

Why To have an accurate model which is the basis of the further developments.
How Different notes by Faltinsen and others about Frank’s paper could help to find the main error in

the current Matlab model.
When This phase will be excused between the 1st os October and the 19th of October, with a total du-

ration of three weeks.
Result A Matlab model that is accurate to calculate the submerged cylinders which are experimentally

tested by Vughts.

Validation
The zeroth phase of the research could still be tested with experimental values of an oscillating barge done by
Vugts [69] even as the experimental values for an oscillating cylinder (both heave and sway) from Vugts [69].

Phase 1. Adapting Frank’s close fit method for a bulging cylinder
When the Matlab model is up and running, the adaptations for a bulging cylinder can be made. In this phase
we assume the bulge wave energy converter to be a slender cylinder with an finite width. The cylinder has a

23
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circular cross-sections where the walls are deformable. The deformation of the tube is an increase or decrease
of radius, where the cross-section remains circular.

In a two-dimensional case we assume the cylinder to extract and compress around a relaxed diameter R.
In this phase of the research we assume a sinusoidal strain with amplitude εo , given by:

εh(t ) = ε0 sinωt (B.1)

Implementation of Equation B.1 results in an expression for the bulge pressure due to sinusoidal strain [23]

pb = Eh

R
ε0

(
sinωt +βωcosωt

)
(B.2)

This phase identifies the 2D cross section with a time-dependent bulge distensions. Since the strain is defined
as:

εh = R −Rs

Rs
(B.3)

Combination of the definition of strain (equation B.3) and the assumed sinusoidal strain of equation B.1 result
in a time-dependent radius:

R(t ) = Rs (1+ε(t )) = Rs (1+ε0 sinωt ) (B.4)

which is shown in Figure B.1. The Matlab model as a result of Phase 0 will be adapted by the kinematic
boundary condition. On the moving surface of the tube, the following velocity is required for the fluid [60]

~n ·
(
∂Φ

∂x
,
∂Φ

∂y

)
= ∂R

∂t
(B.5)

at (z −d)2 + y2 = R2 (the deformed radius), with ~n as the normal unit vector pointing into the fluid. Due to
constant deformation, the direction of this unit normal vector will remain during one cycle of strain.

(a) Deformation in radial direc-
tion.

(b) Deformation in longitudinal direction.

Figure B.1: Deformation of tube due to a prescribed sinusoidal strain (εh(t )).

Why To have a simple starting point in the distensibility of the cylinder.
How Only a sinusoidal strain is applied, where the oscillation of the bulging is in the radial direction

in stead of sway heave and roll.
Result An extended Frank close-fit model, which could be checked with the analytical calculations of

the equations B.5.
During this step an answer could be formulated to secondary question 1.

Validation
In the first phase, the calculations done by the model are still checkable by analytical formula and boundary
conditions. The model in this phase is not yet physically correct, and therefore it is impossible to validate the
model in this phase by an experiment.
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Phase 2. Adding the elasticity pressure and deformation part into the model
The influence of the elasticity pressure is described in Appendix A where in the equations A.7 until A.15 the
influence of the pressure on deformation of the bulge tube and fluid velocity inside the tube is described.
Since the distensibility of the tube is related to the pressure difference and therefore the internal fluid flow,
the model should be coupled to the preceding and following cross-section.

In this phase the model is limited to a bulging cylinder in still water, where pW (as mentioned in equation
A.14) is equal to 0. The bulge pressure due to an oscillating pressure with amplitude ρg Ba , where Ba is the
amplitude of the radial deformation. Therefor, the bulge pressure is assumed to be a solution in the form of a
wave propagating along the tube [23]:

pb = ρg Bae−γz e i (ωt−νb z) (B.6)

where γ is a coefficient to represent the hysteresis of the tube’s material and νb is the wavenumber of the
oscillating pressure. For small values of γwe can assume the horizontal velocity to be in phase with the bulge
pressure.
The main goal of this phase is the investigation of possible solving methods for the pressure, velocity and
distensibility problem coupled to the fluids transportation inside the tube. This solving method should also
be implemented in the adapted Matlab model.

Why Transportation of fluid inside the the tube causes extraction and compression of the tube diame-
ter along the tube. This distensibility of the diameter should be modelled in the adapted close-fit
method.

How Assuming the absence of waves, the pressure inside the tube is only defined by the bulging of the
fluid transportation inside the tube.

Result A model where the bulge pressure is depending on the distensibility of the bulge tube.
Answers secondary question 2.

Validation
In 1985 Gerrard tested the theory of waves in fluid-filled deformable tubes. At one end of the tube a piston is
applying a harmonic motion of the fluid. The oscillating pressure is measured with pressure gauges that were
inserted through the tube wall [29]. The different experiments done by Gerrard could be used as a validation
of the extended model of phase 2.

Phase 3. Calculate the addition of incident and diffracted waves
The pressure inside the tube is depending on the incident wave and the bulge pressure, where resonance
occurs when the speed of the incident wave matches the natural propagatoin speed of the bulge waves in the
tube [12]. Therefore, we assume an incident linear harmonic wave that causes a pressure:

pw (z, t ) = ρgζI cos(ωt −νz) (B.7)

where ζI is the amplitude of the incident wave, ω its angular frequency and ν is known as the wavenumber.
In this phase the tube deformation amplitude Ba (of phase 2) should be expressed in terms of ν, νb and

hysteresis coefficient γ. For wavespeeds outside the resonance frequency region, a phaseshift could be added
to relate the tube’s deformation and incoming wave speed.

The pressure waves inside the tube are only considered to go in the forward direction by Farley, Rainey and
Chaplin [23]. The amplitude of the waves is decreased over the length of the tube due to the power radiated
by the bulge tube and diffraction of the waves by the tube. This results in a general formula for the decrease
of wave amplitude over length dη [23]:

dη=
√
ν3

b

2π
·eνb d · S

ρc2

d p/d t

ω
p

x
d x (B.8)

which holds for incident waves, radiated and diffracted waves with a corresponding frequency.Diffracted and
radiated waves from the first elements along the tube, decrease the incident wave amplitude by radiation of
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energy. Therefor, the pressure distribution is important to observe along the tube and it should be coupled
to the element’s position along the bulge. The factor eνb d is added to the formula to take the distance of
submergence d into account [23].

The main challenge in this phase is the coupling of the incident, radiated and diffracted waves with the
two-dimensional FCFM method. Due to the dimensions of the slender tube, diffraction effects could be
neglected, since they are assumed to be small.

Why The incident, radiated and diffracted wave do have an impact on the pressure inside the bulge
and therefore the transportation of the fluid inside the tube.

How First modelling the incident wave and extending it by a amplitude reduction over the length of
the tube.

Result The result is an extension of the Matlab model where the incident,(diffracted) and radiated wave
are implemented (over the length of the bulge tube).
Phase 3 will investigate a solution to secondary question 3.

Validation
In previous work of Chaplin et al. the Anaconda is tested experimentally. These results and assumptions can
be used to validate the model without the effects of surface wave diffraction and radiation [14].

Possible extensions of the model
Several extensions of the models are possible after finishing phase 3 or during the phases 1-3. An impression
of the possibilities for a further expansion:

1. Transform the 2D-model into a 3D-model. In this case the application of the Navier-Stokes equations
on the distensibility is of importance. As mentioned in phase 2, the moving fluid could be described
by the Navier-Stokes equations A.12 and A.13. A Volume-of-Fluid method could be used to model the
transportation of fluid through the bulge tube. An extension like the application of a numerical solver
for the 3D fluid transportation problem would result in an iterative solver, where computational time
will increase.

2. Model the application of a hinged barge and validate with the results of Newman [53]. In this case the
body is deformable in the hinge axis by the rigid body translation and rotation of the two barges. This
could be possible to calculate with the adapted Frank’s close-fit method by a few adaptations to the
model. Investigation in this problem, should enlarge the application of the adapted Frank’s close-fit
model.

3. Model the application of ’The Ocean Cleanup’, where pressures and currents cause rotations of the
body. The screen beneath the floating barrier will deform in 3D and the total system (barrier and screen)
will rotate due to currents.



C
Franks Close Fit Method

C.1. Assumptions and boundary conditions
The Frank Close Fit Method is a solving method for an arbitrary object oscillating in or below the free surface.
The method is based on an object in a 2D domain where linear behaviour is assumed. The flow around the
object is described by potential theory, where [26, 39]:

1. the fluid is incompressible and inviscid, which means that the density ρ = constant and the viscosity
µ= 0 everywhere in the fluid domain.

2. the effects of surface tension are negligible.

3. the fluid flow is irrotational;ω= ∂u
∂x − ∂v

∂y = 0

4. the motion amplitudes and velocities are small enough, so that all but the linear terms of the free sur-
face condition, the kinematic boundary condition on the cylinder, and the Bernoulli equation may be
neglected.

Since the problem is in 2D, a complex variable can be used to describe the velocity field. Any point in this
domain can be described by a complex variable z = x + i · y = r e i ·θ [42]. In potential theory the fluid can be
described by a (complex) potential F (z) [52]:

F (z) =φ+ i ·ψ (C.1)

whereφ is the velocity potential andψ is the streamfunction. The velocity components can be determined by
differentiating either the velocity potential or the streamfunction as given by the Cauchy-Riemann equations
[42, 52]:

u = ∂φ

∂x
= ∂ψ

∂y
v = ∂φ

∂y
=−∂ψ

∂x
(C.2)

These velocity components are part of the complex velocity W . The complex velocity is defined as the deriva-
tive of the complex potential F, which is an analytic function of the complex variable z [42, 52]:

dF (z)

d z
=W (z) = u − i · v (C.3)

where in the previous equations the imaginary unit i refers to the space-complex potential components. The
total potential is also complex in time, for example the velocity potential1 [66]:

Φ(z, t ) = ReI ,J

{
φ(z) ·e− jωt

}
(C.4)

where ω is the frequency of oscillation. In equation C.4 the time-dependency is added by exp(− jωt ). The
velocity potential should be real in both space and time, where the subscript ’I,J’ in equation C.4 shows that

1The choice for the exponent in the time-dependence is quite strict with respect to other related formulations, for example for the
velocity in normal direction and the Green’s function. Van ’t Veer choose the exponent with j ·ωt [66], while Frank and Lee et al. choose
for − j ·ω · t [26][43]. In this report the time-dependency is based on the conventions of Frank and Lee et. all.

27
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the potential is real with respect to both complex units i and j. The complex unit i refers to the space-complex
variables and j refers to complex analysis in the time-domain2. The time-dependency of the velocity po-
tential is most of the time not included in the derivations in this report, since a frequency-based analysis is
performed. If time-dependency is important, the exponent term will be included again.

As long as we assume a linear behaviour in the 2D potential theory, boundary conditions reduce to be
linear. The boundary conditions for the time-dependent velocity potential remain the same for the space-
dependent velocity potential and therefore we continue with a space-dependent velocity potential [37]. This
space-dependent velocity potential has to fulfil the following linear boundary conditions [26, 39]:

• Continuity: Since mass has to be conserved in any chosen domain below the free surface around the
body. This equation is also called the ’Continuity equation’ or ’Laplace’s equation’:

4φ=∇2φ= 0 (C.5)

• Free surface: A (linearized) boundary condition is given at the free surface; this kinematic boundary
condition stating that the normal velocity of any fluid particle at the free surface should have the same
velocity as the velocity of the surface in the normal direction. In combination with the dynamic bound-
ary condition a linearized form of this equation is given [18, 43]:

φy (z)−ν ·φ(z) = 0 (C.6)

where the subscript means that it is the derivative with respect to y of the space-dependent potential

and ν= ω2

g is the wavenumber.

• Bottom: At the (sea)bottom, the fluid is not able to penetrate through the bottom. In the case of an
infinitely deep fluid, this boundary condition is described as:

lim
y→−∞ |∇φ(m)| = 0 (C.7)

• Object’s boundary: On the surface between the fluid and the structure a kinematic boundary condition
is defined:

~n ·∇φ= vn (C.8)

where the left term refers to the velocity of the fluid in normal direction and the right side defines the
velocity of the structure in normal direction.

• Far away from the structure, a radiation condition is formulated. This condition states that waves
generated by the object will vanish far away from the object [18].

C.2. Geometry description
The straight-line elements are defined by N+1 points defined on the submerged contour, which are repre-
sented by the complex variable ci = ai + i ·bi . The subscript i refers to the i-th point along the contour, only
panelled in the fourth quadrant of the complex plane for symmetrical submerged contours. For asymmetric
body contours, the submerged sections should be panelled in total. Figure C.1 shows an example of a circular
cross section with 4 panels.
The velocity and pressure components will be derived in the midpoints of each segment, these positions are
defined by complex variable zi = xi + i · yi . In these midpoints, the subscript i refers to the i-th segment along
the contour. In this part index i used, but later a second index j is used to determine the interaction between
two elements or points.
The midpoints of each element are defined by linear interpolation:

xi = ai +ai+1

2
yi = bi +bi+1

2
(C.9)

For each element an angle with the x-axis, where α is defined to be positive for the counter-clockwise direc-
tion.

αi = arctan

(
bi+1 −bi

ai+1 −ai

)
(C.10)

2The complex units i and j are separated by Faltinsen, to clarify the equations of Frank. The complex units i and j do not interact with
each other, which is an important note for numerical implementation of the Frank Close Fit Method
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Figure C.1: Geometry descriptions as defined by Frank [26]

where the special points are defined as:

αi =


π
2 if ai+1 −ai = 0 and bi+1 −bi > 0

−π
2 if ai+1 −ai = 0 and bi+1 −bi < 0

0 if bi+1 −bi = 0 and ai+1 −ai > 0

π if bi+1 −bi = 0 and ai+1 −ai < 0

(C.11)

Since each element has a starting point and an end point, the length of each element is calculated according
to equation C.12:

|si | =
√

(ai+1 −ai )2 + (bi+1 −bi )2 (C.12)

C.3. Solving method
In the Franks Close Fit method (FCFM) the submerged contour of the object is divided into N straight-line
segments, where on each segment a continuous distribution of sources 3 is smeared out to represent the flow
induced by the motion of body [40, 52]. The density of the sources is unknown and will be determined by
applying the kinematic boundary condition to the submerged body contour [26]. The kinematic boundary
condition is applied to the complex potential, which will be defined first. The velocity potential is given by
the relation between a pulsating source and the Green’s function. The Green’s function (also called influence
function) defines the influence of a pulsating source in point ζ on the potential in point z. The Green’s func-
tion is satisfying all boundary conditions except for the kinematic boundary condition on the bodies contour
[37]. The velocity potential is described by:

φ(z) = ReI

{∫
C0

Q(ζ)G(z,ζ)dC

}
(C.13)

where C0 denotes the submerged contour of the body, Q(ζ) the source distribution and G(z,ζ) the Green’s
function. This velocity should be real in the space-complex analysis, since Equation C.4 should be real in
both time and space complex planes.

3These sources could also be sinks, when the strenght of the source is negative. For simplicity, sources and sinks are both called sources
in this thesis, where the value defines the source to be a source or a sink.
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For the numerical model the submerged contour is composed of N straight-line elements denoted by
j = 1,2, . . . , N . Therefore the equation C.13 is transformed into [43]:

φ(z) = ReI

{
N∑

j=1

∫
C j

Q(ζ)G(z,ζ)dC

}
(C.14)

When it is assumed that the elements are small enough, the source distribution will be constant on each
segment. The definition for the velocity potential is simplified into [43]:

φ(z) =
N∑

j=1
Q j · ReI

{∫
C j

G(z,ζ)dC

}
(C.15)

where the source strength of each element is basically the integration of the source distribution over the
segments’ length. This is shown in Figure C.2.

Figure C.2: Continuous source distribution discretised into a single source strength for an element.

The source strength Q j of Equation C.15 is still unknown, but can be found by the other components of
Equation C.15. The Green’s function for a pulsating source is determined by Wehausen and Latoine [26, 43,
70], where the position variable ζ along the contour is changed into variable c to simplify the equations:

G(z,c) = 1

2π

[
log(z − c)− log(z − c)+2PV

∫ ∞

0

e−i k(z−c)

ν−k
dk

]
− j ·e−iν(z−c) (C.16)

In this equation the c is the complex conjugate of c and it is representing the same point but on the reflected
body (see Figure C.3). Therefore, the second term in Green’s function fulfils the free surface boundary condi-

tion (which is in this case the still water free surface). ν= ω2

g is representing the wavenumber of an oscillatory
motion of a body in deep water.

The third and fourth terms are the result of a singularity in the integration along the segments. The com-
plex variable z could be any point inside the fluid domain, but when this variable is very close to the source
distribution an improper integral is found. Since the total source strengths of the elements are represented
in the midpoints of the panels (at zi ), integration along the segments will result in a pole at the point c = z.
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Such a pole should be avoided, since integrals are not proper anymore. Therefore the path of integration is
splitted in a principal value integration along the real axis of the contour and a half of the residual term in the
singularity point [32, 52]. In these terms, the calculation of the fourth term is straight forward, but the third
term has to be rewritten into [30, 43]

PV
∫ ∞

0

e−i k(z−c)

ν−k
dk = e−iν(z−c) · (−E1[iν(z − c)]− iδπ

)
(C.17)

Where E1() is the exponential integral as defined by Abramowitz and Stegun [28]. The value for δ is depending
on the integral path, defined for the argument of the exponential integral [33, 43]:

δ=
{

1, for ImI
(−iν(z − c)

)< 0

−1, for ImI
(−iν(z − c)

)≥ 0
(C.18)

Figure C.3: Definition of the surface source element and its reflected element (based on [30]).

All of the terms in the Green’s function are defined, where two imaginary units i and j are used to refer to the
space-complex (unit i ) or time-complex parts (unit j ).

The given Green’s function will be implemented in the definition of the velocity potential of Equation
C.15. The integration over the submerged panels will result in:

φ(z) =
N∑

j=1
Q j · ReI

{
1

2π
·
[

e−iα j · ((zi − c j+1)− (zi − c j+1) · log(zi − c j+1)− (zi − c j )+ (zi − c j ) · log(zi − c j )
)

−e iα j · ((zi − c j+1)− (zi − c j+1) · log(zi − c j+1)− (zi − c j )+ (zi − c j ) · log(zi − c j )
)

+2 · −i e iα j

ν
·
(

log(zi − c j )− log(zi − c j+1)+PV
∫ ∞

0

e−i k(zi−c− j+1)

ν−k
dk −PV

∫ ∞

0

e−i k(zi−c− j )

ν−k
dk

)]

− j · −i e−iα j

ν
·
(
e−iν(zi−c j+1) −e−iν(zi−c j )

)}
= CU(i,j) (C.19)

With the definition of the velocity potential (of Equation C.19), there is still one boundary condition that is
not satisfied yet. The kinematic boundary condition on the surface of the body will be satisfied by the source
distribution over the surface. This kinematic boundary condition is a tool to determine this unknown source
density over the elements.

Substitution of the time-dependent velocity potential into the kinematic boundary condition results in
Equation C.20. The right-hand side of this equation shows the real part with respect to complex unit i, which
refers to the complex analysis in space. The complex unit j in this equation refers to the time-complex char-
acter of the oscillation.

~n ·∇Φ= ReI

{
N∑

j=1
Q j (~n ·∇)

∫
C j

G(z,c)dC ·e− jωt

}
= vn (C.20)

where vn is the component of the forced velocity of the cylinder in normal direction. The definition of vn

is depending on the motion (with normal vector ~n) and on the definition of the forced oscillatory motion.
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The oscillatory motion applied by Frank and the corresponding velocity component vn is given in Table C.1,
where a complex notation4 is added in the third column.

Real method of analysis Complex method of analysis

forced oscillatory
motion

Θ(m) = A(m) ·cos(ωt )

= ReJ

{
A(m) ·e− jωt

} Θ(m) = A(m) ·e− jωt

component of the
forced velocity of
the cylinder in
normal direction

v (m)
n =−A(m) ·ω · sin(ωt ) ·n(m)

i

= ReJ

{
− j · A(m) ·ω ·e− jωt

}
·n(m)

i

v (m)
n =− j · A(m) ·ω ·e− jωt ·n(m)

i

Table C.1: Forced oscillation and forced velocity components in two different methods of analysis.

where the velocities are based on the directional cosines [26]:

n(m)
i =


−sin(αi ), for sway (m = 2)

cos(αi ), for heave (m = 3)(
yi − y0

) · sin(αi )+xi ·cos(αi ), for roll (m = 4)

(C.21)

Since the boundary conditions are applicable to both the time-depending and time-independing velocity
potential, the kinematic boundary condition can be simplified by omitting e− jωt . Equation C.20 reduces
into[66]:

ReI

{
N∑

j=1
Q j (~n ·∇)

∫
C j

G(z,c)dC

}
=− j · A(m) ·ω ·n(m)

i (C.22)

The left hand side of Equation C.22 is the combination of the unknown Q j and the influence matrix, which is
given in Equation C.23.

ReI

{
(~n ·∇)

∫
C j

G(z,c)dC

}
= 1

2π
·ReI

{
i e i

(
αi−α j

)
· (log(zi − c j+1)− log(zi − c j )

)
−− i e i

(
αi+α j

)
· (log(zi − c j+1)− log(zi − c j )

)
+2 · i e i

(
αi+α j

)
·
(

PV
∫ ∞

0

e−i k(zi−c j+1)

ν−k
dk −PV

∫ ∞

0

e−i k(zi−c j )

ν−k
dk

)}
− j ·ReI

{
i e i

(
αi+α j

)
·
(
e−iν(zi−c j+1) −e−iν(zi−c j )

)}
= CB(i,j) (C.23)

In the numerical analysis of Frank’s Close Fit Method the position coordinates z and c are defined over the
panels. Since the Green’s function determines the influence between these points, the variable z is defined
on the i-th panel and c is defined on the j-th panel. These indices are different from the previous mentioned
imaginary units and are always represented in the equations and figures as subscript. The index i is used for
variables defining the panel which is influenced by panel j. As an example, the source strengths are always
inducing flow, so they always have the index j. Since Equation C.23 consist of both indices, this equation
defines the influence of each pulsating source on an element and is therefore a square matrix in the numerical
model. This matrix is called A, where the right-hand side of Equation C.22 is given in the columnvector B. The
complex source strengths Q j are found by the matrix equation:

[A]
{
Q

}= {B} ⇒ {
Q

}= [A]\{B} (C.24)

4In the complex method of analysis, all the parts of the potential, velocity and influence coefficients stay complex. When the potential is
solved, the real parts are used to transform from a complex method into real method of analysis.
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where

{
Q

}= [
Q1 Q2 . . . QN

]
and {B} =


− j · A(m) ·ω ·n(m)

1
− j · A(m) ·ω ·n(m)

2
...

− j · A(m) ·ω ·n(m)
N

 (C.25)

The Equations C.19 and C.23 are calculated for a symmetric and asymmetric body. In the case of a symmetric
body, less calculations have to be carried out to get the same results. Calculations of the coefficients of half of
the body have to be done and a transformation into the left (’image’) part of the body, is enough to get valid
results. An example of this transformation is given in Appendix D, Section D.6.

The calculated values of Q j (of Equation C.25) can be substituted into the velocity potential, which is of
importance for the pressure calculation. Pressure can be defined on each element of the submerged contour
of the body by the linearised Bernoulli equation [26]:

p(m)(zi ,ω) =−ρ · ∂Φ
(m)(zi ,ω)

∂t

=−ρ ·ReJ

{
N∑

j=1
Q j ·

(
1

2π
ReI

∫
C j

[
log(z − c)− log(z − c)+2PV

∫ ∞

0

e−iν(z−c)

ν−k
dk

]
dC

− j ·ReI

∫
C j

e−iν(z−c)dC

)
·− jω ·e− jωt

}

=−ρ ·ReJ

{
N∑

j=1
Q j ·

(
1

2π

(− jω
)

ReI

∫
C j

[
log(z − c)− log(z − c)+2PV

∫ ∞

0

e−iν(z−c)

ν−k
dk

]
dC

−ω ·ReI

∫
C j

e−iν(z−c)dC

)
e− jωt

}

=+ρ ·ω ·ReJ

{
N∑

j=1
Q j ·

(
1

2π

(
j
)

ReI

∫
C j

[
log(z − c)− log(z − c)+2PV

∫ ∞

0

e−iν(z−c)

ν−k
dk

]
dC

+ReI

∫
C j

e−iν(z−c)dC

)
e− jωt

}
(C.26)

which is the definition of the time-dependent force located at the midpoint of the elements. The blue parts
of the pressure definition refer to the time-dependency, which is important in the definition of the hydrody-
namic coefficients in Equation C.28. The integration of this pressure over the segments, will result in the total
force on the submerged body (F (m)

R ). This force is calculated according to [37]:

F (m)
R (ω) =−

∫
Co

p(m)(zi ,ω) ·~n ·dC

=−
N∑

i=1
p(m)

i (zi ,ω) ·n(m)
i · |si | (C.27)

The added mass and fluid damping are defined according to the force and applied oscillation [43]. The real
components in the time-complex pressure definition are collected, as well as the imaginary components
where the resulting values are transformed into:

F (m)
R (ω) =−a(m) · Ṡ(m) −b(m) · S̈(m)

=a(m) ·ω2 · A(m) ·e− jωt +b(m) · j ·ω · A(m) ·e− jωt (C.28)

where the first term is in phase with the velocity of the oscillating cylinder and the second term is related to
the acceleration (or displacement) of the cross-section.

So the added mass and fluid damping forces can be solved by the Equations C.26, C.27 and C.28:

a(m) = ρ ·ω
ω2 · A(m)

N∑
i=1

ReJ

{
N∑

j=1
Q j ·ReI

∫
C j

e−iν(z−c) ·~n ·n(m)
j ·dC

}

b(m) = ρ ·ω
ω · A(m)

N∑
i=1

ReJ

{
N∑

j=1
Q j · 1

2π
·ReI

∫
C j

[
log(z − c)− log(z − c)+2PV

∫ ∞

0

e−iν(z−c)

ν−k
dk

]
·n j ·dC

}
(C.29)
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Non-dimensional analysis
Since the hydrodynamic coefficients depend on the geometry characteristics and frequencies, the results will
be rewritten into non-dimensional variables to compare the results with experimental values. Experiments
with various cross-sections are carried out by Vugts, who introduced non-dimensional variables as given in
Table C.2. The results of Frank are shown by different non-dimensional variables. Frank’s non-dimensional
definitions are also stated in Table C.2. The last definitions of non-dimensional analysis are given by Van ’t
Veer in his FORTRAN routine called ASAP (A Seakeeping Analysis Program). Small differences between the
definition of this non-dimensional results have to been obtained during validation and verification of the FCF
model.

Unit
Mode of

motion
Vugts [69] Frank [26] Van ’t Veer [66]

m = 2
ω2T

g

m = 3
ω2B

2 · gFrequency ω

m = 4

ω ·
√

B

2 · g

not defined

ω2 B

2 · g

m = 2
a(2)

ρωSs

m = 3

a(m)

ρSs a(3)

ρωSs

a(m)

ρSs

Added mass a

m = 4
a(4)

ρSs B 2 not defined
a(4)

ρSs B 2

m = 2
b(2)

ρωSs

m = 3
b(m)

ρSs
·
√

B

2 · g
b(3)

ρωSs

b(m)

ρSs
ω

Damping b

m = 4
b(4)

ρSs B 2 ·
√

B

2 · g
not defined

b(4)

ρSs B 2 ·ω

m = 2
Fw a

ρgν ·Ss
not scaled not scaled

m = 3
Fw a

ρg B not scaled not scaledWave force

amplitude
Fw a

m = 4
12 ·Fw a

ρgν ·B 3 not defined not scaled

Table C.2: Non-dimensional definitions of Vugts [69], Frank [26] and Van ’t Veer [66] for circular and rectan-
gular cross sections.
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C.4. Results
The solving method is modelled in Matlab, where two different geometries are tested:

• Circular cross-section

• Rectangular cross-section

Both of these cross-sections are experimentally tested by Vugts [69] and numerically solved by Frank [26].
Both non-dimensionalized the results in a different manner. These non-dimensional definitions are given in
Table C.2.

The results of the Frank Close Fit method are plotted in Figure C.4a until C.4d, together with the exper-
imental values found by Vugts [68] and the numerical values found by Liu [46]. In Figures C.5a until C.5d
three width over depth ratio’s are plotted, since Vugts tested these cross-sections as well. All of the values are
non-dimensionalised by the definitions of Vugts [68].

(a) Added mass of swaying cylinder. (b) Added mass of heaving cylinder.

(c) Fluid damping of swaying cylinder. (d) Fluid damping of heaving cylinder.

Figure C.4: Hydrodynamic coefficients of floating cylinder compared with analytical values found by Liu et
al. [46] and experimental values obtained by Vugts [68].

The Frank Close Fit method is also able to calculate the hydrodynamic coefficients for fully submerged cross
section [26]. Frank only verified the results of a circular cylinder in heave at an axis of submersion of 1.25R.
The results of this configuration are shown in Figure C.6b. Added mass and fluid damping are in this case
non-dimensionalised as shown in the figure. These non-dimensionalised values are resulting from Equation
C.28, where M (3) and N (3) are related to the total force:

F (3)(ω) =−M (3) ·e− jωt −N (3) · j ·e− jωt (C.30)

The non-dimensional values should be transformed into non-dimensional coefficients, depending on fre-
quency, fluid density, amplitude of oscillation and cross-sectional area. Since the cross-section is the sub-
merged cross-section, the non-dimensional coefficient differs from the coefficient given in Table C.2. The
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(a) Added mass for swaying barge. (b) Added mass for heaving barge.

(c) Fluid damping coefficient for swaying barge. (d) Fluid damping coefficient for heaving barge.

Figure C.5: Hydrodynamic coefficients of floating barge compared with experimental values obtained by
Vugts [68].

transformation of the added mass and fluid damping forces into coefficients is similar to Equation C.29:

a(3) = M (3)

ω2 · A(3)
, b(3) = N (3)

ω · A(3)
(C.31)

The results of Figure C.6b are non-dimensionalised as:

a(3)′ = a(3)

ρ ·Ss
, b(3)′ = b(3)

ρ ·Ss ·ω
(C.32)

This non-dimensional coefficients from Equation C.31 and C.32 are given in Figure C.6b for added mass and
fluid damping in heave. For smaller depths of submergence (R/d < 1.25 as shown in Figure C.6a) no verified
data is found, and for very small depths physical incorrect results are found. For R/d = 1.0 and R/d = 1.1
negative values for added mass and fluid damping are found. Possible explanations for these negative coeffi-
cients are given as:

• The free surface is non-linear and therefore the assumption of a linearised free surface boundary con-
dition is not valid anymore.

• The water above the submerged cylinder behaves similar to waves travelling in waters of small depth.
Therefore the wavenumber changes since the dispersion relation is given as ω2 = gν tanh(νd) for wa-
ters with small depth [34]. For very small depths, the waves generated will break which is still poorly
understood in coastal engineering [34]. These effects are both not included in the FCFM, since they are
(directly or indirectly) depending on the waterdepth above the submerged cylinder.

Larger depths of submersion are shown in Figure C.7 for cylinders in heave and sway motion. Remarkable is
the similarity between the added mass and fluid damping behaviour of sway and heave motion. This implies
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that hydrodynamic coefficient of a submerged cylinder at d/R = 1.5 are both influenced by the free surface
for the same amount.

(a) Geometry of submerged cylinder (b) Hydrodynamic coefficients of submerged cylinder

Figure C.6: Geometry (C.6a) and hydrodynamic coefficients (C.6b) for heave of a submerged cylinder (d/R =
1.25) compared with first order theory results obtained by Ogilvie [26].

(a) Added mass of swaying cylinder. (b) Added mass of heaving cylinder.

(c) Fluid damping of swaying cylinder. (d) Fluid damping of heaving cylinder.

Figure C.7: Hydrodynamic coefficients of a submerged cylinder at d/R = 1.5 compared with analytical values
found by Liu et al. [46].
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C.5. Validation and verification
The results of the Frank Close Fit method are validated with experiments of Vugts [68]. These experimental
values are shown in the Figures C.4 and C.5 and povide significant agreement with the numerical values of
the FCFM. The differences between the fluid damping coefficients in the Frank Close Fit method and the
experimental values are also visible in graphs made by Vugts [68].

The numerical model is partly based on the FORTRAN code ASAP [67], which is a program to predict
the seakeeping behaviour of a catamaran. The code includes the Frank Close Fit method to calculate hydro-
dynamic coefficients for the cross-sections along the longitudinal axis of the catamaran [66]. For example
Figure C.8 shows the same deviations between the results of ASAP and the experimental values(of Vugts) for
a swaying cylinder. The ASAP program is also validated with the experiments of Vugts (as shown in Figure C.8
[66]) and shows the same deviation between the numerical code and the experiments as in Figure C.4.

Figure C.8: ASAP Results and Vugts’ experiments for Added Mass and Fluid Damping coefficient of swaying
cylinder section [66].

In his report, Frank states that for very low and very large frequencies, the velocity potential differs somewhat
from Equation C.19 [26]. In the low frequency range, the free-surface boundary condition should change into
a wall equation. As a result of this altered boundary condition the Green’s function (G0) is of the form [26]:

G0(z,ζ) = 1

2π

[
log(z −ζ)+K0 log(z −ζ)

]
(C.33)

The attentive readers will note a change of sign between the two first parts of the Green’s function in com-
parison with Equation C.16, where also the last two terms are left out. This is due to the fact that for very
low frequencies (where ω→ 0) the free-surface boundary condition changed into a wall-condition. Since the
velocity potential is found by integrating this Green’s function multiplied with the source strength of the seg-
ment over the submerged contour, the factor K0 won’t contribute to the velocity in some specific conditions:

• For submerged contours, the influence of the directional cosine n(m) counterbalanced the addition of
K0 since the contour is closed. Therefore the contribution of K0 vanishes [26].

• For even modes, the normal cosines of the left and right panels are related by n−i = −ni . This means
that the contribution of K0 vanishes along the submerged contour, which also holds for roll-motions
(which are not considered in this research project).

These two exceptions do not hold for a parlty submerged cross-sections in heave-motions, where a the terms
[26]: ∫

C0

Ko ·n(3) 6= 0 (C.34)

The value of constant K0 is undefined, but the value can be estimated by taking the limit of nu → 0 of Equation
C.16.
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For large frequencies, the free-surface changes into an ’impulsive’ surface condition. In the Green’s func-
tion (Equation C.16) the last two terms are replaced by a constant K∞, which is undefined. Since the Green’s
function for z →∞ and therefore G∞ → 0, we can state that K∞ = 0 [26]. This problem for the large frequen-
cies does not raise any problem for the FCFM as defined in this appendix. The change in velocity potential
for the lower limit is not included in the numerical method yet. Probably the deviations at the boundaries of
the frequency range, could probably be solved by adding this special conditions for the Green’s functions in
the specific region.

(a) Added mass (b) Fluid damping

Figure C.9: Hydrodynamic added mass and fluid damping of a submerged circular cylinder at different sub-
mersion depths, where d is the submersion depth and R the tube’s radius [49].

The numerical model of the Frank Close Fit method is verified for fully submerged cylinders for d/R ≥ 1.25,
as shown in Figure C.6. The values found by the Frank Close Fit Method (FCFM) are compared to the first
order results of Ogilvie (as given by Frank) [26] for a cylinder submerged at 1.25 ·R. For a cylinder that is
submerged at d/R ≥ 1.5, the values can be verified by the analytical calculation obtained by Liu et al. [46].
Results of this submerged cylinder are shown in Figure C.7. The analytical calculation of Liu et al. are based on
the multipole expansion method as first introduced by Ursell [63]. Ursell’s method provides a mathematical
solution for oscillating cross-sections that can be mapped from a circle [43]. Ursell obtained solutions for
cylinders oscillating in on the free surface [63] and for submerged cross sections [64]. The main reason to
use the results of Liu [46] is that the analytical solution requires a lot of mathematics, which is not yet fully
understood.

The results of d/R = 1.05 show a negative added mass for a specific frequency range. This effect is also
obtained in the past by McIver and Evans (1983) [49]. They claim that free-surface effects are causing a neg-
ative added mass. When ratio between the submersion depth and the cylinders radius is sufficiently small,
a certain range of frequency shows this effect. The effects are also recognised in experiments carried out for
squared and circular cross-sections. The cause of this effect should be found by energy equilibrium between
kinetic and potential energy. For a deeply submerged cylinders, the effect of the potential energy is negligible
and the added mass can be obtained as a mass of fluid that is accelerated by the motion of the body. For
small depths of submergence, the mean potential energy can exceed the mean kinetic energy. As a result of
this energy balance, a standing wave is formed above the cross-section [49].
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C.6. Conclusions
This Appendix discusses the Frank close-fit method which is a strong tool to calculate hydrodynamic coeffi-
cient. The added mass and fluid damping coefficient are defined by for a floating of fully submerged body.
The bodies boundary is covered with panels of a constant source strength distribution. On this boundary, the
strength of these sources is solved by the kinematic boundary condition. Finally the source strengths will be
implemented in the velocity potential for each panel and the radiation pressure is found for every pressure.

Results are obtained for a floating cylinder and barges of different width/depth-ratios. The numerical
results show a good resemblance with experimental values found by Vugts [69]. The fully submerged cylinders
are verified with analytical values of Ogilvie [27] and Liu [46]. For both analytical sets of solutions, conformity
is found with the numerical values. Overall, these results indicate that the numerical implementation of the
Frank Close-Fit method corresponds to the linear potential solution of the radiation coefficients.

Implementation of the FCFM method into Matlab and tips to deal with mathematical challenges are at-
tached in Appendix D.



D
Description of FCF numerical model

This appendix is the description of the Matlab model to calculate the hydrodynamic coefficients a(m) and
b(m). These coefficients are derived with the Frank Close Fit (FCF) method as described in Appendix C. The
order in this appendix differs from Appendix C, since the order is based on calculations in the Matlab model.

D.1. Constants and geometrical characteristics
Two constants are used in the Matlab program:

• fluid density; ρ = 1025 kg/m3

• gravitational acceleration; g = 9.81m/s2

Furthermore the geometry is described by several variables and parameters, this principal data is given for a
cylinder and barge in Table D.1.

Dimension Variable Cylinder Barge
(Bilge)radius R 1 m 2.5 mm
Draft T 1 m 1, 0.5 & 0.25 m
Width B 2 m 2 m
Submersion depth d 0 m 1 m
Cross-sectional area Ss 0.5 ·π ·R2 abs(B ·T )

Table D.1: Principal data of tested cylinder and barge

In the numerical model hydrodynamic coefficients are calculated in the frequency-domain. Since the fre-
quency will be non-dimensionalised as mentioned in Section C.3, the frequency range will be defined by
non-dimensional boundaries based on Vugts. Three parameters are important in this frequency range:

% Input parameters | Frequency
Nf = 40; % [-] Number of frequencies
Nstart = 0.1; % [-] Start point of non-dimensional frequency range
Nend = 2.0; % [-] End point of non-dimensional frequency range

Furthermore, the submerged contour should be descritised as well. The number of panels on the submerged
cross-section is given as ’NE’, where the number of points NP = NE +1. If the cross-section is symmetrical
about the vertical axis, only the right part of the subsection has to be given as input. The left part of the
contour is the image of the right part, where the variable ’IDSYM’ is used to define whether the cross-section
is symmetric. In Figure D.1 the values for IDSYM are shown with the input points to clarify the use of this
variable. In the script the variables are defined as:

41
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Figure D.1: Example of asymmetric and symmetrical bodies.

% Input parameters | Geometry
NE = 36; % [-] Number of (initial) elements = 36
NP = NE+1; % [-] Number of points (corners of elements)
IDSYM = 1; % [-] IDSYM = 1 for symmetric body, IDSYM = 0 for asymmetric body

The last variable in this section is the amplitude of the forced oscillation. The amplitude should not influence
the motion, as mentioned by Vugts [69]. The amplitude of the oscillation is given as:

% Input variables | Oscillatory motion
Am = 0.01; % [m] Amplitude of oscillatory motion

D.2. Mapping of geometry
The geometry is described by a number of points (NP) that define NE straight-line panels. This geometry
description could be given by an input file, or could be defined by the script itself. For a floating cylinder the
geometry description could be given for the ’asymmetrical’ (IDSYM = 0) or a ’symmetrical’ (IDSYM = 1) case.

if IDSYM == 0
Ac = 0.5*pi*R^2; % [m^2] cross-sectional area

dtheta = pi/NE; % [rad] Distribution parameter of panels
theta = -pi:dtheta:0; % [rad] Angular position of each point
a = R*cos(theta); % [m] x-coordinate of each point
b = d+R*sin(theta); % [m] y-coordinate of each point
clear theta dtheta

NE2 = NE; % [-] Number of elements to calculate
NDEPTH = (NE/2) + 1; % [-] Element with highest depth

elseif IDSYM == 1
Ac = 0.5*pi*R^2; % [m^2] cross-sectional area

dtheta = 0.5*pi/NE; % [rad] Distribution parameter of panels
theta = -pi/2:dtheta:0; % [rad] Angular position of each point
a = R*cos(theta); % [m] x-coordinate of each point
b = d+R*sin(theta); % [m] y-coordinate of each point
clear theta dtheta

% Define elements in the image plane (3rd quadrant)
for i = 1:1:NP % Extra parameter to define panels in 3rd quadrant

ai(i) = a(i);
bi(i) = b(i);

end
for i = 1:1:NP % Change direction of panelling

a(i) = -ai(NP+1-i);
b(i) = bi(NP+1-i);

end
for i = NP+1:1:NP*2-1 % Translate panels into 4th quadrant

a(i) = -a(2*NP-i);
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b(i) = b(2*NP-i);
end
clear ai bi

NDEPTH = NP; % [-] Element with highest depth
NP = 2*NP-1; % [-] Number of total points
NE = NP - 1; % [-] Number of total elements
NE2 = NE/2; % [-] Number of elements to calculate

end

In the previous code, two remarks have to been made. Firstly, the panels on the image area are described
(see previous code) and are used in the further calculations as input as well. Secondly, two new variables
are introduced in this part of the code: NE2 and NDEPTH. NE2 is used to reduce calculation time, since the
image elements are coupled to the initial elements as given in Table D.2. NDEPTH is referring to the point
with the maximum depth.

Figure D.2: Geometry characteristics for image segments.

The angle of each element with the horizontal, the midpoint coordinates xi and yi and the length of each
segment are calculated according to the Equations C.9 until C.12 given in Appendix C.

This geometry description with the input variables of Table D.1 with IDSYM = 1 results in a cross-section as
shown in Figure D.3.

Figure D.3: Panels and their midpoints for a circular cylinder with N E = 18.

The final calculation is for the directional cosine, which is given in equation C.21 and is implemented in
Matlab for the ith-panel:
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% Calculate the directional cosines
DIRCOS(2,i) = sin(alpha(i)); % directional cosine for sway
DIRCOS(3,i) = -cos(alpha(i)); % directional cosine for heave

D.3. Irregular frequencies
The resulting plots of Frank [26] and Van ’t Veer [66] show some irregular frequencies. These irregular fre-
quencies occur for surface piercing cross-sections, where the irregular frequency is the eigenfrequency of the
interior wave problem. This interior wave problem is physically not interacting with the velocity potential of
the fluid [74].

The values for irregular frequencies are known for rectangular cross-sections, but for any other arbitrary
shape, the irregular frequencies have to found by a set of equations where the irregular frequency is given by
ωm [74]:

ωm = {
g ·k ·coth(k ·he )

}1/2 (D.1)

where
k = m ·π

Be
, for m = 1,2, ... (D.2)

The equivalent beam and draft are defined by:

Be = (Cs )αe ·B and he = Ss

Be
(D.3)

where Cs = Ss /Bh, Ss is the cross sectional area, B is the beam at the waterline and h is the draft at the
midpoint of the beam. The value for αe is given by an empirical formulae: αe = {1+ ln(m)}/8. The value
of m defines the m-th irregular frequency, where a value of 3 irregular frequencies is sufficient for a non-
dimensional frequency range between 0.1 and 2.0.
In Matlab these equations are implemented in a function irregular(Ac,W,T,m):

function [OMEGAM] = irregular(Ac,W,T,m)
% irregular: Summary of this function goes here
% Calculation method presented by X-J. WU in CADMO 86
% "A two-dimensional Source-Dipole Method for Seakeeping
% Analysis of Ships and Offshore Structures"

g = 9.81;

% Start execution
for i = 1:1:m
% Calculate the emperical correction coefficient, alpha
ALPHA = 0.125*(1 + log(i));

% Calculate the equivalent Beam (BEQUIV) and Draft (HEQUIV)
% using the cross sectional area CS
CS = Ac / (W*abs(T));

BEQUIV = W * (CS)^ALPHA;
HEQUIV = Ac / BEQUIV;

% Calculate the wave number with the equivalent Beam value
KEQUIV = i * pi / BEQUIV;

% Calculate the M-the irregular frequency
OMEGAM(i) = sqrt(g * KEQUIV * cosh(KEQUIV * HEQUIV)/sinh(KEQUIV * HEQUIV));
OMEGAM(i) = sqrt((g*i*pi()/W) * cosh(i*pi()*abs(T)/W)/sinh(i*pi*abs(T)/W));

end

clear ALPHA CS BEQUIV HEQUIV
end
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D.4. Non-frequency parts of influence and potential coefficients
The equations for the kinematic boundary condition and the velocity potential have both a part that is inde-
pendent of the frequency and a part that is depending on the frequency.

In the Matlab function DEPTHS(NE,NE2,x,y,a,b,alpha) the frequency-independent components of
the kinematic boundary condition and the velocity potential are calculated.

In this function, the components of both equation are calculated parallel to eachother. The script is con-
structed according to the following guidelines:

1. Start loop over index i, from 1 up to NE2.

2. Set initial index j; j = 1

3. Calculate complex variables for lower limit; zi − c j and zi − c j .

4. Calculate logarithmic functions for lower limits.

5. Start loop over index j, from 2 up to NE.

6. Calculate complex variables for upper limit; zi − c j+1 and zi − c j+1.

7. Calculate logarithmic functions for upper limits.

8. Calculate (global) equation components.

9. Update lower limits with upper limits.

10. Go to the next j.

11. Go to the next i.

According to the guidelines the components of CB (kinematic boundary condition) and CU (velocity poten-
tial) are calculated. These components and their definition of Appendix C and in Matlab, are given in Table
D.2 for CB and in Table D.3 for CU.

Matlab
name

Formulation
(From equation C.23)

Definition Matlab model

CBM1J zi − c j = (xi −a j )+ i · (yi −b j ) CBM1J = complex(x(i)-a(j),y(i)-b(j))

CBM1J1 zi − c j+1 = (xi −a j+1)+ i · (yi −b j+1) CBM1J1 = complex(x(i)-a(j+1),y(i)-b(j+1));

CBM2J zi − c j = (xi −a j )+ i · (yi +b j ) CBM2J = complex(x(i)-a(j),y(i)+b(j))

CBM2J1 zi − c j+1 = (xi −a j+1)+ i · (yi +b j+1) CBM2J1 = complex(x(i)-a(j+1),y(i)+b(j+1));

CB1(i,j) i e i
(
αi−α j

)
=−sin

(
αi −α j

)+i ·cos
(
αi −α j

) SINIMJ = sin(alpha(i)-alpha(j));

COSIMJ = cos(alpha(i)-alpha(j));

CB1(i,j)= complex(-SINIMJ,COSIMJ);

CB2(i,j) i e i
(
αi−α j

)
· (log(zi − c j+1)− log(zi − c j )

) CB2U = log(CBM1J1);

CB2L = log(CBM1J);

CB2(i,j)= CB1(i,j)* (CB2U - CB2L);

CB3(i,j) i e i
(
αi+α j

)
=−sin

(
αi +α j

)+i ·cos
(
αi +α j

) CB3(i,j)= complex(-sin(alpha(i)+alpha(j)),...

cos(alpha(i)+alpha(j)));

CB4(i,j) log(zi − c j+1)− log(zi − c j )
CB4U = log(CBM2J1);

CB4L = log(CBM2J);

CB4(i,j)= CB4U - CB4L;

Table D.2: Non-frequency components of kinematic boundary condition (CB) in numerical model.

An important remark has to be made about the components CB2(i,j) and CU2(i,j), where the principal
branch could results in invalid results. For the first term in the kinematic boundary condition, the principal
branch is avoided by the following code:



46 D. Description of FCF numerical model

if i == j
CB2(i,j) = pi();

elseif ((sin(alpha(i)) < = 0) & ...
(sin(alpha(j)) > 0) & ...
(abs(b(j)) > abs(y(i))) & ...
(abs(y(i)) > = abs(b(j+1))) & ...
(i 6= j))

CB2(i,j) = CB2(i,j) - 2*pi()*imag(CB1(i,j)); % avoid branch point
end

For the influence of the corner points on the element itself, the following integral is solved, since i e i
(
α j −α j

)
=

i ·1 [26, 66]:

CB1
i = j= ReI

{−i · (log(z j − c j )− log(z j − c j+1)
)}

i = j= arg(z j − c j )−arg(z j − c j+1)

i = j= (
π+α j

)−α j =π (D.4)

This relation should be checked, since the definition of an argument of a complex argument is: arg(z) =
Arg(z)+ 2nπ, where n is any integer and −π < Arg(z) ≤ π. The first condition deals with the boundaries of
Arg(z), where the result is forced to be π.

In equation D.4 this definition of the argument is important in the imaginary part of the logarithm. When
a logarithm of a complex number should be calculated, the logarithm could be separated into a real and an
imaginary part [59]:

log(z) = log‖z|+ i ·arg(z) = log |z|+ i · (Arg(z)+2nπ
)

where n =±1,±2, ... (D.5)

This equation shows that the complex logarithmic function is a multi-valued function. This means that the
same input could give different results, which are called a different ’branch’ of the same function [32]. To
avoid these branches, an artificial barrier is introduced that cannot be crossed. This barrier is called a ’branch
cut’, which is placed along the negative y-axis in this case [59]. A branch cut results in a jump in the results
over this artificial barrier. The conversion of a multi-valued (natural) logarithm into a single-valued logarithm
is showed in figure D.4.

Figure D.4: Example of a multi-valued logarithm with multiple branches and a single-valued logarithm with
a principal branch along the negative x-axis [71].

The first condition is added to the script to avoid the branch cut along the negative y-axis. Since the branch-
cut only influences the imaginary part of the complex logarithmic function, the correction of i 2π is multiplied
with the imaginary part of CB1.

The second component of the potential function has to deal with the same issues. In this case the branch
cut is avoided by the same condition, but a variable HELP is introduced to correct the value of CU2(i,j).
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if ((sin(alpha(i)) < = 0) & ...
(sin(alpha(j)) > 0) & ...
(abs(b(j)) > abs(y(i))) & ...
(abs(y(i)) > = abs(b(j+1))) & ...
(i 6= j))

CHELP = real(pi()*complex(sin(alpha(j)),cos(alpha(j)))*(CBM1J + CBM1J1));
CU2(i,j) = CU2(i,j) - CHELP;

end

Matlab
name

Formulation
(From equation C.19)

Definition Matlab model

CU1 e−iα j = cos
(
α j

)− i · sin
(
α j

)
CU1 = complex(cos(alpha(j)),-sin(alpha(j)));

CU2(i,j)
e−iα j ·((zi − c j+1)− (zi − c j+1) · log(zi − c j+1)

−(zi − c j )+ (zi − c j ) · log(zi − c j )
) CU2U = CBM1J1*CB2U - CBM1J1;

CU2L = CU2L = CBM1J*CB2L - CBM1J;

CU2(i,j)= CU1 * (CU2L - CU2U);

CU4(i,j)
e iα j ·((zi − c j+1)− (zi − c j+1) · log(zi − c j+1)

−(zi − c j )+ (zi − c j ) · log(zi − c j )
) CU4U = CBM2J1*CB4U - CBM2J1;

CU4L = CBM2J*CB4L - CBM2J;

CU4(i,j)= conj(CU1)* (CU4L - CU4U);

Table D.3: Non-frequency components of velocity potential (CU) in numerical model.

D.5. Frequency parts of influence and potential coefficients
The frequency-dependent parts are calculated inside a loop over the frequency range, as defined in Section
D.1. For every frequency the frequency-dependent components of the kinemtic boundary condition and ve-
locity potential of Equation C.23 and C.19 are calculated. These components are given for CB (kinematic
boundary condition) in Table D.4 and for CU (velocity potential) in Table D.5. These components are cal-
culated in a Matlab function called FREQUENCY1(NE,NE2,x,y,a,b,alpha,v,CB2,CB3,CB4,CU2,CU4).
Some of the frequency-independent components of CB and CU (of Tables D.2 and D.3) are used in the calcu-
lations.

Matlab
name

Formulation
(From equation C.23)

Definition Matlab model

Z Z j =−iν · (zi − c j
)

Z = complex(v*imag(CBM2J),-v*real(CBM2J));

[CB6L,CB7L]
Function to calculate
principal value integral

[CB6L,CB7L] = PVint(Z);

Z Z j+1 =−iν · (zi − c j+1
)

Z = complex(v*imag(CBM2J1),-v*real(CBM2J1));

[CB6U,CB7U]
Function to calculate
principal value integral

[CB6U,CB7U] = PVint(Z);

CB6(i,j)

PV
∫ ∞

0

e−i k(zi−c j+1)

ν−k
dk

−PV
∫ ∞

0

e−i k(zi−c j )

ν−k
dk

CB6(i,j)= CB6U - CB6L;

CB7(i,j) i e i
(
αi+α j

)
·
(
e−iν(zi−c j+1) −e−iν(zi−c j )

)
CB7(i,j)= CB3(i,j)*(CB7U - CB7L);

Table D.4: Frequency-depending components of kinematic boundary condition (CB) in numerical model.
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The calculation of the Principal Value integral and the fourth terms of Equation C.19 and C.23 are executed by
the function PVint(Z). This function calculates the Principal Value integral and the exponent of the complex
function −iν

(
z − c

)= Z . The script of function PVint(Z) is given:

function [COF6,COF7] = PVint(Z)
%PVint Summary of this function goes here
% the PVint returns the principal value integral as defined by Abramowitz
% and Stegun and uses the matlab function expint()

% Detailed explanation goes here

% Constants
gamma = 0.5772156649;

% Calculate exponent 7
COF7 = exp(Z);

% Calculate the Exponential Integral (with epsilon .lt. 0.5d-6)
% Used in ASAP (and in table 5.6 Abramowitz & Stegun)
if (abs(real(Z)) ≥ 10) | (abs(imag(Z)) ≥ 10)

PVZ = (0.711093/(Z+0.415775))+(0.278518/(Z+2.29428))+(0.010389/(Z+6.2900));
E1Z = PVZ/exp(Z);

% Calculate coefficient 6
if imag(Z) < 0

COF6 = COF7*(complex(0,-pi)-E1Z);
else

COF6 = COF7*(complex(0,+pi)-E1Z);
end

else
% Calculate the Exponential Integral (Matlab function)
E1Z = expint(Z);

end

% Calculate coefficient 6
if imag(Z) < 0

% COF6 = COF7*(complex(gamma,+pi)+log(Z) - E1Z);
COF6 = COF7*(complex(0,+pi) - E1Z);

else
% COF6 = COF7*(complex(gamma,-pi)+log(Z) - E1Z);

COF6 = COF7*(complex(0,-pi) - E1Z);
end

end

Where the ’if-statement’ gives an exception to the given solution of the Principal Value integral of Equation
C.17. This numerical method is an approximation for the function ez E1(z) for large arguments of z and is
given in the tables of Abramowitz and Stegun [28, 67]. The calculation of coefficient 6 includes the value of δ,
which is defined in the Equations C.17 and C.18.
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Matlab
name

Formulation
(From equation C.19)

Definition Matlab model

CHELP
−i e iα j

ν

CHELP = complex(sin(alpha(j)), ...

-cos(alpha(j)))/v;

CU5(i,j)

−i e iα j

ν
· (log(zi − c j )− log(zi − c j+1)

+PV
∫ ∞

0

e−i k(zi−c j+1)

ν−k
dk

−PV
∫ ∞

0

e−i k(zi−c j )

ν−k
dk

) CU5(i,j)= CHELP * (CB6(i,j)- CB4(i,j));

CU6(i,j) −i e−iα j

ν
·
(
e−iν(zi−c j+1) −e−iν(zi−c j )

)
CU6(i,j)= CHELP * (CB7U - CB7L);

Table D.5: Frequency-depending components of velocity potential (CU) in numerical model.

D.6. Assembling influence and potential matrices
Due to symmetry, only one half of the submerged body is calculated for the non-frequency and frequency
dependency components. For an asymmetric body, the total matrix will be calculated. To complete the ma-
trix components of CB and CU for symmetric bodies, the image components are calculated in the reverse
direction:

Non-frequency dependent components

if NE 6= NE2
for i = NE:-1:(NE2+1)

for j = NE:-1:1
CB1(i,j) = ...

-conj(CB1(NE-i+1,NE-j+1));
CB2(i,j) = ...

conj(CB2(NE-i+1,NE-j+1));
CB3(i,j) = ...

-conj(CB3(NE-i+1,NE-j+1));
CB4(i,j) = ...

-conj(CB4(NE-i+1,NE-j+1));
CU2(i,j) = ...

conj(CU2(NE-i+1,NE-j+1));
CU4(i,j) = ...

conj(CU4(NE-i+1,NE-j+1));
end

end
end

Frequency dependent components

if NE 6= NE2
for i = 1:1:NE2

for j = 1:1:NE
CB6(NE-i+1,NE-j+1) = CB6(i,j);
CB7(NE-i+1,NE-j+1) = CB7(i,j);
CU5(NE-i+1,NE-j+1) = CU5(i,j);
CU6(NE-i+1,NE-j+1) = CU6(i,j);

end
end

end
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Now all the components of CB and CU are calculated and their matrices are completed with the image seg-
ments, the total matrices will be composed. In the composition of the matrices CB and CU, still the upper
part of the matrix1 is calculated (for symmetric bodies) to make sure that the matrix is symmetric.

for i = 1:1:NE2
for j = 1:1:NE

% Build global coefficient
CB(i,j) = complex(real(CB2(i,j) - CB3(i,j)*CB4(i,j) + 2*CB3(i,j)*CB6(i,j))/ ...

(2*pi), -real(CB7(i,j)));

% Build global coefficient
CU(i,j) = complex(real(CU2(i,j) - CU4(i,j) + 2*CU5(i,j))/(2*pi),-real(CU6(i,j)));

end
end

To compose the matrix A of Equation C.24, a new matrix is introduced to combine matrices based on the
mode of oscillation. In this case the even modes are sway (m = 2) and roll (m = 4), and the odd mode is heave
(with m = 3). For a symmetric submerged body, these matrices of the kinematic boundary condition and
velocity potential for both even and odd modes are defined as:

for i = 1:1:NE2
for j = 1:1:NE

INFBO(i,j) = CB(i,j);
INFUO(i,j) = CU(i,j);
INFBE(i,j) = CB(i,j);
INFUE(i,j) = CU(i,j);
INFBO(NE-i+1,NE-j+1) = CB(i,j);
INFUO(NE-i+1,NE-j+1) = CU(i,j);
INFBE(NE-i+1,NE-j+1) = CB(i,j);
INFUE(NE-i+1,NE-j+1) = CU(i,j);

end
end

D.7. Calculate source strengths
Now the matrices for each mode for the kinematic boundary condition are defined, the source strength will
be solved by the matrix multiplication of Equation C.24. The code is written separately for the modes sway
and heave, where matrix A is built and array B is composed as described in Equation C.25:

% Build A matrix
for m = 2:1:3

if m == 2 % for sway
for i = 1:1:NE

for j = 1:1:NE
A(i,j) = INFBE(i,j);

end
% Build b vector (radiation problem) and solve the problem
B(i) = complex(0,-Am*DIRCOS(2,i)*om); % - in time-convention of Frank

end
% [SNGULR,CV,DET,A] = decomp(NE,A,EPS);

SOURCE(m,:) = mldivide(A,B');

1The code for the image segments is still included in the code, to make sure that other calculations are able to be calculated as well. But
for the composition of the matrices CB and CU it was not necessary to include these components for the image part of the submerged
body.
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else % for heave
for i = 1:1:NE

for j = 1:1:NE
A(i,j) = INFBO(i,j);

end
% Build b vector (radiation problem) and solve the problem
B(i) = complex(0,-Am*DIRCOS(3,i)*om); % - in time-convention of Frank

end
% [SNGULR,CV,DET,A] = decomp(NE,A,EPS);

SOURCE(m,:) = mldivide(A,B'); % was - (zelf toegevoegd)
end

end

where SOURCE(m,:)= mldivide(A,B'); performs the matrix division in both modes of oscillation and
gives the source strengths Q j of the equations in Appendix C.

D.8. Calculate pressure distribution
The source strengths Q j are directly implemented in the pressure-calculation, which is given in Equation
C.26. For the pressure calculation a division is made in mode of oscillation, as mentioned in Section D.6. The
pressure is calculated in this part of the script:

% Calculate the complex pressure distribution for the radiation problem (PRSS)
% First, calculate the velocity potential

for m = 2:1:3
for i = 1:1:NE2

PRSS(m,i) = complex(0,0);
for j = 1:1:NE

if m == 3
PRSS(m,i) = PRSS(m,i) + SOURCE(m,j)*INFUO(i,j);

else
PRSS(m,i) = PRSS(m,i) + SOURCE(m,j)*INFUE(i,j);

end
end

% Calculate the pressure
PRESS(m,i) = complex(rho*om*imag(PRSS(m,i)),rho*om*real(PRSS(m,i)));

end
end
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D.9. Determine hydrodynamic coefficients
The pressure-distribution over the panels of the submerged body is the starting point of the hydrodynamic
coefficient calculation. In Appendix C these calculations are explained by the force, but this step is skipped in
the numerical model. As an addition to the theory, the cross-terms between different modes are introduced.
Since the model is only validated for sway (m = 2) and heave (m = 3), the applied oscillations are only in these
directions. The directions of the applied oscillations are denoted by index fm, where the index m denotes the
resulting mode of the body. In the Matlab model, the calculation of the hydrodynamic coefficients is therefore
given as:

% Calculate the Added Mass and Damping for heave
% Initialise Added Mass and Damping

for fm = 2:1:3
for m = 2:1:3

ADDM(fm,m) = 0;
DAMP(fm,m) = 0;
ADDMCOF(fm,m) = 0;
DAMPCOF(fm,m) = 0;

if (fm == 2 & m == 3)
ADDM(fm,m) = 0;
DAMP(fm,m) = 0;
ADDMCOF(fm,m) = 0;
DAMPCOF(fm,m) = 0;

elseif (fm == 3 & m 6= 3)
ADDM(fm,m) = 0;
DAMP(fm,m) = 0;
ADDMCOF(fm,m) = 0;
DAMPCOF(fm,m) = 0;

else
ADDM(fm,m) = 0;
DAMP(fm,m) = 0;
ADDMCOF(fm,m) = 0;
DAMPCOF(fm,m) = 0;
for i = 1:1:NE2

ADDM(fm,m) = ADDM(fm,m) - real(PRESS(m,i))*s(i)*DIRCOS(m,i);
DAMP(fm,m) = DAMP(fm,m) + imag(PRESS(m,i))*s(i)*DIRCOS(m,i);

end

if IDSYM == 1
ADDM(fm,m) = 2*ADDM(fm,m) / (Am*om*om);
DAMP(fm,m) = 2*DAMP(fm,m) / (Am*om);

else
ADDM(fm,m) = ADDM(fm,m) / (Am*om*om);
DAMP(fm,m) = DAMP(fm,m) / (Am*om);

end

SCALEA = rho*Ac; % scale for added mass (according to Vugts)
SCALEB = SCALEA*sqrt((2*g)/W); % scale for fluid damping (according to Vugts)

M(fm,m,o) = ADDM(fm,m); % [kg] Added mass
N(fm,m,o) = DAMP(fm,m); % [kg/s] Fluid damping

ADDMCOF(fm,m,o) = ADDM(fm,m)/SCALEA; % scaling of added mass coefficient
DAMPCOF(fm,m,o) = DAMP(fm,m)/SCALEB; % scaling of fluid damping coefficient

end
end

where the ADDMCOF(fm,m,o) is the added mass coefficient for mode m resulting from forced oscillation in
direction fm at a particular frequency denoted by index o. The same holds for the fluid damping coefficient,
denoted by DAMPCOF(fm,m,o).

Since the motions heave and sway are not coupled by symmetry, the values of a23 = a32 = 0 and b23 =
b32 = 0 [37].

Finally, the added mass and fluid damping coefficients will be non-dimensionalised by either Vugts, Frank
or Van ’t Veer. The results of this model are the non-dimensional results according to Vugts, which are given
in Table C.2.
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Bulging cylinder

This Appendix starts with the implementation of phase 1 (as defined in Appendix B. In Subsection E.2.1 previ-
ous research involving bulge WEC’s is compared, which will be concluded in Subsection E.2.2. In Subsection
E.2.3 the assumptions and boundary conditions of an advanced bulging WEC are constituted.

E.1. Simple distensible cylinder
The bulging cylinder in the most simple way is a pulsating cylinder with a prescribed bulging frequency ωb .
The cylinder is expanding and contracting over one period. This results in a time-depending radius1:

R(t ) =Rs (1+ε0 ·cos(ωb t ))

=Rs +Rs ·ε0 ·cos(ωb t )

=Re j

{
Rs +Rs ·ε0 ·e− jωb t

}
(E.1)

where ε0 is the maximum strain of the pulsating cylinder, which is expanding and contracting with frequency
ωb . Rs is the undeformed radius of the cylinder. To define the deformations of the tube in an earth-fixed
coordinate system, the coordinates of the FCFM are transformed according to Figure E.1.

Figure E.1: Coordinate transformation between FCFM (of Appendix C and D) and bulging motion in 3D (for
Appendix E and F)

To satisfy physics of the bulging cylinder, the kinematic boundary condition should be adapted for the simple
distensible cylinder. The kinematic boundary condition of Equation C.20 will be transformed (from Equation

1In Appendix B the time-depending radius and strain are given by a sin-function. Due to the methodology of Frank [26], the bulging
oscillation is transformed into a cos-function. Since the bulging oscillation is an assumption to model a bulge wave energy converter,
the phase-difference of 90 degrees is not that important.
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B.5) into [60]:

~n ·∇Φ= ReI

{
N∑

j=1
Q j (~n ·∇)

∫
C j

G(z,c)d s ·e− jωt

}
= ∂R

∂t

= Re j

{
∂

∂t

(
Rs +Rs ·ε0 ·e− jωb t

)}
= Re j

{
− j ·ωb ·Rs ·ε0 ·e− jωb t

}
(E.2)

which is adapted in the kinematic boundary condition, to find the source strengths. Since the bulging disten-
sible cylinder is not moving in either the sway or heave direction, but in the normal direction of each panel,
the value of n(B)

i = 1. The observed motion is the bulging motion, which result in the following adaptions to
the Matlab model:

• A bulge wave energy converter is operating beneath the free surface, where the heave and sway motion
are verified from a depth of d/R = 1.25 and lower and therefore a depth of d/Rs = 1.25 is chosen. This
results in a different geometry and therefore some adaptions in the geometry characteristics, like the
submerged area (Ss =π ·R2

s ) and the submersion depth (d =−1.25R).

• The radiation pressure is defined in a principal direction, so in x- or y-direction. In sway the pressure
in x-direction is multiplied by the directional cosines in x-directions and for heave the pressure and
directional cosines in the y-directions are multiplied. For both motions, the radiation pressure has over
one half of the contour a negative contribution. The vector combination of the surge- and heave motion
results in the normal vector to each single element along the contour. This is shown Figure E.2. Since
the directional cosines are the length of the normals for bulging, the pressures over all elements of the
contour contribute with the same sign. In reality, some panels counteract with each other and some
pressure contribution will vanish due to this special symmetry within the bulging motion. The pressure
contributions are therefore calculated for the heave (m = 3, in z-direction) and sway motion (m = 2, in
y-direction), where these two motions are combined in the same way as the directional cosines are
combined by vector analysis.

(a) Sway (b) Heave (c) Bulging

Figure E.2: Directional cosines for E.2a sway, E.2b heave and E.2c bulging.

The results of a simple distensible cylinder submerged at d/R = 1.25 are shown in Figure E.3. The lowest
graphs in this figure are representing the bulging modes, which are a combination of the sway and heave
motions.
The results of Figure E.3a and E.3b could not be validated or verified directly. The only way to check the results
is based on a graph given by Fathi, Lee and Newman [24]. This graph (see Figure E.4a) is based on a mode
shape of a ’surge-pressure’ mode, which can be interpreted as a bulging mode. Since this figure represents two
different modes, the values are related to the modal analysis (which will be described in Appendix F), but the
shape of the hydrodynamic coefficients shows analogy of with the results of the bulging motion. The bulging
motion as calculated by the adapted FCFM is plotted against the period of oscillation in Figure E.4b. Since
the geometry characteristics of the cylinder are not known as used by Fathi et al. [24], the magnitudes of the
motions are not directly comparable. The magnitudes of the dotted lines in Figure E.4b, which represent the
second bending mode coefficients, are a lot smaller than the magnitude of the first bulging mode (denoted
by a solid line). On the other hand, the ratio between the peak values of added mass and damping for the
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(a) Added mass coefficient (b) Fluid damping coefficient

Figure E.3: Hydrodynamic coefficients of a cylinder submerged at d/R = 1.25 for heave, sway and bulge.

individual mode shapes corresponds between both figures. Conclusions about the validity of the FCFM for
bulging in a modal analysis will be drawn in Appendix F, but the first comparison looks promising.

(a) Results Fathi et. al [24] (b) Results FCFM at d/R = 1.25.

Figure E.4: Hydrodynamic coefficients of a cylinder submerged at d/R = 1.25 for heave, sway and bulge.

A more direct verificiation method can be found in the work of Ursell and Dean [64]. In Ursells paper, Dean
states that a submerged cylinder that gives pulsations is one of the applications of the theory that Ursell
initiated. Short notes are given as an application of the analytical tool to calculate surface waves [64]. This
method is not easy to implement at the moment, so further investigation into this work is recommended to
verify the results of bulging cylinder in a more direct way.
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E.2. Fluid-filled bulging cylinder operating under waves
Due to the pressure differences resulting from incoming waves, the distensible material deforms locally.
These local deformations cause a bulge wave, driven by the pressure difference over the tube wall. The trav-
elling bulge is the driving source of energy, where the elestic energy in the wall will be converted into power
by either a Power Take-off (PTO) at the tube’s stern or by Electro Active Polymers (EAP) that are generating
power by the material itself [8, 15].

E.2.1. Literature review
This section is organised in the following way. Both types of bulge wave energy converters are described, in-
cluding the main advantages and drawbacks of the systems and the theory developed for its applications. As
small note will be made on the experimental tests of Gerrard and the applicability of his work as a validation
method as mentioned in Appendix B. The comparison of literature is concluded in a methodology descrip-
tion (in Subsection E.2.2 for the phase 2 and 3 of Appendix B. The choices and assumptions corresponding to
this methodology that will be presented in Subsection E.2.3.

Anaconda WEC
In 2006 Farley and Rainey published their first notes about a ’bulge-wave’ device for wave energy conversion.
They refered to the Lancaster flexible bag device to be a precursor of their wave energy converter and to the
dragone as a system with common features [14, 21]. In the case of a wave energy device, the distensible rubber
tube will be filled with fluid and is oriented in head waves. A regular incident wave of amplitude ζI is used as
input, where the incident wave is described with wavenumber ν and velocity c:

ζ= ζI · sin(ν (x − c · t )) (E.3)

Some assumptions are made to simplify the system. The device is assumed to be infinitely long and the bulge
wave equilibrium is considered as a problem in steady flow. The fluid velocity inside the tube is described
by the axial velocity, since the other velocity components are negligible small. The cross-sectional area is
therefore compressing and extracting by the internal velocity. The Bernoulli equation for a steady flow in
combination with Lighthills’ definition of the distensibility of the cross section [44], gives a simple result for
the pressure inside the tube. The incident and bulge wave are assumed to have no phasedifference and the
cross section is expected to be transformed into a ellipse with the long axis pointed upwards in a wave crest.
Following the wave, the cross-section will be transformed into an ellipse with long axis oriented horizontally
in a wave trough. The power transferred by this initial design is expected to be a multiplication of the volume
flow rate and the pressure. This first simple formulations are checked by assuming simple material character-
istics, where some effects are neglected. The material is chosen to prevent the influence of hysteresis losses
in the material. In this feasability study some mathematical and physical topics are furthermore addressed
to be important in future research on a bulge wave device [21].

A more investigated design of a distensible tube with internal tube waves, is described in a 2011 patent.
The invention assigned to this application is principally the distensibility of the elastic tube as a device to
extract wave energy. The bulge wave speed in the tube with elastic walls matches the velocity of the ocean
waves [22].

Chaplin et al. shared their promising ideas in 2012 about the Anaconda in two papers describing both
the WEC theory and the experiments. In these papers the resonance between the water wave and the bulge
wave speeds is described. When both velocities are close to each other, a small exitation of the incoming
wave can produce a large bulging wave. The hysteresis losses are still unknown, so these losses are imple-
mented as a percentage of the total capture width (which definition is given in Equation A.17). Model tests
are carried out to compare the calculated values to the experimental values. Some tests are carried out in
still water, where small bulge waves are launched by a step input of small amplitude. Two types of capture
widths are calculated; one is based on the internal pressures and the other is based on measurements of in-
cident, reflected and transmitted waves. In these estimates, the end boundary conditions are included and
the hysteresis losses and capture widths are calculated from the resulting hoop stress (σh) in the tubes wall
[12]. Furthermore, the set up and performance of the Power Take-off is sketched and the feasibility in terms
of economics is examined.

The theory described in one of the papers includes more calculations on the elastic material and its be-
haviour. Hysteresis losses are included in the material, since the force in the material is assumed to be pro-
portional to the strain and the rate of strain. This model for the material properties is called a Kelvin-Voigt
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model, where the strain of such an visco-elastic material is given in Equation A.8. The bulging wave is eval-
uated in a still water case and when the tube will be excited by incoming waves. The differential equation
prescribing the bulging wave including loss in the rubber (denoted by loss factor β) is given as:

∂2pb

∂t 2 −β∂
3pb

∂t 3 = 1

Dρ

∂2

∂x2

{
pb +pW

}
(E.4)

The radiation damping is already mentioned as a significant source of energy loss, but is not yet included in
the simple calculations. A pressure amplification factor gives the ratio between the amplitude of the incoming
wave and the bulge wave amplitude. A phase shift is observed between the incoming wave and the bulge wave
of 90°at resonance. This means that the bulge wave is on its maximum size when the incoming wave is rising
fastest. One main drawback of rubber as the tube’s material is found by experiments. Aneurism are formed
beyond a critical pressure where the balance between wall tension and radius becomes unstable. Such an
aneurysm is a bulge that is inconsistent over the radius. Reduction of the rubber percentage in the material is
a possibility to prevent aneurysms and could be more cost efficient than a full rubber tube. The cost efficiency
as well as the fatigue lifetime of a rubber tube are examined. The dynamic fatigue lifetime is coupled to the
minimum strain, where the rubber is optimally stressed. In real life the stress level will become low from time
to time and the rubber will be relaxed, which will decrease the lifetime of the rubber. Detailed calculations
should be done to calculate the accurate lifetime of the rubber by including the fluctuating loads by the wave
climate [23].

Experiments on the Anaconda WEC are carried out at the University of Southampton in 2012. A tube of
6.815 m length with a diameter of 0.215 m. The top op the bulge tube is placed 40 mm below the water surface
and the rubber walls have a thickness of 1 mm. The tank is 60 m long, 3.7 m wide and has a water depth of
1.87 m in this experiments. To avoid aneurisms, inelastic fabric strips are glued longitudinally on the external
surface of the tube. An exert pressure is applied of 0.350 m above the external free surface as shown in Figure
E.5 in the pressure reading [14].

Figure E.5: Experimental setup used by Chaplin et al. for the Anaconda WEC [14].

Different measurements are identified, including the amplification of particle velocities and pressures
over the length of the tube. A maximum amplification of 2.8 is found. The motion inside the tube should be
expressed by three components of uniform amplitudes: the forward travelling bulge wave speed of ω/ν (for
the incoming wave) and ω/νb (for the bulge wave) and the backward travelling wave at speed ω/νb . Their
pressure amplitudes are given by |p+

W |, |p+
b | and |p−

b |, which are found by the estimated interfered values of the
pressures inside the tube based on a least-square method. Reasonable results are found by comparison of this
method with a formula based on the one-dimensional theory. For the hysteresis losses, a loss angle δ= 9° is
used to compute results to compare to the experimental values [14]. This loss angle is related to the loss factor
of Equation E.4 by δ= arctan

(
βω

)
[15, 23]. The agreement between this theoretical and experimental values

is surprisingly good, where the tube is assumed to be straight and horizontal, and the diffracted and radiated
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waves are neglected. Some other effects, such as a partial inelastic parts of the tube, longitudinal tension
and the presence of the surrounding water are included in the theory. The PTO used in the experiments was
adjustable by its impedance. Several measurements are carried out to tune the PTO with respect to the one-
dimensional theory. The energy losses are increased by a few percents to include losses due to diffraction and
radiation wave effects [14].

In 2011 Babarit and Ferrant investigated the statement of Chaplin et al. about neglecting the radiated and
diffracted waves. A three-dimensional numerical seakeeping codes is adapted to cope with radial deforma-
tion of a submerged body, which is used to validate this statement [6]. The software of this boundary element
software is based on linear potential theory, where the boundary value problem is solved in the time-domain
[57]. The tube is discretised to a number of sections of equal length in this model, where the radial deforma-
tion is assumed to be uniform on each segment. Due to a step function which is defined for each flat panel,
a potential is found for the elementary problem. By this potential, the mean pressures over the surface of
each segment is found, including the added mass and damping terms. A second potential is derived for the
bulge radiation problem, which is influencing the mean pressure, added mass and damping on the segments
(over time). The mean hydrodynamic pressure measured on a section due to the diffraction of waves by the
bulge is included in pressure term p7i and the pressure due to the incoming waves is given as p0i on section i .
Several plots are made where the total excitation pressure and radiation pressure are plotted over time. Two
conclusions can be drawn from this study: the total excitation pressure grows along the tube and radiation is
dominating the pressures from the middle of the tube up to the end of the tube. This means that radiation
can not be neglected for positions further along the tube [6].

SBM S3
The first document indicating a bulge wave energy device with energy transfer through the application of
Electro Active Polymers (EAP) goes back to 2013, where Babarit et al. describe the numerical and experimen-
tal modeling of the S3 [7]. This S3 is a tube filled with pressurised water. The tube is placed directly beneath
the free surface. An incident wave causes deformations of the tube and the waves will be progress in the free
surface and inside the fluid-filled tube. The wave inside the tube is called a bulge and is initiated by a pressure
difference between the inner and outer flow surrounding the tube.

An numerical model is developed to optimise the system and to define the dimensions of the system. The
tube of length L is constructed from an elastic material with density ρtube . At equilibrium the radius of the
tube is given as rs at a depth op submersion zs in Figure E.62. This illustrates the set-up of the S3 submerged in
waves. The thickness of the elastic wall is given by hs , and the tube mass is defined as mtube = 2ρtubeπrs hs L.

Figure E.6: Wave energy converter S3 submerged in waves [7, 8]

The model of Babarit et al. includes several assumptions [7, 8]:

1. The deformation of the tube is supposed to be homogeneous in radial direction. Therefore, the defor-
mation only depends on the horizontal coordinate x and time t .

2. Along the axis of the tube, the tube is assumed to be undeformable. The horizontal movement of the
tube can be identified as a rigid body motion (surge).

2At equilibrium the inner fluid and still water pressures are observed.
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3. Both ends of the tube are closed by a rigid sealing. These sealings are the point where the system will
be moored to the seabed.

4. The dynamic deformations of the system are assumed to be very small, so linear theory can be applied
to the model.

5. Due to the previous assumption, the fluid velocities in the directions perpendicular to the axis of the
tube are assumed to be small compared to u, given by v ≈ w ¿ u.

6. The pressure is assumed to be constant on each axial section, given by pi = pi (x, t ), which is composed
of a (hydro)static and dynamic pressure terms.

In the numerical model of the wave energy device several aspects have to be included. Babarit defined three
main components of the WEC:

• Inner fluid problem

• Outer fluid problem

• Structural problem, including the motion of the tube and its wall.

The governing equations of each of these submodels will deviate since the boundary conditions and assump-
tions of the S3 are different from the Anaconda’s. Both of the models have a no-flow boundary condition at
the bow of the tube, but the flow conditions differ at the stern of the tube. The Anaconda has a PTO at its
stern, which gives a relationship between pressure and flow leaving and entering the tube. The stern bound-
ary in the S3 is a no-flow condition. The numerical theory of the S3 is including longitudinal tension due to
the Poisson effect in isotropic materials, while the theory of Farley et al. does not include this effect. The total
system of the Anaconda is fixed, so it is not able to move horizontally, whereas the S3 is able to move hori-
zontally. In the case of the Anaconda WEC, the model requires a calibration of the distensibility and losses by
experimental data. Since these values depend on dimensions, it is not possible to predict the performance
of the WEC based on tests carried out on model scale [8]. Another difference between the two models is the
character of the material. In the models developed for the Anaconda WEC, the material is assumed to be
visco-elastic as mentioned earlier. The material of the S3 WEC is visco-hyperelastic, which includes an elastic
behaviour as prescribed by the Yeoh model. This model includes material parameters, which are found by a
least square fitting of the Yeoh model on the experimental values [8, 23].

In their research document, Barbarit et al. refer to the similarities between the flexible wave energy con-
verters and arteries, transferring the blood. A considerable amount of literature has been published on the
fluid mechanics in arteries. These studies are interesting, but there are some significant differences, like the
absence of the outer fluid, the tethering of the tubes, and the different geometrical characteristics of the dis-
tensible tube [8].

Inner fluid problem
Since the fluid inside the tube is inviscid and incompressible combined with the assumption of the dom-
inance of the axial velocity, neglecting the non-linear terms and the absence of other external forces, the
momentum equation reduces to [15]:

ρ
∂u

∂t
=−∂pi

∂x
(E.5)

When the flow is assumed to be constant over the section, the continuity equation can be rearranged [8, 15]:

∂
(
ρS

)
∂t

+ ∂

∂x

(
ρSu

)= 0 ⇒ ∂S

∂t
=−Ss

∂u

∂x
(E.6)

where Ss is the undisterbed cross-sectional area and pi is the pressure inside the duct, given by p = pb +pw

[15]. In the report of Babarit et al. the equation of momentum equation includes and extra effects, which is a
viscous damping term related to wall friction with viscous damping coefficient Br [8]:

∂u

∂t
=− 1

ρ

∂pi

∂x
− Br

Ss
u (E.7)

Outer fluid problem
The outer fluid problem is described by the linear potential theory, with the same assumptions as described
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previously in Section C.1. This implies that the fluid can be described by a velocity potential which a com-
posed of uncoupled components. These components are the incident wave potential, diffracted wave poten-
tial and the radiated wave potential [8]:

Φ=ΦI +ΦD +ΦR (E.8)

These potential components can be treated as separate problems, where the diffraction and radiation poten-
tials are solutions of the boundary value problems as described in Table E.1.

Diffraction problem Radiation problem

4ΦD = 0 inΩ 4ΦR = 0

∂ΦD

∂n
=−∂ΦI

∂n at sea bottom Sbot tom

∂ΦD

∂n
= 0

∂2ΦD

∂t 2 + g · ∂ΦD

∂n
= 0 at free surface SF S

∂2ΦR

∂t 2 + g · ∂ΦR

∂n
= 0

∂ΦD

∂n
=−~∇ΦI ·~n on wet body surface SB

∂ΦR

∂n
=−~V ·~n

Table E.1: Boundary value problems for the diffracted and radiated wave problem in linear potential theory
[8].

whereΦW is the incident wave potential, which will be prescribed in most of the cases. Once all of these com-
ponents of the velocity potential are obtained, the dynamic pressure can be calculated for the outer pressure

field. Babarit et al. divided this dynamic component in an excitation pressure pex = −ρ
(
∂ΦW
∂t + ∂ΦD

∂t

)
and

a radiation pressure pr ad = −ρ
(
∂ΦR
∂t

)
. The excitation pressure is a function of the incident and diffracted

waves and the radiation pressure caused by the surge and bulge motions of the tube. The outer pressure pe∗
including the dynamic part (pe ) and hydrostatic part is given as [8]:

pe∗=
pe︷ ︸︸ ︷

pex −pr ad −ρg z (E.9)

Structural problem
The governing equation in the structural problem is the linearised wall equation. A few assumptions are
made in this linearised wall equation for a small piece of the tube wall. The tube mass is assumed to be small,
therefore inertia effects will be neglected. The deformations are small, which complies with assumption 4 as
mentioned before. The tube is thin-walled, which means that wall thickness h is small compared to radius R
(h ¿ R). The tube is a straight horizontal cylinder at rest [8]. Babarit et al. found out that the deformations
behaves non-linear with respect to the hoop stress σθ .

Investigation into the forces working on a small piece of the elastic wall results in the linearised wall equa-
tion [8, 14, 23, 60]:

pi = pe − Ts

4πSs
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∂x2 + 1
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(Ss −S) + ρ

Ss
ηṠ
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4πSs

∂2S
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effect of longitundal tension

+ 1

DS

(
δS −βṠ

)
︸ ︷︷ ︸

bulge pressure defined by [14]

(E.10)

where on the second line a comparison is made with the theory of Chaplin, Farley et al. They did not in-
clude the effect of longitudinal tension, but is mentioned to be significant for short bulge waves with high
longitunial wall tension [14].

The second part of the structural problem is the equation of motion in surge-direction. Since the fixed
length of the tube in longitudinal direction is assumed, the tube is only allowed to move horizontally by a
rigid body motion. Analysis of a free body diagram including the elastic part of the tube and both towhead
forces at the bow and stern of the tube gives an equation of motion [8]:

M ẍ =−2Km x + (
∆pi −∆pe

)
Ss (E.11)
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where M = mtube +2 ·Mtowhead and Km is the mooring stiffness coefficient. The ∆pi and ∆pe are the internal
and averaged outer pressure differences over the tubes length [7, 8].

The second part of the report written by Babarit et al. describes the mode shapes of the bulge wave along
the tube. Two main assumptions are made to simplify these calculations; the bulge wave is defined in a still
water environment (pe = 0) and damping is neglected for the inner fluid and material behaviour (Br = 0 and
η= 0 → β= 0). Moreover, the radiation effects are neglected to be able to solve the eigen modes analytically.
These assumption are combined with the linearised wall equation, and result in a wave equation. This wave
equation written for auxilary variable χ(x, t ), which time-derivative represents the inner flow velocity. The
wave equation is defined as [8], where the grey terms are neglected (inner fluid damping and material damp-
ing). The blue term is included for the hydro-elastic response of the tube, but this term will be excluded in
the first calculations for a still water environment:

∂2χ
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Standard techniques as described in the report of Babarit et al. define the first 6 eigenmodes of the bulging
tube (as shown in Figure E.7)3.

In Figure E.7 the natural periods of the bulging modes are included, where an increase in modal frequency
results in a decreasing spatial period. Two types of modal shapes are investigated, which behave like a sine or
cosine function of the spatial period (2L/l ). These bulging modes occur for a tube with boundary conditions
like the S3, where the second type of bulging modes will not occur for fixed structures like the Anaconda WEC
[7, 8].

Finally, Equation E.12 will be solved with neglecting damping and the incident wave. The previous mode
shape functions are used as χm , and are inserted in a time-dependent linear combination of these mode
shapes. Combination of the equation of motion (Equation E.11) and the linearised wall equation (Equation
E.10) results in a solution for the total hydrodynamic pressure. The radiation pressure distribution is found by
solving the boundary value problem, which will be solved by a frequency-domain boundary Element method
(BEM) solver like WAMIT or NEMOH [8]. The total hydrodynamic pressure is given as Equation E.13 for an
incident wave of unit amplitude [8]:

pe (x,ω) = pex (x,ω)+
∞∑

m=1
(−Am(x,ω)c̈m −Bm(x,ω)ċm) (E.13)

where c̈ and ċ are the deformation acceleration and velocity of the tube [8].

Experimental tests
One of the papers mentioned in Appendix B for validation is the paper of Gerrard [29]. Experiments carried
out on a fluid-filled deformable tube are described in this paper. The experiments are arranged to the theory
develloped by Womersley in 1955 [73]. This theory contains an infinitely long tube with a pulsatile flow in
the tube, where two waves are present: (1) a pulsative wave which causes principally radial wall motions
and (2) wall motions that are principally longitudinal. Two main drawbacks of this theory are the infinity
of the tube, while in reality (and in the experiment) a finite tube will be used and the absence of the outer
fluid in the theory. Since Gerrard also omitted the outer fluid, the influence of the driving incident wave is
not included [29]. A reference is made to the comparison of linearized wave propagation models for arterial
blood flow analysis written by Cox [17]. He compared several methods based on boundary assumptions for
three subsystems: the fluid, the motion and the tube. Probably, one of the theories mentioned in this overview
could be interesting to use for validation of the numerical model which will be developed.

Gerrard adapted the theory of Womersley for a finite cylinder with a relative high wall thickness/radius
ratio. A value of approximately 0.3 can not be identified as a thin-walled anymore, while the theory of Womer-
sley is designed for thin-walled elastic tubes. The oscillating flow inside the tube is driven by a piston moving

3These standard techniques are also described in Appendix F for new assumptions and boundary conditions, as described in Subsection
E.2.3.
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Figure E.7: First six eigenmodes of a tube of L = 10 m, rs = 0.274 m, hs = 0.01 m and submergence zs =−0.265
m as found by Babarit et al. [8].

in an entrance length longer than one wavelength. This entrance length can not be included in the theory of
Womersley, but is required for the experiments. The other end of the tube is closed, where the tubes are long
enough to state that influence of the reflected wave is not significant anymore. The layout of the tube includes
springs to support the tube with minimal longitudinal constraints, except for the fixed ends of the tube which
are fixed. In addition to the supported measurements, experiments are carried out for tethered tubes where
the longitudinal wall motion is absent. A complex Young’s modulus is added to the theory which represents
the viscoelasticity of the material [29]. The ratio between the real and imaginary parts of the Young’s modulus
is used as an input for the Womersley theory, with typical values of latex between 0.02 and 0.04. The results
obtained by Gerrard are given for specific frequencies, dimensions and transmission factors of tethered tube
[29].

The most recent work on a distensible tube wave energy converter is carried out by Smith in 2016 [60]. He
used the concept of the Anaconda WEC to obtain a three-dimensional mathematical model to deal with the
interaction between the incident gravity wave, radiated waves and bulge waves. The model is based on con-
servation of mass and momentum, where the backward travelling wave inside the tube will be neglected. The
power take off at the end of the tube will not be included in the model, since all the information is travelling
from the bow of the tube towards the stern. The wave spectrum of the sea is replaced by one single frequency,
where a linear gravity wave is assumed. The mathematical problem exist of two parts, a periodic steady state
which will give the solutions over large distances and a transient solution which implies the variations over
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the length of the tube. For the steady state solution, three subsystems are obtained: the incident wave, the
radiated wave and a bulge pressure. The transient solution investigates the radiated wave, bulge pressure and
a bow boundary condition. The final solution consists of the incident wave potential and the potentials ob-
tained for the periodic steady state and transient solutions. Pressures found by these potentials are validated
with the experiments of Chaplin et al. [14, 60]. As a result of the derived potentials and pressures, the capture
of energy could be analysed as well, which will result in a capture width (from Equation A.17).The obtained
graphs of the capture width can be compared to the experiments of Chaplin et al. [14, 60].

Longitudinal bending
Surprisingly, most studies in the field of a bulge wave energy converter have not dealt with bending of the
tube to follow the wave profile. This effect is visible in nearly every illustration of the Anaconda wave energy
converter (like on the cover) and the SBM S3 wave energy converter. Since the steepness of the incoming
wave is small, which is a result of a gravity wave, the body will follow the waves. Smith states that the vertical
translation of the tube due to passing gravity waves is not of primary concern, so he neglected this effect to
simplify the problem [60]. In 2007 Chaplin et al. described the different ways of viewing the mechanism of
the Anaconda, one of these mechanisms is the rubber tube to float directly beneath the free surface following
the wave profile. The motions of the tube, rigid body motion and bulging motions are combined with the
pressure due to waves and the hydrostatic pressure. A lot of terms do not extract power from the waves, as a
result of time-averaged motion or by symmetry reasons [12]. Chaplin et al. state that the combination of a
rigid-body velocity and bulging gives a maximum available power when phase angles between the rigid-body
velocity and bulging motion are chosen suitable. The principle of extracting power from the ocean is claimed
to originate from the varying buoyancy. This means that when the tube goes up, it bulges out and the waves
have to do more work in lifting it. When it is going down, it does the opposite, so overall the tube extracts
power from the waves [12].

Where Chaplin et al. state that the effects of rigid-body velocity combined with the bulging motion is
the key factor in the principle of operation, the effect of rigid body motion is neglected by Smith [12, 60].
The assumption of the tube following the incoming wave is researched by Floor Spaargaren in her graduation
research. She researched the response amplitude operator (RAO) of the SBM S3 as a function of wave periods.
She states that for waves with a wave period shorter than 1.5 s, the heave RAO is less than 0.5 which means
that the tube is not following the waves anymore. These results are found for a 10 m long flexible tube with
an inflated diameter of 0.55 m [62].

Newman has described the wave effects on deformable bodies. In a paper, he highlights the difficulty to
determine the ’natural’ mode shapes of a hydroelastic problem, because the mode shapes are affected by the
hydrodynamic pressure field and they can not be specified in advance [53]. Three options are given sorted by
descending order in complexity. The superposition of mathematical mode shapes is the first option, where
the mode shapes are sufficiently general and they comply with the physical motion. For a slender ship this
process is described by Bishop and Price, where a more simply application is given for a uniform beam. A
simpler method to define the hydroelastic modes of a tube can be found by orthogonal polynomials, but
they do not match the boundary conditions and models the physics correctly. The third method is the most
complex method. Newman suggested to define the body as N separate bodies which all have 6 degrees of
motion. When the separate bodies are deformable themselves, even more than 6Nmode modes of the global
body are found [53]. This means that the interaction between waves and an elastic tube is complex to examine
and should be simplified to reduce the complexity.

E.2.2. Methodology of bulging WEC
The previous pages are used to investigate the knowledge about bulge wave energy converters. The work of
Farley, Rainey and Chaplin [12–14, 21–23] is developed according to experiments. Therefor, the validity of
their argumentation and formulae is questionable, since references are missing in their work. Results found
for the Anaconda WEC serve as a reference guide in the development of a numerical model that discribes the
hydro-elastic response of a bulge WEC in regular waves.

The work of Babarit et al. [8] will be used for the bulging motion of the tube. The boundary conditions
will be adapted, to simplify the model and the FCFM method will be used to add radiation loads to the model.
Longitudinal tensions will be excluded in the first version of the model, but it is included for later versions. As
described by Lighthill [44], the longitudinal tension can also be included in the definition of the distensibility
of the tube, which could be a possibility for this model. Differential Equation E.12 is used as basis for this
research, where the hydro-elasticity is of main interest. The steps in the method of Babarit et al. [8] are clear,
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and adaptations are relatively easy to implement.
The model includes bending, where superposition of modes is used as a method to model the deformable

tube in waves, which is based on the research of Newman [53], Fathi et al. [24] and Bishop and Price [9].
In both deformation modes, bending and bulging, the diffraction effects are neglected. Other boundary

conditions and assumptions for the model are described in Subsection E.2.3

E.2.3. Assumptions and boundary conditions
Since the Frank Close Fit method is a relatively fast and independent of cross-sectional shapes, this FCF
method will be extended to deal with the hydro-elastic behaviour of a bulging wave energy converter. The
assumptions and boundary conditions will be defined in five parts:

• The incident wave

• Material properties of the tube

• The bulging wave

• Bending of the entire tube

• The radiated and diffracted waves

In these components of the research, the radiated and incident wave components will be evaluated in a two-
dimensional coordinate system similar to the theory of Frank (as shown in Figure E.1). The other components
will be evaluated in a earth-fixed coordinate system. The assumptions and boundary for each component of
the model are described in the following five paragraphs.

The incident wave
The incident wave is assumed to be a regular gravity wave. This implies that the wavelenght is long compared
to the waveheight. The fluid outside the tube is furthermore assumed to be incompressible, irrotational and
inviscid. The incoming wave will be described by an incident wave potentialΦW [41]:

ΦW = ζI · g

ω

cosh(ν(x +h))

cosh(νh)
cos(ωt −νz) (E.14)

ζ= ζI · sin(ωt −νz) (E.15)

where the dispersion relation should be provided as [60]:

gν

ω
tanh(h) = 1 (E.16)

where h denotes the depth of the fluid domain. Since the FCFM is validated for oscillations in deep fluid, the
Equations E.14 and E.16 will be simplified as well for deep fluids.
The pressure due to the incident wave will be given by the linearized Cauchy-Lagrange integral [60].

Material properties of the tube
The core material of the tube will be rubber, a material that is understand properly, and which material char-
acteristics are available. The type of rubber will be chosen related to research used for validation and verifica-
tion of the model. The material is assumed to be purely elastic, since the values of a visco-elastic material are
estimated by previous research and are used as a fitting parameter in the work of Babarit et al. [8] for exam-
ple. In the first version of the model, the influence of longitudinal stress will be neglected. The longitudinal
tension is included in the differential equation (which is the second terms of Equation E.12) and is used in
higher versions of the model to improve the hydro-elastic response of the tube in waves. The longitudinal
stress will be important in a tube of a fixed length, which is assumed in this model.

Aneurisms in the material are beside the scope of this research. Investigation into prevention of aneurisms
is studied by several authors, where solutions for the problem are presented [23].

The bulging wave
For the bulging wave we assume the fluid velocity to be dominant in the z-direction, where a axi-symmetric
flow can be assumed inside the tube. This means that the momentum and continuity equation reduce to
Equation E.5 and E.6 without the effects of longitudinal tension. Therefore deformations of the tube due to
the bulging are in only the radial direction and the cross-section remains circular. The radius of the tube will
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increase and decrease as a result of the bulging. The bulging deformations itself are assumed to be small
related to the tubes radius and even smaller compared to the tubes length. The tubes wall is thin, where
it thickness is small with respect to the radius of the tube. The tubes mass is assumed to be small, so that
inertia effects can be neglected in the wall equation [8]. In the wave equation (Equation E.12) the inertia is
included by a rearrangement of the mass terms. The fluid inside the tube is assumed to be incompressible
and irrotational. The pressure acting on the wall is a combination of the incident wave pressure (pW ) and the
pressure due to the radiation of waves (p(m)

R ), where m = 3 denotes the bending motion and m = 4 is used for
the bulging motion. The pressure acting on the wall is coupled to the deformation of the cross-section by the
differential equation as defined by Babarit et al. (in Equation E.12).

The bulging of the tube over the length of the tube will assume to be linear as well. This means that
dividing the tubes length into N segments, like a strip theory method. For each segment the deformation is
assumed to be constant. Mode shapes will be observed and mode superposition is used to define the total
deformation of the tube.

The tube is assumed to be fixed at the bow and stern, where the ends have a fixed area S0. These boundary
conditions could influence the bending modes of the tube as well as the influence of the longitudinal tension.

Bending of the entire tube
As mentioned in the literature review of Section E.2.1, the bending of the tube is neglected in most research
reports. In this report, the bending of the tube is assumed to follow the waves, which means that the shape of
the tube can be described by a linear wave with the same wavenumber and frequency as the incident wave.
Following of the waves is assumed to be valid for a response amplitude operator (RAO) > 0.5, as mentioned by
Spaargaren. This RAO value is coupled to the wave periods of the incident wave coupled to the system. This
effect is found for large wavelengths [62]. The range of observed frequencies will be adapted to these results.

Since the statement of Chaplin et al. about the interaction between the rigid-body velocity and bulging
cylinder is not founded by clear formulations and references, this interaction is assumed to be uncoupled.
The rigid-body velocities along the tube will vary, but are related to eachother by the incident wave the tube
follows. Similar to the extrapolation of the bulge wave over the tube length, the influence of the bending over
the tube will be calculated by a matrix. This matrix will relate the longitudinal coordinate of the cross-section
to the frequency of the incident wave.

The radiated and diffracted wave
As mentioned by the bending of the tube, the bulging motion and rigid body are assumed to be uncoupled.
Since both can be described by linear theory, a superposition method is used to find the pressure of both
radiated wave profiles. This summation of the pressure due to radiated waves is given as:

pr ad = pr,b +pr,r b (E.17)

where the radiation due to bulging is denoted by the subscript r,b and the radiation due to the rigid-body
velocity/bending by r,rb.

Diffracted waves will be neglected in this research since the effects for a slender tube operating in head
waves will be small. Furthermore, these diffraction effects will be located at the bow and stern of the body,
which are typical three-dimensional effects. Since the numerical method is principally two-dimensional, the
implementation of diffraction would increase the complexity of the model.

Validation and verification
Validation of the numerical model is not possible with one paper, but it should be a combination of several
resources. The bending model could be verified with a model as defined by Fathi, Newman and Lee [24].
These results do not include specific information about the geometrical values, but the general response of
a tube can be found by these results. In the research of Fathi et al. citeFaltinsen1994, two ’surge-pressure’
modes are observed, which can be interpreted as ’bulging’ modes. These two modes and the corresponding
incident and radiated wave load can be verified up to a certain level.

The work of Babarit et al. [8] is the second source of verification and validation . Since this research is the
basis of the modal analysis of ’bulging’, the results can be compared in detail. This research does not include
bending, which has to be verified with the results of Fathi et al.[24].

Probably the experiments of Chaplin et al. [14] could give more insight into the efficiency of a bulging
WEC operating in waves. The dimensions of the Anaconda WEC differ from the bulge WEC as observed in the
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model, which makes it difficult to make a valid comparison between the results of Chaplin et al. [14] and the
numerical model.

E.3. Conclusions
In this section two secondary questions are considered, which are formulated in Section A.2:

1. Which assumptions need to be made to describe a bulge wave energy converter by 2D potential theory?

For the bulging mode, the kinematic boundary condition is rewritten for the normals of the contours
elements. The directional cosines in the FCFM are adapted into the normals to the elements pointed
into the surrounding fluid. Symmetrical tools, such as described in Appendix D, have to be sidestepped.
A vector combination of the heave and sway oscillations represents the bulging mode and therefore the
bulging radiation pressures are also a vector combination of the heave and sway radiation coefficients.
The bending modes of the bulge WEC in still water, are represented by the heave motion of each ele-
ment along the tube.

2. How can Frank’s close-fit method be adapted to deal with deformable bodies in still water?

In this Appendix, several theories are examined and a final methodology is presented in Subsection
E.2.2. This methodology is based on the numerical method as defined by Babarit et al. [8], with some
adaptation. Viscous effects due the wall’s material and inner fluid are neglected as well as diffraction
effects, which are assumed to be small. Bending of the model is included, since the tube is assumed to
deform along the longitudinal axis as well.

This Appendix provides some simple adaptations to the Frank close-fit method and literature relating to
modal analysis of a bulge WEC operating in waves. The Appendix that follows moves on to the implementa-
tion of the FCFM in the modal analysis of the bulge WEC in regular waves.



F
Modal analysis of Bulge WEC

The modal analysis of the Bulge WEC is subdivided into a purely bending and a purely bulging analysis. In
Section F.1 the bending of the beam is determined by an Euler beam model. The bulging modal analysis is
described in Section F.2, where the model description of Babarit [8] is used.

F.1. Pure bending
For the bending modes of the bulge wave energy converter, the method of slender beams (Euler beam model)
is used to determine the bending modes. The normal mode method is used to define the deflection due to
the fluctuating load on the beam. This method is described in the reader of course MT3402 [35] and used in
this section to define the response of the beam to incident waves of amplitude AI and wave frequency ωI .

Dry bending mode
The Equation of Motion (EoM) of a slender (cylindrical) beam without a surrounding fluid is given as [35, 53,
55]:

m(x)
∂2w

∂t 2 + ∂2

∂x2

(
E I (x)

∂2w

∂x2

)
= p(x, t ) (F.1)

where m(x) = m is assumed to be constant since the beam has a homogeneous mass distribution along the
length and a constant cross-sectional area. This implies directly that the area moment of inertia I (x) = I ,
which is given for a cylindrical cross-section as Ici r c = π

4

(
r 4

out − r 4
i n

)
. The external load due to the incoming

wave is given by the function p(x, t ), which will be specified in a particular solution. The total solution will be
composed of a homogeneous solution (where p(x, t ) = 0) and a particular solution, where p(x, t ) is a function
of space and time.

Homogeneous solution
For a homogeneous beam, the eigenmodes and dry eigenfrequencies will be defined by the homogeneous
solution for the Equation of Motion:

∂2w

∂t 2 + E I

m

∂2w

∂x2 = 0 (F.2)

We assume the deflection to be a function of space and time, described by w(x, t ) = W (x)T (t ) where T (t ) =
e−iωt . This function inserted into Equation F.2 which gives the equation of the vibrating beam:

d 4W (x)

d x4 −k4 ·W (x) = 0 (F.3)

where k4 = mω2

E I . The space dependent function is assumed to be of the form W (x) = W̃ · enx , which after
substitution results in:

(n4 −k4) ·enx = 0 (F.4)

67
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Four values for n are found and are substituted into the Equation for the vibration mode:

n1 = k n2 =−k n3 = j k n4 =− j k

W (x) =C1 · sinkx +C2 ·coskx +C3 · sinhkx +C4 ·coshkx (F.5)

The values of the constants C1 until C4 will be defined by the boundary conditions for a free-free beam, which
is a beam where both ends are free to move. These boundary conditions are given at the bow and stern of the
beam (x = 0 and x = L). At both ends the bending moment (Mbend ) and shear forces (Vshear ) are equal to
zero. At the bow, the boundary conditions result in:

1

k2

∂2W

∂x2 = Mbend (x = 0) = 0 =−C2 +C4 →C4 =C2

1

k3

∂3W

∂x3 =Vshear (x = 0) = 0 =−C1 +C3 →C3 =C1 (F.6)

At the stern, the boundary conditions give the following system of Equations:

1

k2

∂2W

∂x2 = Mbend (x = L) =C1 (−sinkL+ sinhkL)+C2 (−coskL+coshkL) = 0

1

k3

∂3W

∂x3 =Qshear (x = K ) =C1 (−coskL+coshkL)+C2 (sinkL+ sinhkL) = 0 (F.7)

which is found to be valid for the characteristic value problem1 coskL coshkL = 1. The first values for kL are
found by this characteristic value problem:

k0 ·L = 0 (represents the rigid body mode)

k1 ·L ≈±4.73 →ω2 = (±4.73)2 ·
√

E I

m ·L4

k2 ·L ≈±7.85 →ω3 = (±7.85)2 ·
√

E I

m ·L4

k3 ·L ≈±11.0 →ω4 = (±11.0)2 ·
√

E I

m ·L4

k4 ·L ≈±14.1 →ω5 = (±14.1)2 ·
√

E I

m ·L4 (F.8)

For each of the eigenfrequencies a mode shape function is given [55]:

Wn(x) =Cn [sinkn x + sinhkn x +αn (coskn x +coshkn x)]

where αn =
(

sinknL− sinhknL

coshknL−cosknL

)
for n = 1,2, ..., N (F.9)

The first 5 (normalized) eigenmodes are presented in Figure F.2 as a function of length. The mode shapes
are normalised and they are orthogonal with respect to eachother. These five eigenmodes are chosen with
respect to the coupled eigenfrequencies which are calculated by the characteristic equation of Equation F.8.
These eigenfrequencies, also called natural frequencies, have to be in the range between 1 and 8 Hz.

1The characteristic value function is determined by the determinant of the system of equations is a matrix form. The determinant of the
square matrix should be equal to zero, where the values of the coefficients are not described.
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Particular solution
Since the eigenfrequencies and mode shapes are defined, the forced oscillation can be evaluated. For the
particular solution, the load p(x, t ) is included in Equation F.1. A combination of mode shapes s used in the
normal mode method, where the function y(x,t) is a summation of two functions of space and time [35]:

w(x, t ) =
∞∑

n=1
qn(t )Wn(x) (F.10)

where Wn(x) is the normalised eigenmode and qn represents the normal coordinates depending on time.
Due to orthogonal properties of the normalised eigenmodes, we get the equation of motion [35]:

mq̈n +E I ·k4
n qn =

∫ L

x=0
ηn ·p(x, t )d x (F.11)

To continue with this Equation of Motion, p(x, t ) should be described by a combination of two separate time-
and space-dependent functions: p(x, t ) = P (x) ·T (t ), where T (t ) = e−iωt and function qn(t ) = ςn · e−i (ωt+θ).
The right-hand-side of Equation F.11 can be calculated as [35, 55]:∫ L

x=0
ηn ·P (x)d x = Γn (F.12)

The Equation of Motion simplifies to:

q̈n + E I

m
·k4

n qn = 1

m
ΓnT (t ) (F.13)

where k4
n = m

E I ·ω2
n . Therefore Equation F.13 reduces to:

−ω2ςn +ω2
nςn = 1

m
Γn ⇒ ςn = 1

1−
(
ω2

ω2
n

) · Γn

mω2
n

(F.14)

where ςn could a complex number due to the phase difference as given in the definition of qn(t ).

Hydro-elastic bending mode
Since the bulge wave energy converter is surrounded by fluid and excited by an incoming wave, the coupled
modes between the outer fluid, structure and wall equation has to be observed. The problem is still a two-
dimensional water-wave problem, where bending will be evaluated as a vibration mode. Bending of the beam
will be solved by the Euler-Bernoulli beam theory, where the load is described as the pressure resulting from
potential theory describing the surrounding fluid:

m
∂2w

∂t 2 +E I
∂2w

∂x2 = Fw a

=
∫

C0

−p ·~ndC

=
∫

C0

ρ
∂Φ(x, z, t )

∂t
·~ndC (F.15)

whereΦ(x, z, t ) is the time- and space-dependent potential consisting of:

Φ(x, z, t ) = Re
{
φ(x, z) ·e−iωt

}
= Re

{(
φW (x, z)+φR (x, z)+φD (x, z)

) ·e−iωt
}

(F.16)

which are the time-independent wave (φW ), radiation (φR ) and diffraction (φD ) potential.
Since the bulge WEC is operating in the region of incoming waves where diffraction force is assumed to be
not significant, the differential equation reduces to:

m
∂2w

∂t 2 +E I
∂2w

∂x2 = FF K +F (4)
R

=
∫

S0

pi ·~ndS +F (4)
R (x,ω) (F.17)
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where FF K is the Froude-Krilov force due to the incoming waves and F (4)
R is the radiation force for the bending

mode (denoted by m=4). The pressure due to the incoming wave pW integrated along the tube’s contour is
known as the Froude-Krilov force component and is defined as:

pW,i =−ρ ∂Φi

∂t

=−ρ ∂

∂t

(
ζI g

ω
ekz ·e i kx ·e−iωt

)
= iρζI g ekz e i kx e−iωt

(F.18)

where the pressure of the incoming wave depends on the x-position along the beam, the depth of each panel
over the cross-sectional contour and the frequency. The incident wave pressure (pW,i ) is averaged over the
cross-sectional contour by the geometry description of the FCFM. The time-independent incident wave pres-
sure of Equation F.18) is rewritten into:

pW (x, t ) = iρζI g e i kx ·e−iωt
∫

C0

ekz ·ndC (F.19)

The integral of Equation F.19 is defined by the contour-averaging iteration implemented in the FCFM, which
returns a constant for a certain cross-sectional area.

The generalised excitation force is defined as the integral of the contour-averaged incident wave over the
(deformed) length of the tube [10, 69]:

FF K ,n =−iρgζI

∫
L

Wn ·e i kx d x ·
∫

C0

ekz nndC ·e−iωt (F.20)

Which is the solution of the integral in Equation F.12, without the time-dependent factor e−iωt . The Wn

is giving the normal direction in the longitudinal direction, where nn gives the directional cosine over the
cross-sectional contour. The radiation force of Equation F.17, F (4)

R is the radiation force calculated in the
FCFM for bending, as given in Equation C.28. This radiation force is a combination of the Added mass and
Damping coefficient matrices with the acceleration and velocity amplitudes of the motions. Implementation
of Equation F.18 and the radiation force into Equation F.17 looks the same as the differential equation for a
particular solution. The same routine is used for the particular solution (of Equation F.11) and will result in:

m
N∑

n=1
q̈nWn +E I ·k4

n

N∑
n=1

qnWn = p̃i (x, t )−
N∑

n=1
An(ωn)q̈n −

N∑
n=1

Bn(ωn)q̇n (F.21)

Equation F.21 can be transformed into a system of equations by the orthogonal properties of the eigenmodes.
Multiplication of all of the individual components of Equation F.21 with mode shape Wm and integration over
the length of the tube will result in:

m
N∑

n=1

∫ L

x=0
q̈nWnWm ·d x +E I ·k4

n

N∑
n=1

∫ L

x=0
qnWnWm ·d x =

∫ L

x=0
p̃i (x, t ) ·Wmd x

−
N∑

n=1

∫ L

x=0
An(ωn)q̈nWm ·d x −

N∑
n=1

∫ L

x=0
Bn(ωn)q̇nWm ·d x (F.22)

where for the dry modes (and also wet modes)2, the orthogonal relationship holds:

∫ L

x=0
WnWm ·d x =

{
1 if n = m

0 if n 6= m
(F.23)

This will be implemented into the system of Equations which will be written in a matrix format:

Mnm q̈n + Anm(ω)q̈n +Bnm(ω)q̇n +Knm qn = FF K ,n (F.24)

2Since the ’wet’ modes are not coupled, these mode shapes are exactly the same as the ’dry’ mode shapes and they are still orthogonal.
The difference between the ’dry’ and ’wet’ mode shapes is the natural frequency that excite the mode shapes.
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where Knn = E I ·k4
n and

(
Fw,F K

)
m is the Froude-Kriloff force due to the incoming wave for every mode m. The

matrices Mnm and Knm are diagonal matrices, since the different modes are not coupled (and the orthogonal
properties hold for these matrices). Diagonal matrix coefficients are also indicated by Mnn and Knn , since the
subscripts denote the index of the matrix elements.

Homogeneous solution
The ’wet’ natural frequency will be defined for an undamped system, which means that the radiation demp-
ing matrix Bnn will be excluded from the equation and the force due to the incoming wave Xm is set to zero:

(Mnm + Anm(ω)) q̈n +Knm qn = 0 (F.25)

Since qn is a harmonic equation, the system of Equations will be a function ofϕn , which is the eigenvector of
the eigenvalue problem [48, 50, 55]:[

Knm − (ωwet
n )2 · (Mnm + Anm(ωwet

n )
)]
ϕn = 0 (F.26)

which is a non-linear equation because of the frequency-dependence of the added mass matrix. To solve
this issue, we will use an iterative process to define the values of ωwet

n and the eigenvector ϕn . The iterative
process is shown in Figure F.1. The added mass of the system is included, but the off-diagonal terms in the
added mass matrix Anm are not included. This implies that the different modes of vibration are not coupled to
eachother and the modes still stay the same 3. The matrices Mnm and Knm will be the same in each iteration
step for uncoupled modeshapes, so these matrices are calculated in the begin of the routine. Since the added
mass and radiation damping are related to the eigenfrequency of the system, these values should be defined
in each iteration step. These matrices are calculated for every iteration [9, 50]:

(Anm)(i−1) =
∫ L

x=0
a(3)

(
(ωwet

n )(i−1)
)
· (W wet

n )(i−1) ·d x

(Bnm)(i−1) =
∫ L

x=0
b(3)

(
(ωwet

n )(i−1)
)
· (W wet

n )(i−1) ·d x

and

Mnm = M str
nm =


m 0 · · · 0
0 m · · · 0
...

...
. . .

...
0 0 · · · m

 and Knm = K str
nm = E I ·


k4

1 0 · · · 0
0 k4

2 · · · 0
...

...
. . .

...
0 0 · · · k4

Nmode


The next step is the determination of the updated ’wet’ eigenfrequencies and eigenvectors. These values
are found by the Matlab-function

[
(ϕn)(i ), ((ωwet

n )(i ))2
]
= eig(inv(Mtot)*Ktot), where the function gives

the normalised eigenvectors for ϕn . The following steps are described in Figure F.1, where the criteria for
convergence is set to ε = 1 ·10−12. As a result of this iteration, the values for the ’wet’ eigenfrequencies and
eigenmodes are found. Note that the ’wet’ eigenmodes are exactly the same as the ’dry’ eigenmodes since
there is no coupling between the hydrodynamic coefficients of the bending modes. The wet modeshapes are
presented in Figure F.2 and the ’dry’ and ’wet’ eigenfrequencies of the modes are presented in Table F.1.

Particular solution
Since the resulting mode shapes are found, the last step is the definition of the modal coordinates (ςn), which
can be identified by the linear system of Equations [48, 50]:

N∑
m=1

[−ω2 (Mnm + Anm)− iωBnm +Knm
]
ςn = FF K ,n(ω) (F.27)

where the force contribution is given in Equation F.20. The solution is found by Equation F.27. For each

3Since the off-diagonal terms of added mass are not included, the modes are still orthogonal, where we see that the ’wet’ eigenmodes are
the same as the ’dry’ eigenmodes. The eigenvector ϕn denotes the contribution of each dry mode shape, which is in this case one zero,
completed with zeros. Since the matrix Anm (and therefore Bnm are uncoupled and orthogonal, these matrices are diagonal matrices.
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Figure F.1: Scheme of the iteration procedure and its coupling to the FCFM for the bending model. The value
for the convergence test is set to ε= 1 ·10−12.
(Adapted from Loukogeorgaki et al., Fig. 4 [48])
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Figure F.2: First 5 normalized ’wet’ eigenmodes of bending mode.

Mode ’Dry’ eigenfrequency ’Wet’ eigenfrequency

n ω
dr y
n (Hz) ωwet

n (Hz)
1 0.522 0.453
2 1.440 1.230
3 2.283 2.351
4 4.667 4.372
5 6.971 6.755

Table F.1: ’Dry’ and ’wet’ eigenfrequencies of the 5 bending modes of a bulge WEC with dimension given in
Table F.2.

frequency of the incoming wave, the modal coordinates are determined according to [35, 58]:

(−iω)2 · (Mnm + Anm) ·ςn ·e−iωt + (−iω) ·Bnm ·ςn ·e−iωt +Knm ·ςn ·e−iωt = FF K ,n ·e−iωt

(−iω)2 ·ςn ·e−iωt + (−iω) · Bnm

Mnm + Anm
·ςn ·e−iωt + Knm

Mnm + Anm
·ςn ·e−iωt = FF K ,n

Mnm + Anm
·e−iωt

−ω2 ·ςn − i · Bnmω

Mnm + Anm
·ςn +ω2

m ·ςn = Fn

Mnm + Anm(
−ω2 − i Bnmω

Mnm + Anm
+ω2

n

)
ςn = FF K ,n

Mnm + Anm

⇒ ςn = FF K ,n

Mnm + Anm
·
(
−ω2 − i Bnmω

Mnm + Anm
+ω2

n

)−1

(F.28)

The modal coordinates are determined for the first four mode shapes in Figure F.9. In the results the modal
coordinates and other coefficients of Equations F.28 are defined.

The result of the modal coordinates originates from the normal mode method. This method is developed
for systems without damping, where a little amount of damping can be added as shown in Equation F.27. For a
larger amount of damping or a non-uniform distribution damping, the normal mode method is questionable
to use for a hydro-elastic response of a system [35].



74 F. Modal analysis of Bulge WEC

F.2. Pure bulging
This section does concern the pure bulging mode, which means that the cross-sectional area along the beam
is deformed. The total deformation of the beam is assumed to be a linear combination of the pure bending
modes and the pure bulging modes. This section starts with identifying the ’dry’ bulging modes, where in
the following sections the ’wet’ bulging modes are provided representing the hydro-elasticity in this modal
analysis.

Dry bulging mode
The differential equation resulting from the simplified continuity and momentum equation without external
loads, is given by [8] without the influence of the longitudinal stress terms:

∂2R

∂t 2 − 1

ρD

∂2R

∂x2 = p(x, t ) (F.29)

Where D is the distensibility of the tube and ρ is the density of the surrounding fluid. As mentioned in the
previous section F.1, the solution of the differential equation will be composed of an homogeneous and par-
ticular solution. As first, the homogeneous solution will be obtained to find the dry eigenfrequencies and dry
mode shapes. This will be found by the following equation:

∂2R

∂t 2 − 1

ρD

∂2R

∂x2 = 0 (F.30)

Since the solutions of this equation will be of the form R(x, t ) = X (x)e−iωt , Equation F.30 results in:

−ω2X (x)− 1

ρD

∂2X (x)

∂x2 = 0

c2X (x)+ ∂2X (x)

∂x2 = 0 (F.31)

where c2 =ω2 ·ρD . With a function like X (x) = X̃ enx for the time-dependent function, this equation becomes:

(c2 +n2) · X̃ enx = 0

n1 = i c n2 =−i c (F.32)

This will result in a solution for X (x) of the general form:

X (x) =C1 · sinhcx +C2 ·coshcx (F.33)

Two boundary conditions are applied to the bulging structure where the beam is fixed at both ends of the
tube, so the radius is fixed at both ends. This results in the boundary conditions given for the bow and stern:

Y (x = 0) =C2 = 0 →C2 = 0

Y (X = L) =C1 · sinhcL = 0 → cL = i ·nπ (F.34)

The first 4 eigenmodes are found to be the solution of the second equation of Equation F.34:

c1 ·L = 0 (represents the rigid body mode)

c2 ·L ≈ 3.14i →ω2 =
√

(c2 ·L)2

ρD ·L2 =
√

−9.87

ρD ·L2

c3 ·L ≈ 6.28i →ω3 =
√

(c3 ·L)2

ρD ·L2

c4 ·L ≈ 9.42i →ω4 =
√

(c4 ·L)2

ρD ·L2

c5 ·L ≈ 12.57i →ω5 =
√

(c5 ·L)2

ρD ·L2 (F.35)
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Since these solutions are not physical, the assumptions made in the beginning of this section should be re-
vised.

Dry bulging mode including longitudinal tension
Babarit defined a wave equation for a system without damping (of tube’s material and viscous damping of
inner fluid) and with an outer fluid being at rest. This wave equation for the ’dry’ bulging mode depends on
additional variable χ, where the wave equation without external force is given as: [8]:

∂2χ

∂t 2 − 1

ρD

∂2χ

∂x2 + 1

ρD

Ts D

π

∂4χ

∂x4 = 0 (F.36)

where Ts is the static longitudinal tension inside the tube due to the static pressure inside the tube and the
mooring pretension. The value of this tension is given as [8] TS = Fa,s +pi ,ss SS , where Fa,s is the prescribed
mooring pretension, pi ,s is the static pressure inside the tube and Ss is the static cross-sectional area of the
tube.

The solutions for χ(x, t )4 should be of the form [8]:

χ(x, t ) =
∞∑

n=1
Xn(x)cn(t ) (F.37)

where the time-dependent part cn is of the form cn = ξn · e−iωt . The substitution of Equation F.37 into Equa-
tion F.35 will result in:

−ω2 + 1

ρD
γ2 + TS

ρπ
γ4 = 0 (F.38)

Solution of this equation results in four components in our general solutions of the wave equation [8]:

γ2
1 =

2π

DTS

√
1+ TSρD2ω2

π
−1


γ2

2 =− 2π

DTS

√
1+ TSρD2ω2

π
+1


from which

γ1 =±k, γ2 =±i K (F.39)

X (x) = A1e i kx + A2e−i kx +B1eK x +B2e−K x (F.40)

The four constants A1, A2, B1 and B2 will be defined by the boundary conditions. To transform this solution
of X (x) into trigonometric fuctions, we will replace the origin of the coordinate system into the middle of
the cylinder. This means that the bow of the tube is placed at x = −L/2 and the stern at x = +L/2. The first
boundary condition implies the velocity of the inner fluid velocity is zero, which is due to the closed ends of
the tube and the fixed position of the tube in the waves [8]. This boundary condition results in:

X (x =−L/2) = A1e
−i kL

2 + A2e
i kL

2 +B1e
−K L

2 +B2e
K L
2 = 0 (F.41)

X (x =+L/2) = A1e
i kL

2 + A2e
−i kL

2 +B1e
K L
2 +B2e

−K L
2 = 0

(F.42)

Two manipulations (addition and subtraction of Equations F.41 and F.42) gives us two trigonometric functions

4The variable χ(x, t ) is a variable representing the generalised fluid velocity inside the tube, where generalised means that the velocity is
constant over the cross-section. The definition of χ is not mentioned in the work of Babarit [8], but the boundary conditions show an
analogy with the generalised fluid velocity U .
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[8]:

X (x =−L

2
+X (x =+L

2
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(
e

−i kL
2 +e

+i kL
2

)
+ A2

(
e

−i kL
2 +e

+i kL
2

)
+B1

(
e

−K L
2 +e

+K L
2

)
+B2

(
e

−K L
2 +e

+K L
2

)
= (A2 + A1) ·

(
e
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2 +e
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2

)
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(
e

−K L
2 +e

+K L
2

)
= 0

(A2 + A1)cos
kL

2
+ (B2 +B1)cosh

kL

2
= 0 (F.43)

X (x =−L

2
−X (x =+L

2
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(
e
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2 −e

+i kL
2

)
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e
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2 −e
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2

)
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(
e

−K L
2 −e

+K L
2
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(
e

−i kL
2 +e

+i kL
2

)
+ (B2B1) ·

(
e

−K L
2 +e

+K L
2

)
= 0

i (A2 − A1)sin
kL

2
+ (B2 −B1)sinh

kL

2
= 0 (F.44)

Since the tube cannot deform at both ends of the tube, the additional boundary conditions at the bow and
stern are [8]:

∂

∂x
X

(
x =−L

2

)
= i k A1e

−i kL
2 − i k A2e

i kL
2 +K B1e

−K L
2 −K B2e

K L
2 = 0 (F.45)

∂

∂x
X

(
x =+L

2

)
= i k A1e

i kL
2 − i k A2e

−i kL
2 +K B1e

K L
2 −K B2e

−K L
2 = 0 (F.46)

The same two manipulations result in two additions equations including some trigonometric functions to
solve X (x) with respect to the given boundary conditions [8].

∂

∂x
X

(
x = L

2

)
+ ∂

∂x
X

(
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2

)
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e
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= 0 (F.47)

∂
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(
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−k (A2 − A1)sin
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2
+K (B2 −B1)sinh

kL

2
= 0 (F.48)

And since we have four undetermined coefficients, the function could be solved by the four obtained Equa-
tions (F.43, F.44, F.47 and F.48). These equations are translated into two matrix Equations [8]:[

cos kL
2 cosh K L

2
−k sin kL

2 K sinh K L
2

][
A2 + A1

B2 +B1

]
=

[
0
0

]
(F.49)[

i sin kL
2 sinh K L

2
i k cos kL

2 K cosh K L
2

][
A2 − A1

B2 −B1

]
=

[
0
0

]
(F.50)

The solution of Xn(x) is found for a combination of values kn , Kn and ωn obtained from the following set of
equations [8]:

(S1)



kn · tanh Kn L
2 −Kn · tan kn L

2 = 0

A1 =−A2

B1 =−B2

kn
2 = 2π

DTS

(√
1+ TSρD2ωn

2

π −1

)
Kn

2 = 2π
DTS

(√
1+ TSρD2ωn

2

π +1

)
ωn

2 = kn
4TS

4πρ + kn
2

Dρ = Kn
4TS

4πρ + Kn
2

Dρ

(F.51)

where the first formula is found by the determinant of the rectangular matrix of Equation F.50. A second
same characteristic equation is found by the determinant of the rectangular matrix of Equation F.49 and the
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associated set of Equations:

(S2)


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k2
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(√
1+ TSρD2ω2

n
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(√
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n
π +1

)
ω2

n = k4
n TS

4πρ + k2
n

Dρ = K 4
n TS

4πρ + K 2
n

Dρ

(F.52)

As a solution of these systems of equations, two solutions for χn are found [8]:

X (1)
n (x) = tanh

(
K (1)

n L

2

)
sin

(
k(1)

n x
)
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(
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n L/2
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(
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2

)
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(
K (1)

n x
)
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(
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n L/2
) (F.53)

X (2)
n (x) = K (2)

n tanh

(
K (2)

n L

2

)
cos

(
k(2)

n x
)

cos
(
k(2)
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) +k(2)

n tan

(
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n L

2

)
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(
K (2)

n x
)

cosh
(
K (2)

n L/2
) (F.54)

where the boundary conditions for x = +L/2 are inserted to find the ratio between the values of A1 and B1.
For set 1, the velocity boundary condition is used to find this ratio. In Equation F.54 the values K (2)

n and k(2)
n

return in the mode shape, as a results of the ratio of A1 and B1 defined by set 2. The first six mode shapes
in Figure F.3 are the results of the Equations F.53 and F.54. Modes 1, 3, 4 and 6 are a solution of F.54 with the
values of K (2)

n and k(2)
n . The resulting modes (2 and 5) are described by Equation F.53, K (1)

n and k(1)
n . The first

six eigenfrequencies are observed, since the corresponding natural frequencies are in the observed range of
frequencies; 0.2 <ω≤ 8.0.

Figure F.3: Mode shapes of the first six eigenmodes.

The first six mode shapes defined by Babarit’s expressions are plotted in Figure F.3. These mode shapes should
be the solution of the Equations F.41, F.42, F.45 and F.46, representing the boundary conditions of this bulging
system. These boundary conditions, could be tested with respect to the mode shapes of Figure F.3. The first
two boundary conditions imply that both ends of the tube can not deform, so this means X

(
x =± L

2

) = 0.
The last two boundary condition imply that the internal fluid velocity is equal to zero, which is indicated by
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∂X
∂x

(
x =± L

2

)= 0 and is observed from the mode shapes of type 1 and 2 by the Equations F.53 and F.54:
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These derivatives are plotted against the mode shapes, which is shown in Figure F.4. The blue line is repre-
senting the mode shape and the green line the derivative of the mode shape with respect to x.

Figure F.4: Dry mode shapes and derivatives of the bulging mode shapes.

Surprisingly, the first and fourth mode shapes do not match the boundary conditions, but these are the same
mode shapes as defined by Babarit [8]. These mode shapes are observed for ’numerical eigenfrequencies’,
which are solution of the first equations of the Sets of Equations F.51 and F.52. These solutions are due to
numerics, where asymptotes values are not skipped, and frequencies are found that is not physical correct.
The characteristic equations of both sets of equations include a tan and tanh function, which results in one or
more asymptotes where the values at lower limit go to minus infinity and at the upper limit to plus infinity. In
a numerical model these two points will be connected by a line element, which crossed the x-axis (represent-
ing the frequencyω) and is therefore an additional zero-crossing value. The other zero-crossing values define
the values of the eigenfrequencies, but these numerical eigenfrequencies should be removed to observe only
physically valid eigenfrequencies. For the bulging modes of the observed tube with tube dimensions of Table
F.2 the Characteristic equations are given in Figure F.5. The values of the ’numerical eigenfrequencies’ are
found in both types of mode shapes, and will be both removed to end with only valid eigenfrequencies.
One important mark has to be made about the resulting ’dry’ mode shapes of the bulging cylinder. Since the
modes are either asymmetric (Mode 1, 3 and 5) or symmetric (Mode 2, 4 and 6), the mode is representing the
section averaged flow velocity [8]. The deformation of the cross-sectional area is related to the derivative of
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Figure F.5: Characteristic equations of set 1 (Equation F.51) and set 2 (Equation F.52) including the numerical
eigenfrequencies (given by red crosses).

Figure F.6: Dry mode shapes and derivatives of the mode shapes without the ’numerical eigenfrequencies’ of
bulging.

the mode shape with respect to x, denoted by ∂χ/∂x (and also ∂X /∂x), and provides conservation of volume:

S −SS =−SS
∂X

∂x
(F.57)

Where SS is the cross-sectional area of the pre-tensioned tube by the inner fluid. The conservation of mass
could be interpreted as a conservation of volume, by integration of the cross-sectional area along the tube’s
length. This check could be done by taking the area below the curves representing ∂X /∂x in Figure F.6. The
integral under this curve is representing the change in total area, which should be equal to zero. The values
found by a numerical integration are given in Table F.3, where the values of mode 2, 4 and 5 are significant.
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Name Symbol Unit
Length L 10 m
Radius Rs 0.274 m
Wall thickness hs 0.01 m
Submersion depth d -1.25 m
Tube mass Mtube 91.7 kg
Mooring pretension FaS 443.4 N
Static pressure ps 77.7 kPa
Distensibility D 1.29 ·103 Pa−1

Young’s modulus E 0.0020 ·109 Pa

Table F.2: Geometry and material properties for
numerical calculations on elastic-hydrodynamic
motions [8].

Mode

∫ +L/2

−L/2

∂χ

∂x
d x

1 2.2195e-15
2 -7.2979e-04
3 -1.8987e-15
4 -0.0019
5 -3.9048e-15
6 -0.0036

Table F.3: Check for conservation of mass of first
six mode shapes for 100 panels along the tube’s
length.

The results of continuity test will decrease for an increase of panels in x-direction, where we could state that
the deviations of the results of the conservation of volume-test are due to numerical integration inaccuracies.

Hydro-elastic bulging mode
The response of the bulge WEC should be analysed with the interaction of the surrounding fluid in terms of
radiated and incident pressures. This hydro-elasticity is evaluated in a similar way to the hydro-elastic anal-
ysis of the bulge modes, but some differences will be described in the following paragraphs. The differential
equation of the problem including the surrounding fluid is given as [8]:

∂2χ

∂t 2 − 1

ρD

∂2χ

∂x2 + 1

ρD

Ts D

π

∂4χ

∂x4 =− 1

ρ

∂pe

∂x
(F.58)

which is the same as Equation E.12 without the terms for damping of the tubes material and the inner fluid,

which will be neglected in this modal analysis. The modal superposition is used, whereχ(x, t ) =∑Nmode
n=1 Xn(x)·

cn(t ). Since the contour averaged pressure is the sum of the incident wave pressure (pW ) and the radiation
pressure p(4)

R , the contour averaged pressure is given by [8]:

pe (x,ω) = pW (x) ·e−iωt +
N∑

n=1
(−Anm(ω)c̈n −Bnm(ω)) ċn (F.59)

Implementation of Equation F.59 and the modal superposition of χ(x, t ) into the differential equation of F.58,
results in:

Nmode∑
n=1

c̈n Xn − 1

ρD

∞∑
n=1

cn
∂2Xn

∂x2 + 1

ρD

Ts D

π

∞∑
n=1

cn
∂4Xn

∂x4 =− 1

ρ

∂pW

∂x
·e−iωt +

Nmode∑
n=1

(−An(x,ω)c̈n −Bn(x,ω)) ċn

(F.60)
A multiplication of this function with mode shape Xm and integration over the length of the beam will result
in a more simplified system of equations, where the orthogonal properties of the modeshapes are the key
point [8].
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d x (F.61)

=
Nmode∑

n=1

(
1+ A∗

nm

)
c̈n +B∗

nm ċn +Knmcn = F∗
F K ,m (F.62)
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where the coefficients A∗
nm , B∗

nm , Knm and FF K ,m)∗ are given as [8]:

Knm = 1

ρD
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∂2Xn

∂x2 Wmd x + 1

K 2
0
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ρ
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An(ω)

∂Xm

∂x
d x

B∗
nm = 1

ρ
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−L/2
Bn(ω)

∂Xm

∂x
d x

F∗
F K ,m = 1

ρ
·−iρgζI ·e−iωt

∫ L/2

−L/2
e iνx · ∂Xm

∂x
d x ·

∫
C0

eνz nndC (F.63)

Where the coefficients are denoted by an ∗ are related to the change in cross-sectional area. Babarit defined
the mathematical operator ∗ for a arbitrary function as [8]:

f ∗ = 1

ρ

∫ L/2

−L/2
f (x)

∂Xm

∂x
d x −∆ f (x)Xm |L/2 (F.64)

where the second term is in this case always zero, since the boundary conditions state that X (x =±L/2) = 0.
Therefore these terms are neglected in Equation F.59, F.61 and F.62.

Homogeneous solution
The homogeneous solution of the hydro-elastic bulging mode is a reduced form of Equation F.61, where the
incident wave pressure and radiation damping are neglected. For mode shape n the homogeneous solution
has to solve: (

1+ A∗
nm

)
c̈n ++Knmcn = 0 (F.65)

When we assume cn = ξn ·e−iωt , the following eigenvalue problem arises:[
Knm − (

ωwet
n

)2 · (1+ A∗
nm

)]
ξn ·e−iωt = 0 (F.66)

which looks the same as Equation F.26, where we replace some values for the matrix coefficients; Mnm = 1
and Anm = A∗

nm . The iteration scheme is used with the different matrix coefficients, and as a result the ’wet’
natural frequencies are found. For an iteration criteria of ε= 1 ·10−12, the ’dry’ and ’wet’ natural frequencies
of the first 6 modes are assembled in Table F.4.

Mode ’Dry’ eigenfrequency ’Wet’ eigenfrequency

n ω
dr y
n (Hz) ωwet

n (Hz)
1 0.9562 0.9252
2 1.9651 1.8276
3 3.0736 2.7521
4 4.3194 4.0294
5 5.7306 5.5933
6 7.3275 7.0468

Table F.4: ’Dry’ and ’wet’ eigenfrequencies of the bulging modes of a bulge WEC with dimension given in
Table F.2.

Since the off-diagonal terms of the A∗
nm , B∗

nm and Knm matrices are equal to zero, in other words there is no
coupling between the bulging modes, the mode shapes of the ’wet’ bulging are exactly the same as the ’dry’
bulging mode shapes (which are given in Figure F.6).

Particular solution
The particular solution of the mode shape can be determined by Equation F.62 with the matrix coefficients
from F.63. We assume the modal coordinates as a function of cn(t ) = ξn ·e−iωt (in stead of cn(t ) = ξn ·e−i (ωt+θ)),
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so Equation F.62 is rewritten into:

−ω2 (
1+ A∗

nm

)
ξn ·e−iωt − iωB∗

nmξn ·e−iωt +Knmξn ·e−iωt = FF K ,m(ω))∗ ·e−iωt
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nm

⇒ ξn = FF K ,m(ω))∗
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·
(
−ω2 − i

B∗
nmω

1+ A∗
nm

+ω2
n

)−1

(F.67)

The resulting modal coordinates for each mode are given in Figure F.14. These modal coordinates are the real
values of ξn

5.

F.3. Results
Bending
The results for bending are partly given in the previous sections, for example the mode shapes that are shown
in Figure F.2. The radiation coefficients are defined for each mode shape, which is shown Figure F.7. The red
and purple dots represent the values of Anm and Bnm as defined in the iterative process of Figure F.1. The
geometry characteristics that are used as input of the model are given in Table F.2.

For every bending mode shape a generalised excitation force is defined for the incident wave by Equa-
tion F.20. These excitation forces are presented in Figure F.8. In these graphs a vertical line is added which
indicates the wavelength of the mode shape. For example the first mode shape shows resemblance with the
first half of a sine, where the wavelength of the total sine is approximate 2 ·L. In the graph in the upper left of
Figure F.8 this wavelength is indicated.

As a result of the hydrodynamic coefficients Anm and Bnm and excitation force FF K ,n the modal coordi-
nates are defined for each mode shape and wave frequency. The modal coordinates ςn are plotted in Figure
F.9. This graphs are representing the response amplitude operator (RAO) of every bending mode shape, since
the amplitude of the incoming wave is equal to 1.

5The imaginary part of ξn is known as the phase difference of cn = ξn ė−i (ωt+θ). Since the θ is not calculated in the calculation of ξn , the
value of ξn is complex.
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Figure F.7: Hydrodynamic coefficients for the first 5 bending mode shapes.

As the last result, the deformation rate of the tube is plotted in Figure F.10. The deformation rate δλ =∑Nmode
n=1 ςnηn(x) · e−iωt gives the deflection of the tube for a fixed position along the tube due to a certain

frequency.
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Figure F.8: Excitation pressure for the first 5 bending mode shapes.

Figure F.9: Modal coordinates for the first 5 bending mode shapes.

Bulging
The results of the pure bulging case are given in this section. The first results, the bulging mode shapes, are
already given in Figure F.6, where the boundary conditions are fulfilled. Since the frequency range is defined
by incoming waves with a period between 1 and 5 seconds, the fifth and sixth modes are outside the observed
frequency range. The first 4 bulging eigenmodes are shown in Figure F.11.
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Figure F.10: Deformation of the tube at 10 positions along the tube.

For each mode shape the hydrodynamic coefficients Anm and Bnm are plotted in Figure F.12. In these plots
the values of the added mass and damping coefficients is increasing for an increasing eigenfrequency, which
will be due to the influence of the particular mode shape. The values of Anm and Bnm that are used in the
iterative process are highlighted by the red and purple points in the graphs.

To solve the equation of motion, a generalised excitation force is calculated by Equation F.63. The values of
the excitation force per mode shape is plotted in Figure F.13. In these plots, the vertical line is represent-
ing the wavelength of the trigonometric function corresponding to the mode shape. These values are close
the excitation peak of every mode shape, where small deviations are caused by difference between a purely
trigonometric function and the mode shape. In the higher frequency range, local maxima are found as well.
These peaks are caused by every multiple of the modes wavelength.

As a result of Equation F.67 the modal coordinates for the first 4 bulging modes are plotted in Figure F.14.
For the third and fourth mode, differences between the damped and undamped modal coordatinates are
significant around the eigenfrequencies. The values of the damping coefficients of the third and fourth mode
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Figure F.11: First 6 mode shapes of the bulging tube.

Figure F.12: Hydrodynamic coefficients for the first 6 bulging mode shapes.

are significantly higher than the same coefficients from the first two modes, as shown in Figure F.12.
The final results of the modal analysis is the deformation of the tube due to the first 4 bulging modes. This
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Figure F.13: Excitation pressure for the first 6 bulging mode shapes.

Figure F.14: Modal coordinates for the first 6 bulging mode shapes.

deformation is defined for bulging as δλ= S
SS

−1, which is the change in radius of the tube. This deformation
rate is shown in Figure F.15 for 10 positions along the tube. The red points are the experimental values used
by Babarit [8] to validate their numerical model.
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Figure F.15: Deformation of the tube at 10 positions along the tube for bulging. The blue line represents the
FCFM results, the green are the numerical results of Babarit et al. and the red dots represent the experimental
values found by Babarit et al. [8].

WEC efficiency
As described in Appendix A, the performance of a WEC is defined by an efficiency ηwec . This efficiency is
the ratio between the power absorbed by the WEC and the mean energy per meter crest width in the sea
with wave amplitude ζI . For bending and bulging different configurations of the power take-off (PTO) are
observed. In Figure F.16 three configurations are presented.
The first configuration is a simple example where the absorbed power is calculated by a multiplication of the
damping force and the deformation velocity and is averaged over one wave period[19],

P̃ = F ·U (F.68)

where F is the force (acting on the body) and U = ∂δλ/∂t is the deformation velocity. The force that is ab-
sorbed by the wave energy converter, is equal to the force due to damping FPT O and Fr ad ,B , which is defined



F.3. Results 89

(a) Simple approach for bending and bulging.

(b) EAP in longitudinal direction for bending.

(c) EAP in circumferential direction for bending.

Figure F.16: Mode shapes of a bending tube.

for bending and bulging:

F =F (3)
abs =

5∑
n=1

∫
L

(
BPT O +b(3)(ω)

)
Wn q̇n(t ) ·d x

F =F (4)
abs =

6∑
n=1

∫
L

(
BPT O + hs Ss b(4)(ω)

ρRs

)
· ∂Xn

∂x
ċn(t )d x (F.69)

The velocity U is also defined for both motions:

U =U (3)(x, t ) = ∂w(x, t )

∂t
=

5∑
m=1

Wm(x)q̇m(t )

U =U (3)(x, t ) = ∂

∂t

∂χ(x, t )

∂x
=

6∑
m=1

∂Xm

∂x
ċm(t ) (F.70)

The absorbed power is averaged over one wave period, which is calculated by:

P̃ (3)(ω,T ) = 1

T

∫
T

5∑
n=1

5∑
m=1

∫
L

(
BPT O +b(3)(ω)

)
q̇n(t )Wn(x)Wm(x)q̇m(t ) ·d x ·d t

P̃ (4)(ω,T ) = 1

T

∫
T

6∑
n=1

6∑
m=1

∫
L

(
BPT O + hs Ss b(4)(ω)

ρRs

)
· ∂Xn(x)

∂x
ċn(t )

∂Xm(x)

∂x
ċm(t ) ·d x ·d t (F.71)

where the time-dependent bending and bulging velocities q̇n and ċn are given as,

qn(t ) = ςn(x,ω) ·e−iωt → q̇n(t ) =−iω ·ςn(x,ω) ·e−iωt (F.72)

cn(t ) = ξn(x,ω) ·e−iωt → ċn(t ) =−iω ·ξn(x,ω) ·e−iωt
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Rearrangement of Equation F.70 results in a mean absorbed power:

P̃ (3)(ω,T ) = Re

{
1

T

∫
T
ω2 (

BPT O +b(3)(ω)
) 5∑

n=1

5∑
m=1

∫
L

Wn(x)Wm(x) ·ςn(x,ω)ςm(x,ω)d x ·e−2iωt d t

}

P̃ (4)(ω,T ) = Re

{
1

T

∫
T
ω2

(
BPT O + hs Ss b(4)(ω)

ρRs

) 6∑
n=1

6∑
m=1

∫
L

∂Xn(x)

∂x

∂Xm(x)

∂x
·ξn(x,ω)ξm(x,ω)d x ·e−2iωt d t

}
(F.73)

The efficiency of the wave energy converter is defined by the ratio between the mean absorbed wave power
of the WEC (Pwec = P̃ ) and the mean wave energy per meter crest width of amplitude ζI :

ηwec = Pwec /L

JW
(F.74)

where L denotes the length of the WEC and JW = ρg 2ζ2
I /4ω is the mean wave energy of a wave of 1 m width

[72]. The efficiency of the bulge WEC is shown in Figure F.17a where the solid blue line represents the WEC
energy due to bulging and the orange line represents the bending WEC efficiency.

(a) Numerical model with FCFM (b) Comparison with bulging efficiency with [8]

Figure F.17: WEC efficiency calculated by Equation F.74 in subfigure F.17a and validation of bulging WEC
efficiency of [8] in subfigure F.17a

In Figure F.17b, the result of the capture width of Babarit et al. [8] is plotted, who observed only bulging in their
model. The capture width (CW) is non-dimensionalised as CW/L, which has the same definition as ηbul g i ng .
A comparison between the WEC efficiency for bending and bulging (in Figure F.17 results in a dominance
of energy conversion due to bulging. The magnitude of energy conversion due to bulging is approximately
40 times larger than the energy conversion due to bending. The values of bulging are also compared to the
total absorbed power as calculated by Babarit et al. for an damping value of BPT O = 100Pa · s. The red line in
Figure F.17b shows the result of Babarit et al., where different boundary conditions of the WEC are analysed.
For the FCFM results, a value of BPT O = 100Pa · s is used, but the local peaks differ from the values obtained
by Babarit et al. The difference in boundary conditions and the difference in observed mode shapes and
eigenfrequencies of each mode are a limitation of this comparison. Validation of these results is therefore
difficult.

Since the SBM S3 (which is observed by Babarit et al.) converters energy of the WEC by Electro Active
Polymer (EAP) rings (as shown the configuration of Figure F.16c) the values are also different for these config-
urations.

Electro Active Polymers convert energy due to stress in the wall, which should be adjusted to convert
bending energy of the WEC. A new configuration (of Figure F.16b) is suggested to extract energy from the
bending tube. Electro Active polymers are aligned in the longitudinal direction of the tube, where deforma-
tions are converted into an electrical potential. The power extracted in this approach is estimated by the
elastic strain energy due to a bending moment. The elastic strain energy due to a bending moment in a beam



F.4. Validation and verification 91

is defined by [31]:

U =
∫ L

0

M 2
bend (x)

2E I
d x (F.75)

where U is the elastic strain energy, bend (x) is the bending moment, E is the Young’s modulus and I represents

the area moment of inertia. Since the bending moment is related to the deformations by M(x) = E I ∂
2w(x,t )
∂x2 ,

the elastic strain energy is rewritten into:

U =
∫ L

0

E I

2

∑
n=1

(
∂2Wn(x)

∂x2 ·qn(t )

)2

·d x (F.76)

The elastic strain is related to the PTO damping coefficient (BPT O) in the equation of motion for bending.
This equation (Equation F.27) is rewritten into:

N∑
m=1

[−ω2 (Mnm + Anm)− iω (Bnm +BPT O)+Knm
]
ςn = FF K ,n(ω) (F.77)

where the mechanical or PTO damping coefficient BPT O is combined with the radiation damping, which is
related to the absorbed energy of the WEC from the waves. Since power is inserted into Equation F.74 to
define the WEC efficiency ηW EC , the strain energy is converted into power by

P̃ (ω) = U

T
= Re

{
E I

2T 2

∫
T

5∑
n=1

5∑
m=1

∫ L

0

∂2Wn(x)

∂x2 ·ςn · ∂
2Wm(x)

∂x2 ·ςm ·d x ·e−2iωt ·d t

}
(F.78)

The values of ςn and ςm are found by the solution of Equation F.77. In Figure F.18 the results of the WEC
efficiency for a PTO damping coefficient BPT O = 50Pa·s and BPT O = 100Pa·s are plotted. This figure confirms
that more power is absorbed and the efficiency is increased for a higher PTO damping coefficient. The order of
absorbed energy due to bending corresponds to the WEC efficiency in Figure F.17a. The difference between
these two graphs is of a factor two, which is due to the configuration of the PTO. Validation in the form of
experiments should give more insight into the right estimate of the absorbed power of a WEC.

Figure F.18: WEC efficiency based on Equation F.78.

F.4. Validation and verification
The results found in the previous section are validated and verificated partly with experiments and recent
research. Since the results found by Fathi et al. do not contain the dimensions and material characteristics of
the tube in its two ’surge-pressure’ modes, these calculations are only used to verify the hydrodynamic coef-
ficients based on visual correspondence. Figure E.4 shows some similarities, but in Figure E.4b the influence
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of the mode shape is missing. A comparison of Figure E.4a with the hydrodynamic coefficient of the bulging
tube motions of Figure F.19 shows two major differences. The values on the x-axis and both y-axes differ from
the figure of Fathi et al., but the ratio between the peak values of the added mass and damping coefficients is
approximately the same. Figure E.4a claims that for higher modes, the peaks of the added mass and damping
are shifting towards the lower wave periods, which cannot be obtained from Figure F.20a. [24].

Figure F.19: Hydrodynamic coefficients of first bulging mode against wave period.

One important remark has to been made about the ’surge-pressure’ mode shapes, which are not normalised
in the same way as done for modal analysis. The mode shapes found by Fathi et al. are given in Figure F.20 and
these can be compared to the mode shapes that are found by the FCFM. Some differences can be obtained.
The mode shapes of Fathi et al. are normalized by setting the maximum values to 1, while for the current
model the integrated area under the mode shape X is set to zero. Since the hydrodynamic coefficients in the
FCFM are related to ∂X /∂x, first two mode shapes (and also the higher modes) show some differences. This
is one of the arguments for the differences in the values of the hydrodynamic coefficients found by the FCFM
and the research of Fathi et al.

(a) Results Fathi et. al [24] (b) Results FCFM.

Figure F.20: Exciting forces of a bulging tube, where the first mode is represented by the solid curves and the
second with the dashed curves in F.20a.

Another result found by Fathi et al. is the exciting force of the ’surge-pressure’ modes of a distensible tube.
The results of Fathi et al. and the FCFM are shown in Figure F.21. In both graphs the first two modes are
plotted, where in both figures the peak decreases and it shifts to to lower periods. A small shift between the
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modes is observed, which could be caused by deviations in mode shape and dimensional characteristics of
the tube. A small local minimum is observed in Fathi’s results for the first mode shape, which show the same
behaviour of the exciting forces in short waves. These wiggles are also visible in Figure F.13, where these peaks
are coupled to the wave length (and therefore wave period) of the mode shapes. The magnitude of the peaks
is adapted due to the normalisation of the mode shapes, where differences are caused by 3D effects and the
differences in geometrical characteristics of the observed tube.

Figure F.21: Exciting forces of a bulging tube.
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The results of bending are also verified with the results obtained by Fathi et al. [24]. They observed 4 bending
modes which are given in Figure F.22a. These mode shapes are the same as the mode shapes obtained by the
FCFM (see Figure F.22b). The difference is found in the magnitudes of the mode shapes, which is due to the
normalisation procedure.

(a) Results Fathi et. al [24] (b) Results FCFM.

Figure F.22: Mode shapes of a bending tube.

For the bending modes the hydrodynamic coefficients are not given by Fathi et al., but results of the wave
exciting force for the heave, pitch and first four bending modes are presented in Figure F.23a. The excitation
force is given with respect to the wave period, where Figure F.23b shows the resulting values of the wave
exciting force found by the FCFM (for only the first two bending modes). The values of the wave exciting force
is scaled with ρgζI where the peak values are increasing for increasing order, which is contrary to the results
of Fathi et al. This difference can be caused by different normalisation of the modes, which are checked by a
second run of the model with normalisation and length-scales as used by Fathi et al. The results of this run
for the first four modes are plotted in Figure F.24a and the exciting forces for these four modes are plotted in
Figure F.24b. The analogy between Figure F.24b and Figure F.23a is improved largely by the length scale. Since
the directional cosines are included in Equation F.20, a higher length-scale will increase the values of the
peaks in Figure F.23b. Comparison between the Figures F.23b and F.24b proves that the peak values depend
on the length scales in combination with the mode shapes.

The major differences between the FCFM and the results of Fathi et al. in Figure F.24b are caused by 3D
effects and tuning of the geometry characteristics. Some dimensions of the tube, like the mass, wall thickness
and submersion depth, are not presented in the article of Fathi et al.. Since these values are not specifically
given by Fathi et al., the differences could be only given by reverse engineering. The results of this second run
with different length scale and normalisation supply the cause of the differences found for the differences in
the excitation force in the first two bending modes.
Since the bulging modes are based on the research executed by Babarit et al. [8], their validation could be
applied to the FCFM results as well. Experimental values are plotted in Figure F.15 where the red dots rep-
resent the experimental values. The material and geometry characteristics are presented in Table F.2, which
correspond to the values used by Babarit et al. The blue line in Figure F.15 represents the results of the FCFM
and the green line shows the numerical results of Babarit et al.[8]. The numerical values of Babarit et al. show
some differences for the peaks, which is due to a difference in eigenfrequencies of both numerical methods.
As mentioned before two of his eigenfrequencies, at ω= 0.8724 Hz and ω= 2.814 Hz are not included in the
FCFM, but these values are not visible in the graph as well. Fluid damping of the inner fluid and wall damping
is not taken into account, and the material characteristics like the distensibility D of the tube is tuned with
respect to the experimental values. So difference between numerical and experimental values should be fixed
by the including damping terms and a proper definition of the distensibility of the material. The values found
by the FCFM (denoted by the blue line), differ from the values found by the method of Babarit et al. especially
for the resonance periods, which are shifted with 0.5 s. The absence of the three-dimensional effects of the
radiation coefficients on the mode shapes and the assumption that diffraction effects will be small, could
cause this shift in resonance period.
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(a) Results Fathi et. al [24] (b) Results FCFM at d/R = 1.25.

Figure F.23: Exciting forces of a bending tube.

(a) Results Fathi et. al [24] (b) Results FCFM.

Figure F.24: Mode shapes and exciting forces of a bending tube (with length scale L/2).

For further research, it could be valuable to execute experiments with a well-known elastic material for a slen-
der tube. Since most elastic materials do not have linear behaviour, some extra assumptions have to be made
about the elasticity of the material, for example taking a visco-elastic material for the tube’s wall. Results
for the pressure distribution along the tube, would increase insight into the contribution of the radiation,
diffracted and incident pressure components along the beam. Since the model does not include the viscous
damping of the inner fluid and the wall damping, this would be interesting to add to the model. And finally,
the three-dimensional interaction of the two-dimensional hydrodynamic coefficients should be taken into
account, including diffraction of the incoming wave.

Check assumptions of model
The model excludes viscous and diffraction forces, which is assumed in Appendix E and the previous sections
of this Appendix. Since a linear gravity wave is assumed in an incompressible, inviscid and irrotational fluid,
the viscous forces are neglected. Diffraction of the incoming wave is neglected to keep the model simple, but
it can be added in a later stage of the model. Figure F.25 shows roughly the validity of the linearized theory
based on the assumption that the wavelength (λ) is much greater than the tubes diameter (D). For a small
ratio of λ/D , the wave slope is high and diffraction or even breaking of the waves is of importance [45].

The second region that is highlighted in Figure F.25 is the viscous region, where the ratio between wave height
(H) and the tube’s diameter is of interest. Since linear wave theory indicates a orbital movement of a particle
in a deep water wave [34], a H/D-ratio (where H = 2 ·ζI ) implies a small circular particle path with respect to
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Figure F.25: Regions of importance of viscous and diffraction forces on the structure. Figure adapted from
[45].

the tubes diameter (where D = 2 ·Rs ). For large ratios of H/D , the dimension of the particle path and tube’s
diameter are of the same order and flow separation will occur. Flow separation is a viscous effect, where
the flow is change with respect to the flow assumed in linear potential theory. As shown in Figure F.25, this
means that some of the observed frequencies are out of the range where viscous and diffraction effects or not
important. To fulfil the assumptions, two options could improve the current model:

• Restrict the range of incident wave frequencies to the values inside the range where viscous and diffrac-
tion effects can be neglected. So for the given tube dimensions (of Table F.2) this means that ω ≤ 2.43
Hz.

• Add diffraction to the model, where diffraction of the end effects of main importance. A considerable
amount of strip theory method has included diffraction in their numerical codes [8, 36, 69], which
means that it would be possible to extend the model with diffraction.

F.5. Conclusions
This appendix drawn some conclusions to the main question and secondary questions 2 and 3 of Section A.2:

2. How can Frank’s close-fit method be adapted to deal with deformable bodies in still water?

In Appendix E relevant literature with respect to the response of a deformable body in waves is shown.
The calculations of the modal response is investigated in this Appendix. The Frank close-fit method
is not implemented for a deformable body in still water, because the body is not driven into a forced
oscillation, so radiation is not of interest. The response of a bulge WEC in still water is only focussing
on the dry bending and bulging modes. In this Appendix these modes are derived by a mode superpo-
sition method. The results of this ’dry’ mode shapes and frequencies deviate a little bit from the modes
found by Babarit et al. which is caused by a difference in boundary conditions for the tube. Besides the
boundary conditions, Babarit et al. observed some ’numerical’ eigenfrequencies and corresponding
modes, which are not physically correct.

3. How can Frank’s close-fit method be adapted to deal with deformable bodies operating in regular waves?
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The response of a bulge WEC is observed in this section, where loads due to incoming and radiated
waves are included. The ’dry’ mode shapes and frequencies are transformed into ’wet’ mode shapes
and frequencies, where the hydrodynamic added mass reduces the value of the natural frequency of
the individual modes. Mode superposition is utilized and the normal coordinates of each mode are ob-
tained for a tube operating in incident gravity waves and with a certain level of radiation damping. The
results that are found are compared to the results found by Babarit et al. [8] and Fathi et al. [24]. In gen-
eral, the values of the numerical model show the same behaviour as the reference work, but differences
are obtained due to differences in geometrical dimensions, boundary conditions and normalisation
methods.

The main goal of the current study was to identify the advantages of the implementation of the FCFM into
a hydro-elastic problem. The results of this Appendix show that the implementation is promising, but that
some differences are found between several methods to calculate hydro-elastic response of a bulge WEC.
The implementation of the Frank close-fit method results into hydro-elasticity is shown to reduce the com-
putational time, since the radiation problem is solved by only 36 panels along the submerged cross-section.
The findings of this research could provide insight into a hydro-elastic problems as an estimation of the final
performance of a wave energy converter or similar types of application.

Considerably more work needs to be done to determine the three-dimensional interaction of the seg-
ments along the tubes length and the diffraction effects on the hydro-elastic response of a bulge WEC. Imple-
mentation of some viscous terms could increase the validity of the model, since the wall damping and inner
fluid damping are excluded in the current model.
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