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Abstract—Ultrasound is frequently used to evaluate suspi-
cious masses in breasts. These evaluations could be improved 
by taking advantage of advanced imaging algorithms, which 
become feasible for low frequencies if accurate knowledge 
about the phase and amplitude of the wave field illuminating 
the volume of interest is available. In this study, we compare 
five imaging and inversion methods: time-of-flight tomogra-
phy, synthetic aperture focusing technique, backpropagation, 
Born inversion, and contrast source inversion. All methods are 
tested on the same full-wave synthetic data representing a 2-D 
scan using a circular array enclosing a cancerous breast sub-
merged in water. Of the tested methods, only contrast source 
inversion yielded an accurate reconstruction of the speed-of-
sound profile of the tumor and its surroundings, because only 
this method takes effects such as multiple scattering, refrac-
tion, and diffraction into account.

I. Introduction

Ultrasound breast imaging was shown to be success-
ful in detecting tumors in dense breasts which may 

be missed using mammography [1], [2]. The application of 
ultrasound as a noninvasive imaging modality for breast 
cancer detection was already investigated in the seventies 
and eighties, and led to the development of ray-based CT 
[3]–[6] and Doppler imaging methods [7] for breast can-
cer detection. In addition, hybrid methods and systems 
were developed which obtain pulse echo, attenuation, and 
speed-of-sound images simultaneously [8]. Taking advan-
tage of these early successes, fully-automated ultrasound 
breast scanning systems were developed [9]–[13]. Typi-
cally, these systems allow for reproducible measurements 
when accurate knowledge about the scanning system and 
the field illuminating the volume of interest (phase and 
amplitude in absence of any contrast) is available. Hav-
ing access to this information is an important condition 
for applying advanced 3-D imaging algorithms. Although 
the early imaging methods are typically computationally 
efficient, they do not take into account many of the phe-
nomena associated with the wave nature of the ultrasound 

field, e.g., diffraction, refraction, and multiple scattering. 
To overcome these limitations, various methods have been 
developed which do take into account (with varying de-
gree) the (full-)wave nature of the field [14]–[19].

This study aims to compare five different imaging 
methods—with varying complexity and underlying as-
sumptions—for localizing and characterizing the tumor 
in a breast. Time-of-flight tomography (TOFT) is the 
only ray-based method investigated [20], [21]. With imag-
ing, recorded travel times are related to a known matrix 
(containing information about the locations of all sourc-
es and receivers) and an unknown speed-of-sound map. 
This matrix-vector problem is successively solved using 
an iterative minimization algorithm [22], which uses total 
variation for regularization. The remaining four methods 
are wave-based. Synthetic aperture focusing technique 
(SAFT), also known in literature as migration or delay-
and-sum imaging, is typically used to compute reflectiv-
ity images [23]. The second wave-based method tested is 
backpropagation (BP). This single-step frequency-domain 
method is based on the reverse process of the forward 
problem, i.e., computation of the pressure field given a 
known source distribution [14], [24], [25]. This method 
yields results similar to those obtained in the first itera-
tion step of the Born inversion (BI) method. With this 
method, the inverse scattering problem is formulated in 
the frequency domain via an integral equation. This equa-
tion is a linearized version of the full-wave or nonlinear 
integral equation and is solved iteratively for the unknown 
contrast function [14], [26]. Finally, a full-wave nonlinear 
inversion method is tested. For this, the contrast source 
inversion (CSI) method is used. This iterative method op-
erates beyond the Born approximation and solves the full 
nonlinear inverse problem [15], [27].

To investigate the potential of each method, they are 
all tested on two data sets; a noise-free synthetic data set 
and one with 1% white noise. Both data sets represent the 
same cross-sectional scan of a breast model built from a 
magnetic resonance imaging (MRI) scan of a cancerous 
breast [28]. Although all methods are applicable in 3-D, 
we have used a 2-D example for ease of comparison. To 
cope with noise, several techniques may be applied, vary-
ing from regularization techniques, such as total variation, 
up to spatial filtering techniques as a post-processing step. 
Testing these different regularization and filtering meth-
ods is a different topic and is considered to be beyond the 
scope of the presented work.
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II. Theory

To ease the comparison between the various imaging 
methods, only lossless media showing a spatially varying 
speed of sound c(x) are considered. For these media, the 
propagation and scattering of acoustic wave fields may be 
described in the time domain via the scalar wave equation
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where p(x, t) is the acoustic pressure field at the location 
x and time t, and S(x, t) describes the primary source gen-
erating the acoustic wave field. Typically, these sources 
are located on a surface S enclosing the spatial domain of 
interest D, see Fig. 1. Transforming (1) to the frequency 
domain yields the Helmholtz equation for heterogeneous 
media,
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where ω is the angular frequency and where the caret sym-
bol � is used to denote quantities defined in the frequency 
domain. The pressure field p̂( )x  may be decomposed into 
an incident field ˆ ,p inc( )x  which is the field generated by the 
primary source Ŝ( )x  and propagating in a homogeneous 
background medium with speed of sound c0, and a correc-
tion term referred to as the scattered field p̂ sct( )x  [29], [30]; 
hence,

	 ˆ ˆ ˆp p p( ) = ( ) ( ).x x xinc sct+ 	 (3)

By taking advantage of Gauss’s theorem, it may be shown 
that the scattered field p̂ sct( )x  equals
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where Ĝ(x  − x′) is the Green’s function describing the 
impulse response of the background medium, and where 
the contrast function χ( )x′  describes the variations in 
speed of sound due to the presence of objects in the spa-
tial domain D. This contrast function is defined as
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Note that for the considered problem there is no need to 
use absorbing boundary conditions or perfectly matched 
layers [31] because the applied Green’s function satisfies 
the Sommerfeld radiation condition.

Eqs. (3) and (4) represent a Fredholm integral equation 
of the second kind. The situation in which both the inci-
dent field p̂ inc( )x  and the contrast function χ( )x′  are known, 
but where the pressure field p̂( )x  is unknown, is referred to 
in the literature as the forward problem. This is a linear 

inverse problem, which may be solved using a conjugate 
gradient solution method [32]. However, with imaging, the 
unknown contrast function χ( )x′  is reconstructed from the 
pressure field p̂( )x  measured by the receivers located in the 
spatial domain S. Because both the contrast function and 
the pressure field inside the integral are unknown, imaging 
represents a nonlinear inverse problem. Next, five imaging 
methods will be tested by reconstructing the interior of 
the breast by solving the nonlinear inverse problem ap-
proximately or fully.

III. Methods

A schematic representation of the scanning system is 
shown in Fig. 1. Sources and receivers are located in the 
domain S at xs and xr, respectively. The domain S, referred 
to as the data domain, encloses the region of interest D, 
referred to as the object domain, containing the objects.

A. Time-of-Flight Tomography (TOFT)

If the approximation is made that the pressure field 
travels along straight paths or rays, spatial variations in 
the speed of sound will lead to a phase shift of the mea-
sured signal, i.e., a change in travel time, as compared with 
a wave traveling in a homogeneous background medium. 
Within this approximation, the forward problem may be 
formulated as a Radon transform in a single (x, y)-plane:
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where Pβ(γ) is the travel time for a wave propagating 
from the source to the receiver, δ(·) is Dirac’s delta func-
tion, R is the radius of the circle on which the transducers 
are positioned, β is the angle between the y-axis and the 

Fig. 1. Schematic representation of the scanning system. Sources and 
receivers are located at xs and xr on a surface S enclosing the domain D. 
The latter domain is the region of interest where the contrast function χ 
may be nonzero.
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transmitter, and γ is the position of a ray in a fan beam. 
During imaging, a speed-of-sound profile of the region of 
interest may be obtained from the measured projections 
Pβ(γ) using the inverse of this Radon transform [6], [14].

A solution for the speed-of-sound profile may also be 
obtained by first casting the problem as a vector-matrix 
problem, where the time-of-flight measurements denoted 
by the vector b are connected via the matrix A to the 
slowness profile s, which is the reciprocal of the speed of 
sound c. The resulting equation is

	 As b= .	 (7)

Next, an image of the speed-of-sound profile may be com-
puted using an iterative scheme that minimizes the misfit 
between the actual or measured time-of-flight measure-
ments b and the computed time-of-flight measurements 
based on the reconstructed slowness vector s [20]. This 
misfit may be expressed using the error E:

	 E As b= 2� − � ,	 (8)

where ||·|| is the L2-norm. The advantage of an iterative 
approach is that it allows one to constrain possible solu-
tions or to emphasize certain features of the reconstruc-
tion. To regularize our inverse problem, it is assumed 
that the reconstructed speed-of-sound profile is smooth. 
This constraint is included in the error E by considering 
the gradient or total variation (TV) of the reconstructed 
speed-of-sound vector, denoted as ||c||TV [22]. Taking TV 
as an additive constraint, the error E given in (8) changes 
into

	 E As b c= ,2 2� − +� � �λ TV 	 (9)

with weighting parameter λ [21]. To minimize this error 
functional, the TVAL3 algorithm [22], which employs an 
augmented Lagrangian method for optimization, is used. 
The iterative scheme is aborted as soon as the variation 
in the error E between two consecutive iterations drops 
below a predefined threshold ε.

B. Synthetic Aperture Focusing Technique (SAFT)

In situations in which only reflectivity images show-
ing the boundary of an object are needed, the synthetic 
aperture focusing technique (SAFT), or delay-and-sum 
imaging, is adequate. With this method, the location of 
the object is determined in a straightforward manner by 
considering the time required for a wave to travel from 
the source at xs via the boundary of an object to the re-
ceiver at xr. Combining several source/receiver combina-
tions leads to constructive and destructive interference of 
the displayed reflected field, revealing the boundary of the 
object. Hence, the vector χSAFT representing the contrast 
function is obtained via

	 χ δSAFT sct s r= ( ) ,
,

0
j

j c
t
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where a summation over all source/receiver combinations 
j and discrete time samples t of the measured field p tjsct( ) 
is made, and where |·| is the Euclidean length of a vector.

There are two important conditions for retrieving use-
ful images with this method. First, the amount of multiple 
scattering should be limited; the presence of multiple scat-
tering in the measured data will give rise to ghost objects 
in the image. Second, the maximum phase shift caused by 
variations in the speed of sound between the object and 
the embedding should be smaller than π ; larger variations 
will destroy the constructive/destructive interference prin-
ciple and may give rise to an aberrant positioning of the 
object. The latter aspect may be weakened by replacing 
the speed of sound of the embedding c0 with an effective 
speed of sound; e.g., based on the average travel times 
measured with transducers in the presence of the object.

C. Backpropagation (BP)

Integral equation (3) and (4) can be linearized by re-
placing the unknown field p̂( )x  within the integrand by the 
known incident field ˆ .p inc( )x  Application of this approxi-
mation has the effect that both multiple scattering and 
phase shifts caused by the spatially varying speed of sound 
are neglected. In the literature, this approximation is re-
ferred to as the Born approximation, and the resulting 
integral equation simplifies to

	 ˆ ˆ ˆp G p Asct inc d( ) = ( ) ( ) ( ) ( ).2x x x x x x
x
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Recasting (11) into operator form yields the expression

	 ˆ [ ]p Mj
sct = ,χ 	 (12)

where M represents the integral operator. To reconstruct 
χ from a set of measurements of ˆ ,p jsct  we minimize the er-
ror E expressed as

	 E p M=
2

ˆ [ ]j
sct − χ S	 (13)

	 = 2 , ,
2 2ˆ [ ] ˆ [ ]p M p Mj j
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where ⋅ ⋅, S and ⋅ S are the inner product and L2-norm on 
the data domain S, respectively. To minimize the error E, 
the last term on the right-hand side of (14), viz. 
2 ,ℜ〈 〉p Mj

sct [ ] ,χ S  should be as large as possible. This is 
achieved by approximating the contrast function χBP by

	 χBP sct= ,M p†[ˆ ]j 	 (15)

where the adjoint of operator M, denoted by M†, is
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with the symbol ∗ representing the complex conjugate. 
Note that backpropagation is very similar to the frequen-
cy-domain formulation of SAFT, which, formulated in the 
frequency domain, is

	 χ πSAFT sct s r= 8 ,M p†[ˆ ]| |j |x x |x x− −′ ′ 	 (17)

in case the incident field p̂ jinc( )x′  is generated by a point 
source and equals p̂ jinc( )x′  = ˆ .G( )x xs − ′

D. Born Inversion (BI)

With Born inversion, the linearized integral equation 
(11) is solved iteratively for the unknown contrast func-
tion. Here, a conjugate gradient (CG) scheme [33] is ap-
plied to minimize the error functional presented in (13). 
Note that the first iteration step of the BI method is simi-
lar to the BP method.

E. Contrast Source Inversion (CSI)

The contrast source inversion method solves the nonlin-
ear integral equation (3) and (4) without any approxima-
tions. The method assumes that the two unknowns, the 
contrast function and the total field inside the integrand, 
act together as a single contrast source that generates the 
scattering field. Consequently, the scattered and actual 
fields satisfy the following domain integral equations
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where the contrast source term ŵ( )x′  is defined as

	 ˆ ˆw p( ) = ( ) ( ).x x x′ ′ ′χ 	 (20)

Rewriting (18) and (19) in operator form yields

	 ˆ [ˆ ]p L wj j
sct = ,S 	 (21)

	 ˆ ˆ [ˆ ]p p L wj j j= ,inc + D 	 (22)

where LS and LD represent the integral operators. Multi-
plying both sides of (22) by χ and taking advantage of 
(20) yields

	 χ χˆ ˆ [ˆ ]p w L wj j j
inc = .− D 	 (23)

Eqs. (21) and (23) can be solved together for the unknown 
contrast source term ˆ .w j  To this end, an iterative scheme 
is employed which minimizes the error functional E

	 E E E= +S D,	 (24)

where

	 E p L wS
S

S
S= ,
2

η ˆ [ˆ ]j j
sct − 	 (25)

	 E p w L wD
D

D
D= ,
2

η χ χˆ ˆ [ˆ ]j j j
inc − + 	 (26)

with normalization factors
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After each update of the contrast source ˆ ,w j  the ini-
tially unknown actual field p̂ j  within the entire spatial 
domain is recomputed. Finally, the contrast function χCSI 
is reconstructed from the updated contrast source ŵ j  and 
the recomputed field p̂ j  using a direct minimization meth-
od; hence

	 χCSI =
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For both BI and CSI, the speed-of-sound profile c of the 
breast can be reconstructed from the contrast function 
χBI/CSI via

	 c =
1

.
0

2χBI/CSI + −c
	 (30)

IV. Configuration

All five imaging methods were tested on the same syn-
thetic measurement data. The data represents a full 2-D 
tomographic scan of a cancerous breast using a circular 
array with a diameter of 258 mm containing 157 transduc-
ers; see Fig. 2. The 2-D speed-of-sound profile is based on 
a breast model retrieved from an MRI scan of a cancerous 
breast [28]. The applied speed-of-sound values of the dif-
ferent tissues [34] are given in Table I. The selected values 
for the different tissues are only indicative, because these 
values are typically difficult to measure. Fortunately, their 
absolute values are not important for this work, because 
it is about how accurately the different imaging methods 
can localize the various structures and reconstruct their 
original values.

The spatial domain contains 162 × 162 elements of size 
1.7 × 1.7 mm. The A-scan length is 550.6 μs, which is 
discretized with a time step Δt = 2.2 μs. Each transducer 
acts as a point source, and generates a Gaussian modulat-
ed field with a center frequency f0 = 0.11 MHz; hence, our 
spatial domain is discretized at 9 points per wavelength at 
the center frequency.
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Synthetic measurement data are computed in three 
ways. The first data set is obtained by solving the forward 
problem using a full-wave method. This method uses a 
CG scheme [32] to solve the frequency-domain integral 
equation (3) and (4) for each source position. Problems 
associated with the singularity of the Green’s function are 
avoided by using its weak form [35]. Time-domain results 
are obtained by applying fast Fourier transforms. To emu-
late a real measurement, white noise has been added to 
the time-domain data. The white noise added has an am-
plitude equal to 1% of the maximum amplitude present in 
the entire data set. Examples of the synthetic measure-

ments are displayed in Fig. 3, where two normalized A-
scans and their corresponding spectral content are shown.

The second data set only contains temporal phase shifts 
and is displayed in Fig. 4. This data set is computed using 
the Radon transform of (6) and is referred to as ray-based 
Radon data. Similar phase shifts are also computed from 
the full-wave data by cross-correlating the total field of 
the full-wave solution with the incident field. The cross-
correlation is performed after interpolating the data by a 
factor of 128 by zero-padding the frequency-domain data. 
These phase shifts form the third data set, which is re-
ferred to as the full-wave Radon data. Both ray-based and 
full-wave Radon data are displayed in Fig. 4 and are only 
used to test TOFT. The two data sets look very similar. 
The observed differences are mainly due to diffraction, 
refraction, and interference, phenomena which are only 
modeled using the full-wave method.

V. Results

All imaging methods are tested using the same full-
wave synthetic data set. Their corresponding reconstruc-
tions are displayed in Fig. 5; the first two columns show 
normalized contrast functions in the absence and presence 
of 1% noise, whereas the last two columns show speed-of-

Fig. 2. Breast model built from a magnetic resonance imaging (MRI) 
scan of a cancerous breast [28]. The top and middle images display the 
different tissues. The middle image displays the planar domain of inter-
est with the circular array (white dots); the bottom image displays the 
corresponding speed-of-sound profile [34].

TABLE I. Applied Speed of Sound Values  
for Different Tissues [34].

Tissue
Sound speed 

[m/s]

Tumor 1572
Breast 1540
Skin 1577
Fat 1437
Water 1520

Fig. 3. Normalized A-scans (left) and their Fourier transforms (right). 
The blue curve is an A-scan with transmitter and receiver located at the 
same position; the red curve represents a through transmission measure-
ment where the transmitter and receiver are separated by 180°.

Fig. 4. Phase shifts (in microseconds) representing the noise-free ray-
based (left) and full-wave Radon data in the presence of 1% noise (right).
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sound profiles. In addition to the full-wave data, TOFT 
has also been tested on the ray-based synthetic data set.

For SAFT and BP, all transducers are used as a source; 
however, only 39 receivers out of the 157 available trans-
ducers are used to obtain a B-scan. These receivers are 
always the direct neighbors of the transmitting one (in-
cluding the zero-offset one). Although not thoroughly 
investigated by the authors, results presented by others 
[36] suggest that the angle over which these receivers are 
distributed should not exceed π/2. Because of the limited 
temporal resolution (low center frequency), both SAFT 

and BP yield severely blurred images, mainly showing the 
water–breast interface. The negative effect of noise in the 
data is significant for SAFT and has only a limited effect 
on BP. Only SAFT reveals, up to a limited extent, the in-
ternal structure (amongst others, the tumor) of the breast.

Application of TOFT to the ray-based and the full-
wave Radon data shows that the breast is clearly local-
ized. However, only with the ray-based data the interior of 
the breast is imaged precisely, whereas application of the 
method on the full-wave data yields a blurred image. In 
all cases, the stopping criterion was set to ε = 0.1 · 10−3 

Fig. 5. Reconstructions obtained with all imaging methods using the full-wave solution in the absence and presence of 1% white noise. The first two 
columns show the contrast functions; the right two columns show speed-of-sound profiles in meters per second.
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s2. The results clearly confirm that for TOFT the effect of 
noise on the reconstruction is limited.

Finally, BI and CSI were tested on the full-wave data 
set. During imaging, all possible source/receiver combina-
tions were used. To reduce the computational costs, only 
one frequency component, at the center frequency f0 of 
the wave field, was used. The selected frequency corre-
sponds to a wavelength equal to λ = 13 mm. With BI, 
the complete breast with the tumor is identified, unfortu-
nately with wrong amplitudes. In addition, not all internal 
structures are reconstructed. With CSI, the breast, the 
tumor, and almost all internal structures are identified 
with (nearly) correct amplitudes. The effect of noise on 
the reconstruction by BI and CSI is also very limited.

Because both BI and CSI are iterative methods, the 
stopping criterion is a very important aspect. To show the 
stability of both methods, a comparison of BI and CSI 
for an increasing number of iterations (maximum number 
of iterations is set to 1024) is given in Fig. 6. BI diverges 
away from the correct solution after a small number of 
iterations, whereas CSI remains quite stable, despite the 
presence of noise.

To facilitate the comparison of the spatial resolution 
achieved with the different methods, a cross-sectional pro-
file of the different results obtained is displayed in Fig. 7. 
These results clearly strengthen all previous observations. 
It shows that SAFT is capable of locating the contours of 
the breast and the tumor, whereas BP mainly finds the 
contours of the breast. TOFT yields an almost correct 
reconstruction on ray-based data, whereas it yields a se-
verely blurred reconstruction on full-wave data. BI yields 
a correct localization of the breast and the tumor; howev-
er, the image is blurred and contains incorrect amplitudes. 
CSI is the only method that computes an almost per-
fect reconstruction for full-wave data. For a quantitative 

comparison, the root-mean-squared errors (RMSE) for 
TOFT, BI, and CSI are computed and displayed in Table 
II. These numbers confirm the previously mentioned ob-
servations and indicate that noise has hardly any effect on 
the obtained reconstructions. These results also indicate 
that the most accurate reconstruction for wave-based data 
is obtained by CSI, albeit at high computational expense.

VI. Conclusion

In this work, we compared five methods for breast ul-
trasound imaging: time-of-flight tomography (TOFT), 

Fig. 6. Comparison of the results obtained with BI (left column) and CSI 
(right column) tested on the full-wave data set containing 1% white noise 
for increasing number of iterations (it): 8, 256, and 1024.

Fig. 7. Cross-sectional profiles along the line x = 0 m of the results pre-
sented in Fig. 5, displaying normalized contrast values for SAFT and BP, 
and speed-of-sound values for TOFT, BI, and CSI; the blue lines indicate 
the original profiles, the red and black lines indicate the reconstructed 
ones in the absence and presence of noise, respectively.

TABLE II. Comparison of the Methods.

Method
RMSE [m/s] 

noise free
RMSE [m/s] 

1% noise

TOFT (ray) 10 10
TOFT (full-wave) 25 25
BI 44 44
CSI 10 13
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synthetic aperture focusing technique (SAFT), backprop-
agation (BP), Born inversion (BI), and contrast source 
inversion (CSI). All methods are tested on the same syn-
thetic data set, representing a 2-D tomographic scan of 
breast with a 4-cm-diameter tumor using a circular array 
with 157 transducers. The center frequency of the applied 
field is 0.11 MHz, which is considerably lower than is used 
in most ultrasound scanning systems. Finally, noise has 
been added to the synthetic data to avoid committing an 
inverse crime.

The obtained results show that SAFT is capable of 
locating the contours of the breast. Because of the low 
center frequency of the probing field, most of the remain-
ing smaller structures are hardly visible. For an object 
with structures as small as 3 mm, as given by the ground 
truth of the tested object, the pulse should have a cen-
ter frequency of approximately 500 kHz. Here, only 1/5 
of that was applied. Consequently, the influence of the 
noise becomes significant in the reconstruction, despite 
the expected noise suppression of SAFT, which follows the 
square root of the number of applied A-scans. Because the 
method only displays the echogenicity of the interface of a 
contrast, quantitative information such as speed-of-sound 
values cannot be retrieved from the image. Because no 
correction is made for the applied waveform of the ultra-
sound field and the envelope of the reconstruction is not 
computed, the shape of the applied wave form is clearly 
visible in the image.

The observation made for SAFT is also valid for BP; it 
mainly succeeds in finding the contours of the breast. In 
general, multiple iteration steps are required to describe 
phenomena such as multiple scattering or phase shifts, 
and hence to reconstruct speed-of-sound profiles. Com-
pared with SAFT, BP hardly displays any of the internal 
structures, which is due to the spherical decay present 
in the Green’s function applied with BP. Omitting this 
spherical decay would yield similar images for both SAFT 
and BP.

TOFT is a ray-based method which allows for quanti-
tative (speed of sound) imaging. The results show that the 
method is rather insensitive to noise in the data. Applying 
this method on ray-based data yield accurate reconstruc-
tions of both the location and amplitudes of the different 
objects. This may not be a surprise as both the forward 
and inverse problem are based on the same linear model. 
However, application of the method on the full-wave data 
yields severely blurred images with approximately cor-
rect amplitudes. This may be explained by comparing the 
computed Radon transforms using the ray model with the 
full-wave model; the full-wave Radon transform is smooth-
er and does not show any of the detailed fine structures 
present in the ray-based Radon transform. This smooth-
ing is caused by effects such as refraction, diffraction, scat-
tering, and interference, which are present in the full-wave 
data and not modeled using the direct Radon transform. 
To test whether refraction plays a role, a modified TVAL3 
inversion algorithm which includes refraction correction 
was applied [21]. Because the obtained results were identi-

cal (data not shown), it may be concluded that refraction 
plays an insignificant role in this particular case, presum-
ably because of the low center frequency.

The BI method yields a correct localization of the 
breast and can reconstruct most of the internal structures, 
albeit with wrong amplitudes. This is mainly because the 
presence of multiple scattering and the temporal phase 
shifts for waves traveling through the breast, as present 
in the full-wave data, are not included in the underly-
ing computational model of the BI method; i.e., only the 
primary scattering is included and assumed to travel with 
the speed of sound of the embedding. An additional draw-
back of the BI method is the stopping criterion for the 
applied iterative scheme. As results show, the inversion is 
unstable and for real measurement data it will be unclear 
when to stop, especially because the error functional will 
remain decreasing during the inversion. However, by fit-
ting the data in an incorrect model based on the Born 
approximation, the reconstruction will at some point start 
to diverge from the true solution. Application of regular-
ization techniques such as total variation may reduce this 
effect and partly stabilize the inversion process.

Only with CSI accurate images were obtained; the 
breast including all its internal structures were recon-
structed with nearly correct amplitudes. The images also 
show that objects with dimensions smaller than the wave-
length of the probing field can be reconstructed. In addi-
tion, the effect of noise on the reconstruction was limited 
and may be further reduced using regularization tech-
niques such as total variation [15].

Clearly, with all methods, smaller tumors and finer de-
tails will be detected by increasing the frequency of the 
probing field. The downside of increasing the center fre-
quency is that it requires an increased number of receiv-
ers to avoid aliasing. For the given setup, the distance 
between two neighboring transducers is 0.4λ, yielding 157 
transducers. Unfortunately, this number scales linearly 
with frequency.

The computational loads for SAFT, BP, and TOFT 
are of the same order of magnitude, and they are several 
orders of magnitude lower than the loads required for BI 
and CSI. At the same time, both BI and CSI only use a 
fraction of the available data; only one frequency compo-
nent was used for the reconstruction.

In conclusion, effects such as scattering, diffraction, re-
fraction, and phase shifts all play a role in breast ultra-
sound and should be taken into account during imaging. 
Of the five imaging methods tested on a full-wave data set, 
only CSI succeeds in computing accurate reconstructions 
because only CSI takes all of these effects into account.
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