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#### Abstract

As train passengers expect a high degree of reliability from a railway network with minimal delays, during the timetabling process planners need to balance the goals of maximizing the offered capacity and delay resistance. This is often done in a two-step process where first a feasible timetable is found for a given line structure, and consecutively the stability of this timetable is evaluated and local modifications are performed to the timetable. This paper describes an optimization method to find a feasible periodic timetable that also ensures maximum stability for heterogeneous railway networks. The model is capable to handle flexible train orders, running and dwell times, and overtaking locations. We use the minimum cycle time of the periodic timetable as an indicator for stability, and define an optimization problem with this minimum cycle time as the objective function to be minimized. We also present dimension reduction methods and an iterative optimization approach to improve the mathematical optimization process. We show the applicability of the approach with case studies on the central part of the Dutch railway network.


© 2017 Elsevier Ltd. All rights reserved.

## 1. Introduction

In this paper we introduce a railway timetable optimization model that focuses on maximizing the stability of the timetable already during the optimization. A large number of approaches exist estimating railway network capacity, generating a robust timetable, and assessing timetable stability. In particular, existing robust timetable generation methods not only focus on the feasibility but also the stability and robustness of the timetable, either by ex post stability analysis or maximizing buffer times between trains during the optimization. Hardly any paper takes into account, however, the network-level stability during the optimization process. We therefore present a model to handle this shortcoming.

In this paper we adopt the definitions of stability and robustness from Goverde and Hansen (2013). Stability is the ability of a timetable to absorb delays so that delayed trains return to their scheduled train paths without rescheduling. A timetable that can return to the schedule faster from the same primary delays is considered more stable. Robustness is the ability of a timetable to withstand deviations from the scheduled time-distance paths due to design errors, parameter variations, and changing operational conditions. A timetable that generates less delays from disturbances in the process times is considered more robust. Hence, stability refers to sufficient amount of time allowances in the timetable, while robustness refers to the

[^0]allocation of the time allowances to process times of trains (time supplements) or between train paths (buffer times). In this paper, we focus on stability at the network level for periodic timetables. The stability of a periodic timetable for a railway network depends on the minimal cycle time (period length) that is possible given all precedence constraints in the eventactivity network (or timed event graph). This minimum cycle time is defined by the critical circuit in the event-activity network which has the least mean time allowance, where a circuit is a closed path of events and activities (Goverde, 2007; Goverde, 2010). The minimum cycle time can be computed efficiently in max-plus algebra for a given timetable structure in which the event orders are fixed and is independent of the actual allocation of time allowances over the timetable associated with the scheduled cycle time (Goverde, 2007; Heidergott et al., 2005). However, changing the event orders may also affect the critical circuit and this leads to the important problem of finding a timetable structure with the optimal event orders such that the resulting minimum cycle time is minimized. This timetable structure is characterized as having the maximal mean time allowance on the critical circuit and is thus the most stable among all timetables satisfying all precedence constraints. This is the problem we will tackle in this paper.

We propose an innovative stability-focused periodic timetable optimization model and solution method for densely used railway networks based on an extension of the Periodic Event Scheduling Problem (PESP) (Serafini and Ukovich, 1989). This approach allows for a quick evaluation of whether a required train line pattern is feasible on given infrastructure, and provides an optimized timetable structure if possible. Such a model can be used for a variety of timetabling purposes: in the development of the actual railway timetable; in experimenting with new, innovative stop patterns of train lines and evaluating their feasibility; and the evaluation of infrastructure bottlenecks to identify which infrastructure improvement could yield the best results in increasing capacity.

The main innovation of this paper is the idea to directly use timetable stability as the main objective in the timetable optimization of heterogeneous train networks with flexible train running times and train orders. This approach was first introduced in Sparing and Goverde (2013) of which this paper is an extension. Stability of a periodic timetable is quantified in terms of the minimum cycle time of the timetable: if this minimum cycle time is lower than the nominal timetable period (such as one hour), then and only then the timetable is stable, and the bigger this gap is the more stable at the expense of unused capacity (Goverde, 2007). This key idea allows for the integration of previously separate timetable planning activities: the setting of train orders and the evaluation of timetable stability; therefore avoiding the need for a feedback loop of several iterations of planning.

This timetable optimization model is also highly flexible: while it does assume a fixed line pattern and routing, the run and dwell times are flexible and only constrained from above by sensible business rules of what is considered an acceptable running and dwell time supplement, and likewise train orders and overtaking locations are flexible. The railway infrastructure restrictions, however, are explicitly modeled by headway times separating trains and also overtaking limitations are taken into account. When defining overtaking constraints at stations, we introduce a new method to work only with headway constraints and dummy nodes, in order to avoid the definition of a large number of new train order constraints that would otherwise be necessary for flexible train order models. Our main contributions toward reducing the solution time of the optimization problem are twofold. First, we use a number of reduction techniques to reduce the problem definition, taking advantage of the symmetry of the periodic timetable and using so-called symmetry-breaking constraints. Second, we develop an iterative solution method using a flexible range of the cycle time that adaptively re-adjusts the cycle time range to ensure that intermediate solutions are found fast with feedback in the solution process to speed up the calculation time to the optimal solution.

The main contributions of this paper are the following:

- An optimization model has been developed that generates feasible periodic railway timetables with maximized network stability.
- The model finds optimal overtaking locations and train orders that minimizes the cycle time while respecting timetable and infrastructure constraints.
- The periodic event scheduling problem has been extended to a variable cycle time formulation to find periodic schedules with a minimum cycle time.
- An effective iterative solution method has been developed to solve large instances.

The macroscopic periodic timetable optimization model described in this paper focuses on high-frequency, high capacityutilization networks. It takes as input the desired stop patterns and frequencies of train lines, as well as the structure of the railway network and the minimum process times, and generates a feasible timetable optimized for stability, if it exists. The running and dwell times of trains are flexible up to predefined boundaries, and the train orders are fully flexible. The overtaking locations are also flexible, given a priori within a predefined list of stations with enough capacity for overtaking. While the model is designed for periodic timetables, an aperiodic timetable can also be calculated using a single period. The model takes into account limited railway infrastructure by respecting predefined minimum headways between trains at stations and junctions. The capacity limits of small stations are modeled by forbidding overtakings. Large stations, however, are assumed to have enough capacity. Train orders on the open track are always preserved despite flexible running times. We do not consider re-routing and assume that in case of multiple tracks in a direction, the train lines are pre-assigned to one of the tracks.

The optimization model presented solves the timetable feasibility problem according to the given line structure and process duration bounds. In case a feasible timetable exists, it also generates stable timetables, and returns one optimized
for stability. Even in case of infeasibility, a timetable with a cycle time larger than the nominal cycle time is generated, which is useful for finding bottlenecks.

The line patterns and activity duration bounds can be represented by a graph called a periodic event network (PEN) (Nachtigall, 1996, Großmann et al., 2012). The limitations of railway infrastructure capacity at stations or junctions can be modeled by infrastructure arcs in the PEN. On the other hand, the infrastructure limitations not occurring at a station or junction, but between two such points can be modeled implicitly by the duration bounds, or where necessary by using additional nodes. Based on the PEN, an optimization model can be formulated with the cycle time as the objective function to be minimized. This model can be reformulated as a Mixed-Integer Linear Programming (MILP) instance and can therefore be efficiently solved by available MILP solvers. Note that minimizing the cycle time does not mean that the train running and dwell times are also minimized, therefore a secondary objective can be added to ensure minimal running and dwell times for a given cycle time. Once the MILP formulation is solved, the results can be interpreted as follows. A feasible set of the optimization model with the cycle time not larger than the requested scheduled cycle time corresponds to a stable timetable, while the optimal solution of the optimization model corresponds to a stable timetable with minimal cycle time.

The minimum headway times from the infrastructure constraints can be based on normative headways, but the macroscopic model can also be connected to a microscopic model which generates the minimum headway time. In turn, the results of the model can be verified by microscopic means, and the model input parameters (e.g. headways) can be corrected if necessary (Besinovic et al., 2016; Goverde et al., 2016). The model can also be seen as a train order and overtaking location optimizer, that can be used as the 1st stage in a two-stage optimization model, where the second optimization model for instance optimizes robustness for fixed train orders and overtaking locations.

The remainder of this paper is organized as follows. Section 2 gives a literature review of related work. In Section 3 we define the optimization model that generates a timetable with maximum stability using flexible train orders and running and dwell times. We here also give an interpretation of different results returned by an optimization solver. Section 4 describes techniques to improve the running time of the solution process, including treating the multiplication of variables, dimension reduction and dynamic frequencies. Section 5 extends the solution approach to an iterative optimization method. Section 6 reports computational results on real-life networks proving the applicability of the iterative method on large networks. Finally, Section 7 gives conclusions.

## 2. Literature review

In this section we discuss literature in timetable generation and timetable evaluation, the two areas or timetable research that our approach covers in a unified manner. We close highlighing the literature gaps that this paper addresses.

### 2.1. Timetable generation

Cacchiani and Toth (2012) present a survey of timetabling methods, classifying them into nominal and robust methods, based on whether they take into account timetable stability or not. The methods are further classified, among others, whether they are used for periodic (regular interval) or aperiodic timetables, valid only on a corridor or on a network level, and different objective functions. Another classification aspect can be whether a timetabling model has a level of detail of the infrastructure including all switches, signals and block sections, a microscopic model, or only models the network as a set of stations and important junctions and the connecting lines, a macroscopic model. Using a microscopic model for a large network is impractical, and while a microscopic model is necessary to construct a conflict-free timetable for a large station or a complex junction. The approaches are therefore split into local microscopic models and macroscopic models capable of handling large networks with a lower level of detail. A further distinction can be made between models that consider different routing options and models that only focus on the timing and ordering of fixed-route trains. Note that a routing model is not necessarily microscopic. Using these concepts, the contribution of this paper can be described as a macroscopic fixed-route network-level periodic timetable generation and evaluation method with timetable stability the objective function - therefore in the literature research we also focus on related results.

One way timetabling trains differs from general scheduling problems in industrial engineering is that in many countries the train timetable is periodic, repeating usually every hour. Therefore the Periodic Event Scheduling Problem (PESP), defined by Serafini and Ukovich (1989) building on the Program Evaluation and Review Technique (PERT) (Malcolm et al., 1959), was applied to railways on a macroscopic level by numerous approaches. Schrijver and Steenbeek (1993) developed the algorithm named CADANS for solving the network timetable problem. Nachtigall (1996) models the train timetable with a periodic event network where nodes are train arrivals and departures and arcs are dwell, run or change activities. Based on the CADANS network timetable design model, the constraint programming system DONS was introduced (Schrijver, 1998; Kroon et al., 2009). DONS can find feasible solutions to the railway network of the Netherlands if it exists under the given initial parameters, or points to the critical constraints if a feasible solution does not exist.

Goverde (1999) reformulated PESP with buffer times as decision variables and exploiting the graph structure of the network to reduce the number of variables. Lindner (2000) extends the PESP formulation to include operational costs in the objective. Liebchen (2008) optimized a homogeneous, high-frequency metro network, implemented in practice. Kroon and Peeters (2003) extend the infrastructure constraints to variable running times, by inserting further dummy nodes into the graph where necessary. Another problem type successfully applied to timetable planning is the Quadratic Semi-Assignment

Problem (QSAP), e.g. by Schuele et al. (2009). A new MILP model scheduling extra freight trains into an existing passenger train timetable is presented by Cacchiani et al. (2010), with a Lagrangian heuristic that enables finding a feasible timetable in a few hours for a large instance. These models focus on timing with fixed train routing. On the other hand, Caprara et al. (2011) includes flexible routing solving the platform assignment problem with only small deviations allowed related to an existing macroscopic timetable. While applied for delay management and not initial timetable generation, the timetabling model used by Dollevoet et al. (2012) also takes into account passenger flows.

A common characteristic of the above approaches is that they treat the period of the timetable as a fixed parameter and they minimize a certain sum of travel time, waiting time or transfer waiting time. For example, Nachtigall and Voget (1996); 1997), Wong et al. (2008), Schuele et al., (2009), and Liebchen et al. (2010) minimize transfer waiting times, Nachtigall (1996) minimize the total travel time, and Kroon and Peeters (2003) define a general objective function dependent on any of the variables, but still using fixed period length. Lindner and Zimmermann (2005), however, optimizes for cost. Heydar et al. (2013), based on Bergmann (1975), use the cycle time as the objective in the timetable optimization. The authors assess the capacity of a single track, unidirectional railway line with passing loops by calculating the minimum period for given number of local and express trains using Mixed Integer Linear Programming (MILP). The dwell times at intermediate stations are variable and therefore the passing locations for trains are flexible. The main limitation of this model is that the train speeds are constant during the optimization and equal for each train class. Petering et al. (2016) extended the model of Heydar et al. (2013) to different train speeds and more than two station platform tracks, with now also the platforming problem as part of the optimization.

Robust timetable generation consists of timetable design methods where the reliability of the timetable is taken into account already during the design process. Looking at macroscopic network-level models, Kroon et al. (2008) expanded the PESP approach to a stochastic case. Fischetti et al. (2009) compare four different methods, including the light robustness method proposed in Fischetti and Monaci (2009), to improve the robustness of a timetable where robustness is represented by the average cumulative delay for a set of minor disruption scenarios, assuming no train cancellation or reordering. Cacchiani et al. (2012) proposed a method based on Lagrangian optimization that can produce a Pareto set of solutions with different weights on robustness. Liebchen et al. (2010) extend the light robustness approach concentrating on connection management during the distribution of timetable slack. Liebchen et al. (2009) defined the related concept of recoverable robustness, focusing on disruption scenarios and recovery from them not only using up buffer time, but also by breaking connections. All these methods assume an existing nominal timetable and the train orders are fixed during the robust optimization.

Besides macroscopic modeling on the network level, microscopic timetabling is necessary for complex station areas and junctions where routes are explicitly taken into account to check the feasibility of the network timetable and further optimize it, see e.g. Caimi et al. (2008) and Lusby et al. (2011) for large station areas and large junctions, respectively.

### 2.1.1. Railway capacity estimation and timetable evaluation

The most widely accepted standard to estimate railway capacity is defined in the Capacity leaflet of the International Union of Railways (UIC) (2004, 2013). This compression method based on blocking time theory counts as a microscopic model of a single line section, given the train orders and speeds: the infrastructure utilization, the ratio of the time period needed to execute a schedule and the nominal time period it is scheduled in.

A closely related concept applied to periodic timetables is the minimum cycle time as introduced by Goverde (2007). In a periodic timetable, the planned cycle time needs to exceed the maximum cycle mean over all circuits in the periodic eventactivity network. In other words, for a given planned cycle time, a timetable is possible exactly if its minimum cycle time is not larger than the planned cycle time. The ratio of the minimum cycle time and the planned cycle time can be seen as a generalization of infrastructure utilization for periodic timetables to networks.

The minimum cycle time of these macroscopic models is therefore conceptually similar to the microscopic compression method. The macroscopic models use minimal departure and arrival time headways as input parameters, and these values can be obtained using the microscopic compression method. The macroscopic models, on the other hand, can include other time constrains between event pairs besides the limited infrastructure capacity, such as passenger connections, crew and rolling stock-related constraints, and any constraints linking multiple corridors together.

While there are several other methods that aim at estimating capacity independent of the timetable (De Kort et al., 2003; Lindner, 2011; Mussone and Wolfler Calvo, 2013), in this paper we focus on timetable-dependent capacity and stability.

The key concept in timetable evaluation is the timetable stability. The macroscopic network-level stability of a periodic timetable can be defined using timetable cycle times: the relationship between the nominal and the minimum cycle time describes the capacity utilization of the timetable (Goverde, 2007, 2014): the timetable is stable exactly if the minimum cycle time $T$ is less than the nominal cycle time $T_{0}$, i.e. $T<T_{0}$, and the larger $T_{0}-T$ is, the more time reserve there is available. This ratio $\frac{T}{T_{0}}$ is defined in Goverde (2007) as network throughput. Therefore there is a strong relationship between the capacity of the physical network and the stability of the timetable: infrastructure capacity determines the pace at which the timetable can be executed, therefore the minimum cycle time $T$, and the stability of the timetable can be described as the relationship between $T$ and $T_{0}$. The max-plus algebra technique has been successfully applied for timetable evaluation using the cycle time (Braker, 1993; Goverde, 2007; Heidergott et al., 2005). For a more detailed analysis of stability, delay propagation and max-plus algebra, see also Goverde (2010).

### 2.2. Literature gap

The key contribution to our approach is the combination of network timetable generation and stability evaluation in a single optimization method, independent of simulation or delay scenarios. We have seen that the timetable generation methods typically used travel times, transfer waiting times, or cost as their objective functions. The only known periodic timetable generation models using the cycle time as the objective are Heydar et al. (2013) and Petering et al. (2016) for a unidirectional single track railway line with multiple passing loops. Timetable evaluation methods, on the other hand, need an existing timetable with predefined run and dwell times and train orders to analyse. Our approach optimizes the train order, run and dwell times, and overtaking locations of a line plan to generate a network-optimal timetable, including its evaluation for stability and bottlenecks in a single optimization problem.

## 3. A railway timetable optimization model focusing on stability

### 3.1. Initial assumptions

Without loss of generality we further assume that the planned cycle time is 60 min : the approach can be easily generalized for other periods such as 30 or 120 min . While the following model can also be extended to single track lines, for simplicity we assume that all railway tracks are one directional. This limitation still allows the modeling of large high capacity utilization railway networks of $2-4$ track lines, such as the central part of the Dutch railway network.

### 3.2. The periodic event-activity network

Following the notation in Schöbel (2006) for event-activity networks and applying it for the periodic case just as in case of a PEN (Nachtigall, 1996), we model a railway system as the periodic event-activity network $\mathcal{N}=(\mathcal{E}, \mathcal{A}, T)$, where $T$ is the common cycle time for all events. An event $i \in \mathcal{E}$ is a tuple

$$
\begin{equation*}
i=\left(\text { Line }_{i}, \text { Station }_{i}, \text { EventType }_{i}\right), \tag{1}
\end{equation*}
$$

where Line is the train line identifier, unique for each one directional train run per one cycle time period: i.e. in case of the cycle time of one hour, if a bidirectional train service runs twice per hour, that corresponds to four lines. While in general, the cycle time can be different from one hour, all events use the same cycle time. Station is a train station, junction or other timetable point; with a binary flag assigned to each station describing whether overtaking is possible at the given station. EventType can take values from the set \{dep, arr, thr\}, representing departure, arrival, and through events, respectively. Furthermore, for each station, a binary variable is set whether overtakings between two trains are possible or not. Additional information on the station locations and line types can be given for visualization purposes.

We also define the subsets $\mathcal{E}=\mathcal{E}_{\text {dep }} \cup \mathcal{E}_{\text {arr }} \cup \mathcal{E}_{\text {thr }}$ corresponding to each EventType, to simplify notation.
An activity $a_{i j} \in \mathcal{A}$ is a tuple

$$
\begin{equation*}
a_{i j}=\left(i, j, \text { ActivityType }_{i j}, L_{i j}, U_{i j}\right) \tag{2}
\end{equation*}
$$

where $\{i, j\} \subset \mathcal{E}$ are respectively the start and end events,

$$
\text { ActivityType }_{i j} \in\{\text { run, dwell, infra }\}
$$

where infra stands for minimum infrastructure headways, and the allowed range of the activity duration is

$$
\left(L_{i j}, U_{i j}\right)
$$

Again, we define the subsets $\mathcal{A}=\mathcal{A}_{\text {dwell }} \cup \mathcal{A}_{\text {run }} \cup \mathcal{A}_{\text {infra }}$ corresponding to the ActivityType values to simplify notation. A run activity connects a departure or through event to an arrival or through event, a dwell activity always connects an arrival event to a departure event, while an infrastructure activity can connect any two activities.

Then, for a given cycle time $t$ and ensuring that for all processes $a_{i j}, 0 \leq L_{i j} \leq U_{i j}<t$ (see below), a timetable is an assignment $i \rightarrow \tau_{i}$ of periodic scheduled times to each event $i \in \mathcal{E}$ so that for each $a_{i j} \in \mathcal{A}$,

$$
\begin{equation*}
L_{i j} \leq\left(\tau_{j}-\tau_{i} \bmod t\right) \leq U_{i j} \tag{3}
\end{equation*}
$$

Note the ordering of events in an infrastructure activity does not symbolize an ordering of events, as an infrastructure activity with lower and upper bounds of $l, u$, respectively, is equivalent to an edge between the same two events but directed in the inverse direction and with lower and upper bound $T-u, T-l$, respectively. In other words, in the graph representation of the periodic event-activity network, an infrastructure edge can be traversed in both forward and backward direction.

### 3.2.1. Modeling a single train line

A single train line run can be modeled in an intuitive way as a time-ordered directed chain of departure, arrival, and optionally through events, connected by run and dwell activities. The departure and arrival events are unambiguously defined by the stations where the train stops at for boarding or alighting passengers, while the through events need to be defined at


Fig. 1. Schematic line graph and periodic event-activity network of two train lines (Line 1 in red and line 2 in blue) with infrastructure activities (in black). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
any intermediate station, junction, or other timetable point where infrastructure activities need to be defined, as described in the next section.

The run and dwell activity durations are defined as follows. The minimum run and dwell times can be set based on predefined norms, measurements or simulations. For example, minimum dwell times might be defined by a train operator for each train type and station type; while minimum running times can be a lower percentile value of a series of running time measurements, optionally with an extra proportional slack time added as required.

The maximum run and dwell times, on the other hand, can be much more freely set: after all, a large run or dwell duration in this model can be directly translated to a large running or dwell time on the real train network. However, there might be business norms in effect, that require that the train run meets expectations by maintaining a limited deviation from its minimum possible running and dwell times. These norms or expectations can then either directly be translated into the maximum durations of running and dwell times, or, as we will see later, defined as a higher level constraint for the whole train line, allowing for larger local deviations and therefore more flexibility.

### 3.2.2. Modeling limited infrastructure capacity

Following Odijk (1996), we also introduce infrastructure activities representing minimum headway constraints between consecutive trains because of shared infrastructure resources. On the macroscopic level, most headway constraints can be modeled as a minimum time separation between two events of two trains, and this minimum duration can be measured or simulated with microscopic tools. This type of infrastructure constraint can conveniently be modeled in our periodic eventactivity network with infrastructure activities connecting train events. In case a minimum time separation is necessary at a location where previously no train events were defined, it is necessary to define through events for all affected trains by splitting the run activities into two, and consequently the infrastructure activities can be defined between all these events.

We define a timetable point as a station, a junction or other location where trains can have scheduled times. In case there are more than two trains using the same timetable point sharing some infrastructure, then in general a full graph between all these events needs to be defined. It is possible, however, to avoid pairs of activities between each two events and just define one activity, according to Goverde (1999), as follows. Let the activities be $i$ and $j$, and the directed minimum headway times $L_{i j}$ and $L_{j i}$, for which $L_{i j}+L_{j i} \leq T$ holds. Then a single infrastructure activity $a_{i j}$ can be defined with the bounds ( $L_{i j}, T-L_{j i}$ ) periodic with cycle time $T$ according to (3).

See Fig. 1 for an example periodic event-activity network of two train lines, where "( $1, \mathrm{~A}, \mathrm{dep}$ )" is the dep (departure) event of Line 1 at station $A$, etc. Train line 1 is a local train stopping at stations $A, B, C$, and $D$. Train line 2 is an express train line stopping at station A , running through station B without stopping, and stopping at stations C and E . Each train line is represented by departure, arrival and through nodes, and run and dwell activities in between. Infrastructure constraints at the shared resources, leaving station A, entering and leaving station B, and entering station C, are represented by infrastructure activity arcs. In case of flexible run and dwell times, however, the model above is not sufficient anymore to ensure the separation of trains using shared infrastructure, as pointed out in Kroon and Peeters (2003). In particular, the following two scenarios are valid according to the above model, but impossible in reality:

1. On the open track, one train overtakes another one, while still observing the relevant departure-departure and arrivalarrival headways.
2. At a station without overtaking facility, one train overtakes another one, while still observing the relevant arrival-arrival and departure-departure headways.


Fig. 2. Exemplary time-space diagram for an overtake at a station where the slower train is stopping, with (a) overtaking train not stopping and (b) overtaking train stopping.

Kroon and Peeters (2003) give the solution to the first problem by introducing further dummy nodes and infrastructure activities where necessary. We use the same approach, and extend it in a similar fashion for stations where train overtaking is not possible.

Let us consider such an "illegal" station overtaking as the following: at station A, train line $i$ is overtaken by train line $j$ running in the same direction, while both trains stop at the station. In another case, again at station A, train line $i$ is overtaken by train line $k$ running in the same direction, but in this case while train $i$ stops at station $A$, train $k$ does not. The following approach can be iteratively extended for further overtaking trains that may either stop of not. In case of train $k$, for events to take place in the violated order of ( $i$, arr), ( $k$, thr), ( $i$, dep), where we omitted the station index for clarity, the following have to be true (see Fig. 2(a)):

$$
\begin{equation*}
L_{(i, a r r),(k, t h r)}+L_{(k, t h r),(i, d e p)} \leq U_{(i, a r r),(i, d e p)} . \tag{4}
\end{equation*}
$$

Similarly, for train $j$, the following needs to be true for an invalid overtaking in the form of the event sequence ( $i$, arr), ( $j$, arr), (j, dep), (i, dep) (see Fig. 2(b)):

$$
\begin{equation*}
L_{(i, a r r),(j, a r r)}+L_{(j, \text { arr }),(j, \text { dep })}+L_{(j, \text { dep }),(i, d e p)} \leq U_{(i, a r r),(i, d e p)} . \tag{5}
\end{equation*}
$$

Therefore the following preprocessing is necessary to ensure that no invalid overtakings take place: for each station where overtaking is not possible, all trains stopping need to be checked for the above inequalities if any other train can overtake them and in case of violation, dummy node(s) need to be inserted in the dwell process of the overtaken train to ensure that the overtaking is not permitted by the constraints.

The detailed method to insert these dummy dwell nodes is the following: for every such dwell activity of a potentially slower train where an illegal overtaking would be possible according to one of the above two inequalities, among all potentially overtaking trains $k$ we take one where $L_{(i, a r r),(k, t h r)}+L_{(k, t h r),(i, d e p)}$ or $L_{(i, a r r),(k, a r r)}+L_{(k, a r r),(k, d e p)}+L_{(k, d e p),(i, d e p)}$ is minimal, and let this minimal sum of lower bounds be $L_{\text {fast }}$ for the faster train. We also denote $U_{\text {slow }}=U_{(i, a r r),(i, d e p)}$ for brevity. Then this dwell process needs to be split by $n=\left\lfloor U_{\text {slow }} / L_{\text {fast }}\right\rfloor$ additional nodes into $n+1$ sections.

We now introduce dummy as a new possible value of EventType and insert the dummy event nodes (Line ${ }_{i}$, dummy ${ }_{1}$ ), $\ldots$... Line $_{i}$, dummy ${ }_{n}$ ) (omitting the station ID in the notation for clarity as before). To simplify notation, let us rename ( $i$, arr) to ( $i$, dummy $)_{0}$ ) and ( $i$, dep) to $\left(i, d u m m y_{n+1}\right.$ ) so that we can refer to the dwell activities with dummy nodes as ( $\left(i\right.$, dummy $\left._{x}\right)$, $\left(i\right.$, dummy $\left.\left._{x+1}\right)\right)$ regardless if they include the arrival or departure node or not. Then replace the activity

$$
\left\{(i, \text { arr }),(i, \text { dep }), d w e l l, L_{(i, a r r),(i, d e p)}, U_{(i, a r r),(i, d e p)}\right\}
$$

(where $L$ and $U$ stand for the initial bounds of this activity) with the ordered chain of activities

$$
\begin{equation*}
\left\{\left(i, \text { dummy }_{x}\right),\left(i, \text { dummy }_{x+1}\right), \text { dwell }, L_{(i, a r r),(i, d e p)} /(n+1), U_{(i, a r r),(i, d e p)} /(n+1)\right\}, \tag{6}
\end{equation*}
$$

for $0 \leq x \leq n$.


Fig. 3. Example events and activities before (a) and after (b) inserting a single dummy node for a station dwell with one faster train, not stopping (dashed black and dotted black arrows are the infrastructure events related to the original arrival and departure nodes, respectively; gray arrows are infrastructure arcs not related to the dummy node extension).

Finally, we create $n$ copies of any infrastructure constraint involving events (i, arr) $=\left(i, d u m m y_{0}\right.$ ) and (i, dep) $=$ ( $i$, dummy $y_{n+1}$ ) and in the replicated versions we replace the applicable original event with each of the dummy nodes ( $i$, dumm $_{x}$ ) for $1 \leq x \leq n$ (excluding, thus, the first and last dummy node, i.e. the original arrival and departure nodes, $(i, a r r) \equiv\left(i, d_{m m y}\right)$ and $\left.(i, d e p) \equiv\left(i, d u m m y_{n+1}\right)\right)$. An example is shown in Fig. 3(b) for a faster stopping and a faster not stopping train and $n=1$, the situation is analogous for more faster trains, and multiple dummy nodes. If this results in multiple infrastructure activities between the same two events, the multiple arcs can be merged into a simple arc using the maximum of the required infrastructure headways across the multiple arcs, such as in the case of the parallel dashed and dotted arcs in Fig. 3(b) between nodes (i, A, dummy1), and ( $k, A, t h r$ ). Having inserted the dummy node(s), we show why an illegal overtaking is now disabled for the case of $n=1$ and the overtaking train not stopping, the same can be shown similarly for the other cases. An overtaking would mean an order of events

$$
\left(i, \text { dummy }_{x}\right),(k, t h r),\left(i, \text { dummy }_{x+1}\right),
$$

for some $x$, as in Fig. 4. (Recall that as train orders are flexible and infrastructure headways are modeled by a single onedirectional arc with lower and upper bounds between two points, the direction of the infrastructure arc does not symbolize the ordering of trains within the hour. Therefore a path of consecutive events within the hour may traverse an infrastructure arc backwards.) As the constraints are satisfied, for the sequence of events (i,dummy $)$, ( $k$, thr), (i, dummy $y_{x+1}$ ), the upper bound of the duration of activity $\left(\left(i, d_{m m y}^{x}\right),\left(i, d u m m y_{x+1}\right)\right)$ has to be at least the sum of the lower bounds of the durations of activities $\left(\left(i\right.\right.$, dummy $\left._{x}\right)$, $(k$, thr $\left.)\right)$ and $\left((k, t h r),\left(i\right.\right.$, dummy $\left.\left._{x+1}\right)\right)$ :

$$
\left.L_{\left(i, d u m m y_{x}\right),(k, t h r)}+L_{(k, t h r),\left(i, \text { dumm }_{x+1}\right)} \leq U_{(i, \text { dummy }}^{x}\right),\left(i, \text { dummy }_{x+1}\right) .
$$

On the one hand, $U_{\left(i, d u m m y_{x}\right),\left(i, d u m m y_{x+1}\right)}$ was defined in (6) a $U_{(i, a r r),(i, d e p)} /(n+1)$. On the other hand, as activities $((i$, dummy $\left.\left._{x}\right),(k, t h r)\right)$ and $\left((k, t h r),\left(i\right.\right.$, dummy $\left.\left._{x+1}\right)\right)$ are copies of $((i, a r r),(k, t h r))$ and $((k, t h r),(i, d e p))$ respectively, their lower bounds are equal to $L_{(i, a r r),(k, t h r)}$ and $L_{(k, t h r),(i, d e p)}$ respectively. Therefore it follows that

$$
L_{(i, a r r),(k, t h r)}+L_{(k, t h r),(i, d e p)} \leq U_{(i, a r r),(i, d e p)} /(n+1)
$$

Rearranging for $n$, using the definition of $n$ and the earlier notations of $U_{\text {slow }}$ and $L_{\text {fast }}$,

$$
U_{\text {slow }} / L_{\text {fast }}-1 \geq n=\left\lfloor U_{\text {slow }} / L_{\text {fast }}\right\rfloor
$$



Fig. 4. Time-space diagram for an overtaking without stopping including a station dummy node.


Fig. 5. Numerical example for illegal overtaking (left) and added dummy node (right).
which is not possible, therefore we proved that the illegal overtaking now is disabled by the constraints including the dummy node.

To give a numerical example, the left side of Fig. 5 shows an illegal overtaking. This is in line with the original constraints, as the maximum dwell time is 10 , while both minimum infrastructure headways are 3 , therefore a timetable of 5,10 , and 15 for the arrival, pass, and departure, respectively, satisfies the activity bounds. In case that this station does not allow for overtakings, $\lfloor 10 /(3+3)\rfloor=1$ dummy node is added to split the dwell process into two, and the two infrastructure arcs
are duplicated to connect to the dummy node as well. After this, an overtaking is not possible anymore, as follows. Let us assume without loss of generality that it happens between the dummy and the departure node (the argument is identical for between the arrival and dummy node). This on the one hand would mean that the dummy node and the overtaking point is separated by at least 3 min and the overtaking and the departure node are separated by at least 3 min, therefore the dummy and departure nodes are separated by at least 6 min . On the other hand, the maximum separation between the dummy and the departure node is at most $10 /(n+1)=5 \mathrm{~min}$, leading to an infeasible solution.

The usefulness of the above approach lies in the fact that in practice, there are relatively few locations in the original graph where the assumptions above are violated and dummy nodes need to be inserted, and even within these cases the vast majority needs only one dummy node per case.

### 3.2.3. Modeling processes longer than the cycle time

Above we assumed that all activities have duration bound ranges smaller than the cycle time. It can happen though, that this is not immediately the case, e.g. in case of long running times. This would lead to a modeling issue as we will require that for all activities, $U_{i j}<T$ in order to be able to define constraints including the binary variables $z_{i j} \in\{0,1\}$, as we will see later. Therefore in case of processes initially longer than the cycle time, these need to be split into shorter sections with dummy events connecting them until this condition is satisfied. Concretely, if for an activity ( $i, j$ ) it holds that $U_{i j} \geq T$, then let $n=\left\lfloor U_{i j} / T\right\rfloor+1$ and then we split $(i, j)$ to $n$ segments by introducing dummy events dummy $y_{1}, \ldots$, dummy $y_{n-1}$ and replacing activity $(i, j)$ with activities $\left(i\right.$, dummy $\left._{1}\right),\left(\right.$ dummy $_{1}$, dummy $\left._{2}\right), \ldots,\left(d u m m y ~_{n-1}, j\right)$ where the lower and upper bounds of each are $L_{i j} / n$ and $U_{i j} / n$, respectively. For the bounds $L, U$ of these new activities it will all hold true that $L \leq U<T$.

Later the cycle time will become a variable: then the exact process is to define a lower bound $L$ for the variable cycle time $t \geq L$ and ensure that all duration bounds are lower than this cycle time lower bound, i.e., $L_{i j} \leq U_{i j}<L, \forall(i, j) \in \mathcal{A}$. This can be achieved in an identical manner as above for the case of $T$.

### 3.3. The optimization model

Building on the periodic event-activity network as defined earlier, finding a periodic timetable with given cycle time $T$ can be defined as the periodic event scheduling problem

$$
\begin{array}{ll}
L_{i j} \leq \tau_{j}-\tau_{i}+z_{i j} T \leq U_{i j} & \text { for all }(i, j) \in \mathcal{A} \\
0 \leq \tau_{i}<T & \text { for all } i \in \mathcal{E} \\
z_{i j} \in\{0,1\} & \text { for all }(i, j) \in \mathcal{A} \tag{9}
\end{array}
$$

where for the bounds it holds that $0 \leq L_{i j} \leq U_{i j}<T$ for all $(i, j) \in \mathcal{A}$. Note that for $(i, j) \in \mathcal{A}_{\text {infra }} \subset \mathcal{A}$ it holds that $U_{i j}=T-L_{j i}$ with $L_{i j}+L_{j i} \leq T$.

Consider a solution to the above feasibility model, with $\tau_{i} \forall i \in \mathcal{E}$ being the event time of each event, and the binary $z_{i j}$ $\forall(i, j) \in \mathcal{A}$ variables describing for each activity the order of events within the timetable period. We now state the earlier definition (see Section 3.1) of the minimal cycle time more concretely: the minimal cycle time of this timetable, more precisely of this set of event orders, is the minimal value of $T$ for which a solution with the same values of $z_{i j} \forall(i, j) \in \mathcal{A}$ exists (but possibly with different values of $\tau_{i} \forall i \in \mathcal{E}$ ).

Intuitively, the minimal cycle time is the following. Take a railway network in a periodic timetable, and modify the dispatching rules such that the trains do not need to wait for their scheduled departure and arrival events, however, they do respect all minimal process times defined between any event pairs, and therefore also the order or trains is not changed. Make the trains depart and arrive, within these rules, as soon as possible. In this system, any periodic event will occur with a period not longer than the minimal cycle time.

Recall that stability is the ability of a timetable to absorb delays so that delayed trains return to their scheduled train paths without rescheduling: a timetable that can return to schedule faster from the same delay disturbance is considered more stable. Therefore the minimum cycle time of a periodic timetable is a valuable estimator of its stability (Braker, 1993; Heidergott et al., 2005; Goverde, 2007): the difference between the period and the minimal cycle time is the minimum mean hourly delay reduction that is certainly possible given any initial delay and no further disturbance, with no train re-ordering or cancellation, regardless of which event or how many events are delayed.

We argued that for otherwise comparable timetables of identical train stopping patterns and frequencies, the one with lower minimum cycle time is the more stable. Therefore we transform the above feasibility problem into an optimization problem with variable cycle time $t$ that is to be minimized:

Minimize $t$
subject to

$$
\begin{array}{ll}
L_{i j} \leq \tau_{j}-\tau_{i}+z_{i j} t \leq U_{i j} & \text { for all }(i, j) \in \mathcal{A} \\
0 \leq \tau_{i}<t & \text { for all } i \in \mathcal{E} \tag{12}
\end{array}
$$

$$
\begin{align*}
& L \leq t  \tag{13}\\
& z_{i j} \in\{0,1\} \quad \text { for all }(i, j) \in \mathcal{A}, \tag{14}
\end{align*}
$$

where $L>0$ is a lower limit on $t$, and $0 \leq L_{i j} \leq U_{i j}<L$ for all $(i, j) \in \mathcal{A}$. Note that the variable cycle time $t$ and the event times $\tau_{i}$ are real numbers, so we do not assume that these values are in full minutes but in particular support a precision of 1 s as well. Note that an internal working timetable can have a precision of 1 s , while the timetable published to passengers is rounded down to full minutes, without leading to either missed trains or a perception of too much delay.

Because the cycle time is a decision variable, constraint (11) is now nonlinear as the product $z_{i j} t$ of two variables. However, we can reformulate this constraint to obtain a MILP model. Let $U$ be a suitably large upper bound for the objective value $t$. A product $z t$ of a binary variable $z$ and a bounded continuous variable $t \in[0, U]$ can be reformulated into linear inequalities using the new variable $y=z t$ with (Williams, 1990)

$$
\begin{align*}
& 0 \leq y \leq U z  \tag{15}\\
& t-U(1-z) \leq y \leq t \tag{16}
\end{align*}
$$

Note that if $z=0$ then (15) and (16) gives $y=0$ and $t \in[0, U]$, while if $z=1$ it becomes $y=t$ and $t \in[0, U]$. Then the nonlinear problem (10)-(14) can be formulated into the MILP:

## Minimize $t$

subject to

$$
\begin{array}{ll}
L_{i j} \leq \tau_{j}-\tau_{i}+y_{i j} \leq U_{i j} & \text { for all }(i, j) \in \mathcal{A} \\
\tau_{i}<t & \text { for all } i \in \mathcal{E} \\
y_{i j} \leq t & \text { for all }(i, j) \in \mathcal{A} \\
y_{i j}-U z_{i j} \leq 0 & \text { for all }(i, j) \in \mathcal{A} \\
y_{i j}-t+U\left(1-z_{i j}\right) \geq 0 & \text { for all }(i, j) \in \mathcal{A} \\
L \leq t \leq U & \text { for all } i \in \mathcal{E} \\
\tau_{i} \geq 0 & \text { for all }(i, j) \in \mathcal{A} \\
y_{i j} \geq 0 & \text { for all }(i, j) \in \mathcal{A} .
\end{array}
$$

Furthermore, the strict inequality (19) can be replaced by the inequality $\tau_{i}-t \leq \delta$ using a suitable small $\delta$, such as 1 s . The MILP (17)-(26) is the extension of the PESP (7)-(9) to a variable cycle time which must be minimized.

### 3.4. Interpreting the optimization model results

Although the optimality of the generated timetable can only be guaranteed if the solver reached the optimal solution, information about the timetable can be inferred in several of the other cases as well. Table 1 shows how the different solver statuses and related variable value ranges can be interpreted, including $t_{L P}$, the objective value of the LP relaxation of the model, which is therefore a lower bound on $t$. On the one hand, if an intermediate feasible solution exists with $t \leq T$, we can already conclude that a stable timetable exists and it is generated by the model. On the other hand, irrespective of whether a feasible solution is known or not, if we know that $T<t_{L P}$ then we already know that a stable timetable is not possible. This of course is also the case if the MILP model is infeasible or if for the optimal solution, $T<t$.

While the core idea of the model is to keep the cycle time flexible, we have seen above that the model definition restricts the range of the cycle time to $[L, U]$. This in practice does not restrict the flexibility of the cycle time variable if the optimization is executed in an iterative fashion. In case that the calculation returns a cycle time equal to this predefined lower bound, the solver can be restarted with a decreased lower bound. Likewise, in case of infeasibility a higher upper bound can be used in a subsequent run. Furthermore, if the sole goal of an optimization run is to decide feasibility, both cycle time bounds can be set to the nominal cycle time and the model degenerates to a feasibility problem generating a stable timetable if possible, without taking stability into account.

Table 1
Interpretation of optimizer results.

| Solver status | Variable ranges | Interpretation |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | A timetable exists? | A timetable generated? | Optimal timetable generated? |
| Intermediate, no solution | $t_{L P} \leq T$ | Unknown | No | No |
|  | $T<t_{L P}$ | No | N/A | N/A |
| Infeasible |  | No | N/A | N/A |
| Intermediate solution | $t \leq T$ | Yes | Yes | Unknown |
|  | $\begin{aligned} & T<t \\ & \cap \end{aligned}$ | Unknown | No | No |
|  | $t_{L P} \leq T$ |  |  |  |
|  | $T<t_{L P}$ | No | N/A | N/A |
| Optimal solution | $t \leq T$ | Yes | Yes | Yes |
|  | $\overline{T<t}$ | No | N/A | N/A |

$T$ is the nominal cycle time, $t$ is the best solution value for the minimum cycle time, and $t_{L P}$ is its best LP lower bound for the given optimizer run.

### 3.5. The expanded timetable

As mentioned earlier, a feasible solution to the optimization problem with $t$ corresponds to a stable periodic timetable with cycle time $t$. However, what in practice really is required, is a periodic timetable according to the nominal cycle time T. There are a few ways to transform and further optimize the obtained timetable to end up with a timetable of cycle time T.

The simplest method, that might not be sufficient in all practical purposes, is rescaling, resulting in a valid but potentially too slow timetable (if $t \ll T$ ). Note that as we use the minimum cycle time for our objective function, the rescaled timetable is still optimally stable as the minimum cycle time is unchanged due to rescaling. As long as $t<T$, a feasible set of the optimization problem can be transformed to have cycle time $T$ in a straightforward way by scaling each event time $\tau_{i}$ to $\tau_{i}$ - $T / t$ and then the expanded timetable still obeys all minimum running, dwell time and infrastructure headway constraints while keeping the same minimum cycle time when compressing the timetable. To see an example of such a timetable expansion, see Fig. 11 in Section 6.

Note that the minimum cycle time is equal for the expanded and the compressed timetable because of the definition of the minimal cycle time: both timetables have the same event orders, and the minimal cycle time is the shortest period for which a feasible timetable exists for the given event orders. As the compressed timetable was optimized to have the minimal cycle time for the given line pattern inputs, this means that the expanded timetable has maximal gap between the minimal cycle time and the nominal timetable period, and therefore maximal stability.

This expanded timetable fixes the departure event times and includes some running time supplements and headway buffer times due to the expansion. In case of initial delays, the delay absorption is thanks to delayed trains making use of these supplements and buffer times and their delay being reduced at each such event. Trains that are not delayed by an initial delay or a by a knock-on delay do not alter their planned event times, but with no train re-ordering this does not cause further delays: if the timetable is feasible, then because of the linearity of the model an event either is on time, has primary delay, or has at most the delay amount of one of the events it depends on via a time constraint.

In case that the rescaled timetable is not yet satisfactory, it is possible to further improve as follows. If some run or dwell times become unacceptably long by the expansion, the original model can be re-executed with lower upper bounds. The model can be also re-run with the constants $L=U=T$ and using the sum of run and dwell times as the objective function to be minimized, see also the "Line-level activity upper bounds" in the next section.

Finally, the output of this model can serve as an initial solution to another timetable optimization model that may improve travel times or other objectives but needs pre-set train orders. This second stage optimization model is an LP problem with all original binary variables fixed, as the optimal train order for maximal throughput is determined by the current model. For more advanced approaches for this follow-up optimization step of buffer time allocation, see Kroon et al. (2008) and Burdett and Kozan (2015).

### 3.6. Model extensions

While the optimization model above is able to capture the scheduling problem of a periodic train network with flexible train orders, running and dwell times, taking into account infrastructure limitations and optimizing for timetable stability, there are a few timetable requirements that are often present in practice and need to be incorporated into the model to ensure its usefulness. In the following, we describe such extensions, addressing train services at frequencies higher than once per timetable period, parallel train lines, connection constraints, and line-level duration upper bounds.

We assumed that all train lines depart from their first station once within each period. In practice, train lines can have different frequencies, with the lowest frequency lines defining the main period length and other trains running e.g. twice or four times per period. Higher frequency train lines can be modeled easily as a set of multiple train lines with frequency one each, however, in this case it is not guaranteed that these trains will have a regular interval service. In fact, the optimal solution will often be "batching" all these trains together: running them directly one after the other. Therefore, a new type of constraint is necessary to ensure that these train lines are separated in a regular fashion.

We extend the tuple definition of events with a counter RunNr indicating the successive train runs within the period. Therefore, an event $i \in \mathcal{E}$ becomes the tuple

$$
i=(\text { Line, Station, EventType, RunNr }) .
$$

For all trains running once per period $\mathrm{RunNr}=1$. We further define the set of regularity activities

$$
\mathcal{A}_{\text {reg }}:=\left\{(i, j) \times \mathcal{E} x \mathcal{E} \mid \text { Line }_{i}=\text { Line }_{j}, \text { Station }_{i}=\text { Station }_{j}, \text { EventType }_{i}=\text { EventType }_{j}, \text { RunNr }_{i}+1=\text { RunNr }_{j}\right\}
$$

Then using the notation $F_{\text {Line }_{i}}$ for the frequency of the line of event $i$ for the given cycle time, we introduce the constraint

$$
\begin{equation*}
\tau_{j}-\tau_{i}+z_{i j} t=t / F_{\text {Line }_{i}} \quad \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \tag{27}
\end{equation*}
$$

which can be converted to the MILP-compatible form

$$
\begin{array}{ll}
\tau_{j}-\tau_{i}+y_{i j}-\left(1 / F_{\text {Line }}\right) t=0 & \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \\
y_{i j} \leq t & \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \\
y_{i j}-U z_{i j} \leq 0 & \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \\
y_{i j}-t+U\left(1-z_{i j}\right) \geq 0 & \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \\
y_{i j} \geq 0 & \text { for all }(i, j) \in \mathcal{A}_{\text {reg }} \tag{32}
\end{array}
$$

Note that Eqs. (29)-(32) are identical to Eqs. (20)-(22) and (25) and can thus be conveniently merged by extending $\mathcal{A}$ with $\mathcal{A}_{\text {reg }}$. Eq. (28) is a new type of equality as it includes the cycle time multiplied by some factor.

Another common market requirement concerns groups of train lines that have a different route or stop pattern, but share their route and stop pattern on a substantial part of their trips. In this case, it is often desired that these lines are evenly spaced on the common route with equal stop pattern to providing a regular service. Such a constraint can be added using the same method as the high-frequency train lines above, except that the events connected by such a regularity activity belong to different train lines.

Further constraints can be added reflecting certain business requirements. One such a requirement can be a constraint on the duration between the arrival of one train and the departure of another, to ensure smooth passenger connections. Such requirements can be added as new activities in the graph using the structure of inequalities used for run and dwell times: we can define a new activity type $\mathcal{A}_{\text {transfer }}$ that connects the arrival of one train to the departure of another train and its bounds are the acceptable minimum and maximum transfer times including walking time.

### 3.6.1. Line-level activity upper bounds

The values of running and dwell activity upper bounds are decided as a compromise between timetable flexibility and the amount of acceptable time allowances: too little allowed time allowance restricts the model in finding feasible solutions, while too much time allowance can result in running times unacceptably high in practice. However, these two bounds for time allowances are meaningful in different scale: flexibility in running time is more important in a local level planning through a bottleneck, while a practical threshold for maximum time allowance is more applicable regarding the whole line or a longer segment. In other words, the model can be improved by allowing for more flexibility locally, given that the time allowances are not too high on a global level. To achieve this, the running and dwell activity upper bounds can be increased, and to limit the extension of running times of each line, new upper bounds are defined for the sum of run and dwell times of each line.

Let $\mathcal{A}_{l}$ be all run and dwell activities of a single run of line $l$ (note that in case of multiple runs, it is sufficient to consider only the first), i.e.

$$
\begin{equation*}
\mathcal{A}_{l}=\left\{(i, j) \in \mathcal{A}_{\text {run }} \cup \mathcal{A}_{\mathrm{dwell}} \mid \text { Line }_{i}=\text { Line }_{j}=l, \text { RunNr }_{i}=\text { RunNr }_{j}=1\right\} \tag{33}
\end{equation*}
$$

and let Lines the set of all lines. Then if such suitable upper bound for line $l$ is $U_{l}$, then the new constraints are as follows:

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{A}_{l}}\left(\tau_{j}-\tau_{i}+y_{i j}\right) \leq U_{l} \quad \text { for all } l \in \text { Lines } \tag{34}
\end{equation*}
$$

Note that the model only stays feasible if

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{A}_{l}} L_{i j} \leq U_{l} \quad \forall l \in \text { Lines } \tag{35}
\end{equation*}
$$

and for line $l$ these constraints can only become an equality if

$$
\begin{equation*}
U_{l} \leq \sum_{(i, j) \in \mathcal{A}_{l}} L_{i j} \tag{36}
\end{equation*}
$$

## 4. Dimension reduction techniques

The following pre-processing steps aim at reducing the search space of the MILP model.

### 4.1. Connected components

In the graph representation, different train lines are connected to each other because of the infrastructure, regularity and connection constraints. However, it can still be that the graph is separable to multiple connected components, for example if a train line is operated independently of other lines. As one connected component has no effect on the others, the optimization model could be executed separately for each connected component. In the later examples in this paper, all cases are connected, i.e. they consist of a single connected component.

### 4.2. Greatest common divisor of frequencies

In case of regular-interval timetables, often many train services have a headway time of less than the full hour, namely $30,20,15$ or sometimes even 10 min . If the greatest common divisor $g$ of all line frequencies is larger than 1 , the timetable can be calculated with updated frequencies $F^{\prime}=F / g$. This reduces the number of events by a factor of $1 / g$ and reduces the number of processes even to a larger extent, because of the structure of the infrastructure processes connecting all events related to a given resource. The new calculated timetable with cycle time $t$ can then be simply scaled back to the original frequencies by duplicating the events at times $\tau_{i}$ to new times $\tau_{i}+t, \tau_{i}+2 t, \ldots, \tau_{i}+(g-1) t$ and the re-scaled timetable has a minimum cycle time $g \cdot t$.

### 4.3. Single train line with frequency $F=1$

It is possible to go one step further in the spirit of the greatest common divisor reduction described above, if we consider the following. If there exists exactly one train line $l_{1}$ with frequency equal to 1 , while all other frequencies have a greatest common divisor $g>1$, then the optimal timetable is equivalent to also $l_{1}$ having frequency $g$. This is because the whole timetable is symmetric to a time shift of $t / g$, except $l_{1}$, therefore given a stable timetable, line $l_{1}$ can be multiplied to all other $g-1$ time slots. To take advantage of this symmetry, we first increase the frequency of $l_{1}$ to $g$, calculate the timetable taking advantage of the greatest common divisor reduction, and finally remove $g-1$ instances of $l_{1}$ to get back to the required frequency of 1 .

### 4.4. Redundant infrastructure constraints

If after the previous two steps there still is a set of train lines with equal frequency that is larger than one, it is possible to remove a substantial amount of infrastructure constraints. Take each pair, e.g. lines $l_{1}$ and $l_{2}$, and while keeping all constraints between the first run of $l_{1}$ and any run of $l_{2}$, remove all constraints between any further runs of $l_{1}$ and $l_{2}$. Formally, let us define any total strict ordering $\prec$ of the train lines $l_{i}$ (e.g. based on the ordering of the line numbers), and then for each pair of train lines $l_{1}<l_{2}$ with $1<F_{l_{1}}=F_{l_{2}}$, remove all infrastructure constraints for event pairs ( $i, j$ ) where Line $_{i}=l_{1}$, Line $_{j}=l_{2}$ and RunNr $r_{i}>1$ (recall that $F_{l}$ is the frequency of line $l$ and RunNr is an attribute of an event referring to the run number which can be larger than one for frequencies larger than one). An example is shown in Fig. 6. Note that because of the symmetry of the train lines, this reduced set will ensure that all trains are separated accordingly: for example, in Fig. 6, if there was an infrastructure conflict between the second run of line $i$ and a run of line $j$, because of the symmetry enforced by the regularity constraints this would also mean an infrastructure conflict between the first run of line $i$ and a run of line $j$, which is not possible as by definition we did not remove any infrastructure constraints related to the first run.

### 4.5. Symmetry-breaking constraints

For many line patterns there are a larger number of symmetric solutions possible, such as two solutions that only differ in a shift of all events in time or swapping the first and the second run of a train line with frequency 2 . The optimization run can be speeded up substantially by "breaking" these symmetries and fixing one of many symmetrical choices. Therefore these constraints are also called symmetry-breaking constraints (Liberti, 2008).


Fig. 6. Example for removal of redundant infrastructure constraints: with a red cross overlay on panel (a) and removed in panel (b) (the regularity constraints are shown as dotted gray lines, station id is not shown in nodes for clarity.) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 7. Two timetables that only differ in their run numbers, to illustrate symmetry-breaking constraints. (For interpretation of the references to colr in this figure, the reader is referred to the web version of this article.)

Two constraints are added to avoid multiple practically identical solutions. Firstly, if two solutions are identical except a uniform shift in time for all event times, they also represent timetables with identical characteristics and minimum cycle time. Therefore, it is possible without loss of generality to choose a single event and fix its event time. Therefore let init be this one initial event, and we set $\tau_{\text {init }}=0$.

The other constraint considers train lines with frequencies larger than one. In this case, a new timetable created by shifting the event times of this line with a multiple of the headway time $t / F$ is identical to the original timetable. Therefore if $\mathcal{F}$ is a set containing a single (arbitrary) event for each train line and $F_{i}$ is the frequency of the line of event $i$,

$$
\begin{equation*}
\tau_{i}<\frac{t}{F_{i}} \quad \forall i \in \mathcal{F} \tag{37}
\end{equation*}
$$

Similarly to constraint (12), the strict inequality can be replaced by a non-strict one by replacing $t$ with $t-\delta$. Note that there is no need to restrict constraint (37) to the lines with frequencies larger than one: if $F_{i}=1$ then this constraint degenerates to the existing (12).

For example, on Fig. 7, the timetables on the left and the right of the red train with frequency 2 are identical, except that the run numbers are shifted. If we require an arbitrary point $i$ to have an event time less than $t / F_{i}$, in this case $t / 2$, then only the right side version stays valid and the solution space is reduced.

### 4.6. Marking limits

We call the number of times a process $(i, j)$ crosses the cycle time boundary its marking, equal to the related variable $z_{i j}$. As we earlier ensured that all processes are shorter than the cycle time, a marking is in $\{0,1\}$. In practice, as the majority
of dwell and run activities are substantially shorter than the cycle time, this means that a chain of run-dwell processes of a certain train line crosses the cycle time boundary much less often than the number of its arcs, meaning that the majority of the arcs have marking zero. To capture this observation, we can define valid inequalities for the sum of markings for each train line by calculating the sum of minimum and maximum process durations and comparing them to the maximum and minimum cycle time bound, respectively. More concretely, recall the earlier definition of $\mathcal{A}_{l}$ (33) for the set of all run and dwell times of the first run of line $l$, and Lines as the set of all lines. Note that if a process (or chain of processes) has duration $d$ and the cycle time is $T$, then the number of times that this process can cross the cycle time boundary is within $[\lfloor d / T\rfloor,\lceil d / T\rceil]$. Applying this for variable durations and cycle time, for the first run of all lines (note that second and further runs are not necessary to include as they are constrained by the regularity constraints):

$$
\left\lfloor\sum_{(i, j) \in \mathcal{A}_{l}} L_{i j} / U\right\rfloor \leq \sum_{(i, j) \in \mathcal{A}_{l}} z_{i j} \leq\left\lceil\sum_{(i, j) \in \mathcal{A}_{l}} U_{i j} / L\right\rceil \forall l \in \text { Lines }
$$

Note that the effectiveness of this reduction technique is closely related to the size of the cycle time bounds defined.

### 4.7. Run and dwell durations as secondary objective

While the main objective of our model is minimizing the cycle time, in general many different timetable versions can exist with equal train orders and equal minimum cycle time, but slightly different running and dwell times. To break this symmetry, we introduce the sum of running and dwell times in the objective function as a secondary objective (with an appropriately small weight). Note that this reduction method has the practical advantage of making the model choose a timetable with the lowest time allowances among multiple timetables with identical minimum cycle time.

## 5. An iterative solution approach

In the previous section we have seen that the presented the solving techniques for the optimization model that is able to calculate, as we will see in the computational results, a stable intercity timetable for the whole Dutch network with flexible train orders and running and dwell times. This model solution approach, however, might not always be suitable to calculate larger timetable instances, such as a large regional timetable with both local and intercity trains, in one optimization solver run in a suitable time. Therefore, in this section we present an iterative method to calculate large stable timetables very fast, in just a few seconds, and optimize these timetables for stability in a few hours.

The key idea of this method is that while the cycle time $t$ is a variable, nevertheless it is bounded by the predefined limits $(L, U)$ and the smaller this range is, the faster the optimization solver can advance within the reduced search space. Hence, we introduce an iterative calculation where the cycle time range ( $L, U$ ) is periodically adjusted and the calculation resumed.

We take advantage of the fact that many MILP solvers, including CPLEX, allow a definition of an initial feasible set during the declaration of the MILP problem, that guarantees feasibility and may further speed up the optimization process: we use the intermediate solution of one solve iteration to initialize the following iteration. We define the function name $\operatorname{MILPSolve}(\mathcal{E}, \mathcal{A}, L, U, k)$ that represents solving the MILP problem defined earlier given the events $\mathcal{E}$ and activities $\mathcal{A}$, as well as the cycle time bounds ( $L, U$ ), and the optional variable $k$ containing an intermediate solution.

Algorithm 1 describes the structure of the iterative process. Given the timetable input values $(\mathcal{E}, \mathcal{A})$, the nominal cycle time $T$, and the iteration configuration parameters $F>1,0<g_{\text {min }}<g_{\text {init }}<1$, we first run MILPSolve() with fixed cycle time $t=L=U=T$ to obtain a feasible solution. Then the range $(L, U)$ is initialized such that $L<t=U$ according to the initial relative gap parameter $g_{\text {init }}$. Consequently, we iteratively run the solver MILPSolve() until optimality within the bounds, or until a timeout is reached since the last change in the objective value. The bounds are re-set after each iteration according to the factor $F$ : if optimality was found at the lower bound then the gap $(U-L) / U$ is increased by a factor of $F$, and if new solutions were found and the cycle time variable is still at the current upper bound then the gap is decreased by a factor of $F$. And otherwise the relative gap does not change. In all three cases, the bounds are re-set as $U=t$ and $L$ according to the defined gap. The iterations stop when optimality is reached or the relative difference between $L$ and $U$ reached the minimum relative gap $g_{\text {min }}$ when we return the intermediate solution. We used the values $F=2, g_{\text {init }}=0.01$, and $g_{\min }=0.001$. For the timeout of MILPSolve() we used the internal iteration counter of CPLEX and the timeout value of 800,000 CPLEX iterations, which is approximately between $2-4$ min depending on the problem size. The reason we used a timeout based on the iteration count and not on clock time is that this way the solver runs are fully reproducible. As timeouts are used, optimality is not guaranteed in this iterative algorithm, but for the majority of real-life examples we considered, it is actually reaching optimality faster than the non-iterative method.

For obtaining an attractive calculation time, it is instrumental that the reset of the cycle time bounds $(L, U)$ is performed in an adaptive fashion. In particular, if the difference $U-L$ between the cycle time bounds is too large, a single iteration can take too long time, or reach timeout. On the other hand, if the cycle time bound is too small, the number of iterations can be too high, again causing a long total calculation time. Therefore we define the adaptive ResetBounds() function as described in Algorithm 2. As a default rule, we set $L:=(1-g) t$ and $U:=t$ where $g$ is the relative gap of the previous run. However, if the previous run was perceived too fast ( $t$ actually reached the lower bound $L$ ), or too slow ( $t$ did not improve from $t=U$ until timeout), we increase or decrease relative gap $g$, respectively, using the relative gap factor variable $F$ set as a parameter of the function.

```
Algorithm 1 Iteratively optimize timetable.
    function IterativelySolve \(\left(\mathcal{E}, \mathcal{A}, T, F, g_{\text {init }}, g_{\text {min }}\right)\)
        \(\mathrm{k} \leftarrow \operatorname{MILPSolve}(\mathcal{E}, \mathcal{A}, T, T) / /\) initial solution for solver
        \(U \leftarrow T\)
        \(L \leftarrow\left(1-g_{\text {init }}\right) T\)
        while \(g_{\min }<(U-L) / U\) do
            (SolverStatus, \(t, k) \leftarrow \operatorname{MILPSolve}(\mathcal{E}, \mathcal{A}, L, U, k)\)
            if SolverStatus = 'Optimal' and \(L<t\) then
                return \((t, k)\) // optimal solution
            \((L, U) \leftarrow \operatorname{ReSETBounds}(L, t, U, F)\)
        return \((t, k)\) // intermediate solution
```

```
Algorithm 2 Reset search bounds given intermediate solution.
    function ResetBounds \((L, t, U, F)\)
        \(g \leftarrow(U-L) / U\) || gap
        if \(L=t\) then // optimality within bounds: increase relative gap
            \(g \leftarrow F * g\)
        else if \(t=U\) then // no new solutions: decrease relative gap
            \(g \leftarrow g / F\)
        \(L \leftarrow(1-g) * t\)
        \(U \leftarrow t\)
        return \((L, U)\)
```


## 6. Computational results

We tested the optimization on seven network scenarios of increasing size, using all the dimension techniques implemented from Section 4, first without and then with the iterative approach included. All data is from the timetable database used by the timetable stability evaluation tool PETER (Goverde, 2007) that is in turn based on the DONS database (Hooghiemstra and Teunisse, 1998) describing the 2007 Dutch periodic timetable for the morning peak. In the PETER timetable file, the national Dutch hourly timetable is included in the detail of stations, junctions and other timetable points together with the minimum running and dwell times, as well as the default minimum infrastructure headways between all train event pairs sharing the same infrastructure.

Table 2 contains a detailed description of the used data format. Note that as we store process durations and the calculated event times as continuous (floating point) variables, and treated as real values by the optimization model, the model supports minimum process time constraints of seconds precision. We included all constraints and minimum process times

Table 2
List of input data types used from the DONS/PETER timetable format.

| Entity | Attribute | Example | Note |
| :---: | :---: | :---: | :---: |
| Cycle time | Cycle time | 1 h | Stored as floating point |
| Station | Station Abbr. | Asdz |  |
|  | Station Type | IC | Intercity station, other station or other timetable point |
|  | Station Name | Amsterdam Zuid | For visualization purposes |
|  | Longitude | 4.873337603 | Retrieved from OpenOV ${ }^{\text {a }}$ |
|  | Latitude | 52.33886371 | Retrieved from OpenOV |
| Line | Line ID | 270 | Stored as integer |
|  | Direction | 0 | 0 or 1 |
|  | Line type | IC | Intercity or local train |
|  | Nr. of runs | 2 | Per cycle time, stored as integer |
| Event | Event ID | 1270_r2_d0_arr_Asdz | Generated unique identifier from the other variables |
|  | Line ID | 270 | Matches Line ID of Line |
|  | Direction | 0 | Matches Direction of Line |
|  | Run Number | 2 | Integer between 0 and Nr . of runs of Line |
|  | Event Type | arr | dep, arr or thr |
|  | Station Abbr. | Asdz | Matches Station Abbr. of Station |
| Process | From Event ID | 1270_r2_d0_arr_Asdz | Matches Event ID of Event |
|  | To Event ID | 1270_r2_d0_dep_Asdz | Matches Event ID of Event |
|  | Process Type | dwell | run, dwell or infra |
|  | Min. Duration | 60 s | Stored as floating point, i.e. at least seconds precision |

[^1]

Fig. 8. The SAAL corridor on a geographic map and its schematic track layout in the West-East direction (thick red line: two tracks, double red line: four tracks, Map source: ProRail). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
for run, dwell, and infrastructure headways from the PETER timetable file, however we did not include connection constraints to ensure flexibility in the train orders. For the minimum headway times of infrastructure constraints we used the normative default values (such as three minutes) as only these norms were given.

During the preprocessing, the network is filtered to the desired network area and subset of lines, as we describe the scenarios later. Maximum durations of run processes are set as $U_{i j}=1.3 L_{i j}+20 \mathrm{~s}$ for each run process ( $i, j$ ) where $L_{i j}$ is the minimum duration as read from the PETER file and the bounds are expressed in seconds. The cycle time for the scenarios based on this timetable was 60 min , reduced to 30 min in the preprocessing according to the greatest common divisor of frequencies preprocessing step described in Section 4, as all lines included in the scenarios have a 30 min symmetry. We also verify at this time whether for all line pairs using the same station or pair of stations illegal overtakings at a station or between stations are forbidden by the existing constraints, and if not, the dummy nodes are added as described in Section 3.5, both for too large dwell times and too large running times. The preprocessing of converting the PETER files to an input file to the MILP solver takes at most a few minutes on a standard PC.

### 6.1. Network scenarios

The first scenario consists of the single railway corridor Schiphol-Amsterdam-Almere-Lelystad ("SAAL"), as shown on a geographic map and as a schematic track layout in Fig. 8. This railway line consists of two-track and four-track sections, all unidirectional, and two junctions with flyovers at Diemen and Weesp as pictured. Including all local and intercity train lines on this corridor, the model consists of 18 train lines and 13 stations, that translate to 156 event nodes and 455 activity arcs in the periodic event-activity network. Recall that the reason for the high number of event nodes is that the model includes events not just at stations but also at other timetable points, such as junctions, where the separation of trains is necessary.

The further scenarios are including networks larger than the SAAL corridor pictured in Fig. 8. The scenario "AMS-R" includes the full length trips of all local trains stopping at Amsterdam Centraal. The scenario "UT-ASS-IC" includes the full length trips of all intercity trains stopping at Utrecht Centraal or Amsterdam Sloterdijk. The scenario "NL-IC" includes the full trips of all Intercity trains in the Netherlands. Scenario "UT" consists of the full trips of all intercity and local trains calling at Utrecht Centraal station. Scenario "NL-IC+SAAL" is a combination of the earlier two scenarios of the same name. Finally, scenario "NVG" consists of all local and intercity trains running in the large urban region (Noordvleugel, "North Wing")


Fig. 9. Maps of the different scenarios (blue - intercity train lines and intercity stations, red - local train lines, "Asd" - Amsterdam Centraal, "Lls" - Lelystad Centrum, "Bd" - Breda, "Ah" - Arnhem Centraal, "Vl" - Venlo, "Gn" - Groningen). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
around Amsterdam, bounded by stations Leiden Centraal, Gouda, Utrecht Centraal, Amersfoort and Lelystad Centrum, with the trip segments only within this region. See Figs. 9 and 10 for a comparative map of all seven scenarios, and see Table 3 for the number of lines, stations, and periodic event-activity network dimensions of all scenarios.

### 6.2. Dimension reduction techniques without iterative run

For solving the MILP problem we used IBM ILOG CPLEX version 12.4 on a generic PC with 12 GB RAM and a six-core 3.47 GHz CPU with all cores used during the CPLEX run. Fig. 11 shows the optimization results for the SAAL corridor in the West-East direction. On the compressed timetable, an hourly pattern compressed into the cycle time of 36 min and 36 s is pictured, and the critical infrastructure headways are pictured (black dotted lines) that determine the minimum cycle time. The expanded timetable represents a stable hourly timetable with minimal cycle time. As mentioned earlier, the expanded timetable can be further optimized with another optimization model using fixed train orders and cycle time, if necessary.

The results of the other three scenarios and calculation times for all scenarios are reported in Table 3. All preprocessing techniques from Section 4 were used, but without the iterative approach in Section 5 . We can conclude that the optimization model finds the optimal solution in a few minutes for smaller networks represented by event-activity networks with less than a thousand arcs or nodes. However, one of the two larger intercity networks takes 22 min to run and this model also proved ineffective in quickly calculating stable timetables for larger scenarios. Therefore we below also use the iterative method of Section 5 to address this scalability problem.


Fig. 10. Maps of further different scenarios (blue - intercity train lines and intercity stations, red - local train lines, "Asd" - Amsterdam Centraal, "Lls"Lelystad Centrum, "Bd" - Breda, "Ah" - Arnhem Centraal, "Vl" - Venlo, "Gn" - Groningen). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).

Table 3
Graph size for different scenarios and optimal timetable calculation times.

| Scenario | Lines | Trains | Stations | Nodes | Arcs | Solution time | $t / T$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| SAAL | 18 | 72 | 13 | 156 | 455 | $00: 00: 45$ | $61.0 \%$ |
| AMS-R | 16 | 64 | 42 | 605 | 791 | $00: 02: 30$ | $51.4 \%$ |
| UT-ASS-IC | 20 | 80 | 142 | 1033 | 1473 | $00: 22: 33$ | $40.0 \%$ |
| NL-IC | 30 | 120 | 193 | 1515 | 2175 | $00: 05: 12$ | $40.0 \%$ |
| UT | 28 | 112 | 140 | 1352 | 2552 | $04: 00: 00<$ | N/A |
| NL-IC+SAAL | 35 | 140 | 195 | 1837 | 3103 | $04: 00: 00<$ | N/A |
| NVG | 65 | 260 | 82 | 1594 | 3917 | $04: 00: 00<$ | N/A |

### 6.3. Iterative processing

Using the iterative process of Section 5, we were able to extend the scope of our optimization model to quickly calculate stable timetables of large regions with mixed traffic. Fig. 12 shows the expanded timetables of two representative corridors of the NVG scenario, in both directions. To illustrate the effect of the iterative calculation with varying cycle time ranges, Fig. 13 shows the objective value of the optimization solve runs as functions of the calculation time. Fig. 13(b) illustrates the mechanism of the iterative calculation the best: the long horizontal lines of the objective value signify situations when the


Fig. 11. Schematic track layout (top), optimal compressed (middle) and expanded (bottom) timetable for the SAAL corridor (one direction pictured, red: local trains, blue: intercity trains, black dotted lines: critical infrastructure constraints). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).


Fig. 12. Optimized expanded timetable of the NVG scenario, Leiden-Lelystad Centrum (above) and Uitgeest-Utrecht (below) corridor.


Fig. 13. Intermediate objective value and its bounds during the solver run for scenarios SAAL, and NL-IC, UT and NVG (dotted lines - objective bounds, dashed line - LP bound, continuous line: intermediate objective value).
optimization solver was unable to improve the solution until a timeout. After a re-set of the objective bounds, however, the solver was able to continue and find optimality.

Table 4 shows calculation times for all scenarios both using the basic solve method seen in the previous section and the current iterative solve. All preprocessing techniques from Section 4 were used both in the basic and the iterative case. In the latter, we make the distinction between the calculation time until a stable timetable and to optimality. In some cases, it was not possible to prove mathematical optimality before timeout, in these cases calculation time to the best attained value is reported.

Figs. 14 and 15 plots calculation times to feasibility and optimality on a logarithmic scale as a function of the size of the graph. Note that for the three largest cases, only the iterative approach is able to find a stable and optimal timetable, this is represented by the three points of the basic solution method in the upper right corner of the charts corresponding to the " $4 \mathrm{~h}<$ " mark of the vertical axis. We can conclude that the iterative solution method enables a significant reduction in computation times and allows stable timetable calculations of large mixed traffic networks in a few minutes, and stability optimization in a few hours.

Table 4
Stable and optimal timetable calculation times with the basic and the iterative method for different scenarios.

|  | Basic solve | Iterative solve |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Scenario | Optimal | Stable | Best | Iterations | $t / T(\%)$ |
| SAAL | $00: 00: 45$ | $00: 00: 00$ | $00: 01: 01^{\mathrm{a}}$ | 7 | 61.0 |
| AMS-R | $00: 02: 30$ | $00: 02: 02$ | $00: 02: 02^{\mathrm{a}}$ | 7 | 51.4 |
| UT-ASS-IC | $00: 22: 33$ | $00: 00: 06$ | $00: 05: 09^{\text {a }}$ | 8 | 40.0 |
| NL-IC | $00: 05: 12$ | $00: 00: 08$ | $00: 25: 34^{\mathrm{a}}$ | 10 | 40.0 |
| UT | $04: 00: 00<$ | $00: 00: 13$ | $03: 57: 30$ | 72 | $70.5^{\text {a }}$ |
| NL-IC+SAAL | $04: 00: 00<$ | $00: 00: 11$ | $01: 47: 39$ | 27 | $61.0^{\text {a }}$ |
| NVG | $04: 00: 00<$ | $00: 00: 02$ | $03: 35: 00$ | 42 | $68.1^{\text {a }}$ |

${ }^{\text {a }}$ In these cases the best obtained timetable is also proven to be optimal.


Fig. 14. Calculation time of a stable timetable as a function of the number of nodes and arcs in the event-activity network.


Fig. 15. Calculation time of an optimal timetable as a function of the number of nodes and arcs in the event-activity network (optimum not proven in the largest 3 cases).

## 7. Conclusions

We presented a periodic railway timetable optimization model that can handle flexible train orders, running and dwell times, and uses a measure of timetable stability as the objective function. We introduced several dimension reduction techniques, as well as an iterative optimization approach, to ensure that the model is applicable to large mixed traffic networks. Using available timetable planning data for the Dutch national railway network, we applied the optimization model to several networks of different sizes and train classes to illustrate the usefulness of the model.

The results show that our approach is able to calculate a stable timetable for a large mixed traffic network in just a few seconds, and optimize the timetable for stability in $2-3 \mathrm{~h}$ calculation time on a generic computer. This makes the model highly suitable both for quick comparison of many different timetable scenarios of different frequencies and line patterns, and for improving existing timetables to increase their stability by the appropriate reordering of trains and reallocation of buffer times according to the stability-oriented optimization.
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