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Summary

Coral reefs are degrading at an alarming rate, affecting not only the precarious coral ecosystem but also hu-
man habitat. The combination of coral degradation, sea level rise and its exacerbated effect in the tropics,
and the possible storm intensification increases the flood vulnerability of low-lying tropical islands. To pro-
tect reef fronted coasts against flooding, coral restoration is put forward as measure to increase coastal safety.
This study addresses the effects and efficiency of coral restoration in four steps. First, a simple reef hydro-
dynamic model is formulated to identify important drivers of runup at a reef fronted beach, to be used as a
quick scan tool before using more intensive process-based models. Next, 30.000 US reef profiles are classified
to gain insight into the prevalence of different reef shapes. Four dominant reef profiles are then used in the
subsequent modeling step, in which the hydrodynamics and flood vulnerability of different reef shapes are in-
vestigated using the XBeach process-based model. With the knowledge gained, the hydrodynamic effects and
runup reduction potential of different restoration configurations at various reef morphologies can be assessed.

The runup at a reef fronted coast is highly dependent on local reef morphological conditions and hydrody-
namic forcing, showing little correlation to existing formulations for runup at sandy coastlines (e.g. Stockdon
et al. [150] and Gomes da Silva et al. [55]). Therefore, a simple reef hydrodynamic model was set up to give a
first order indication of wave transformation and runup at reefs. In this model, the short wave transformation
and setup are solved by the Janssen and Battjes [73] model. As no simple formulations for the infragravity (IG)
wave height exist, the IG wave height at the reef crest is empirically derived based on numerical simulations
of a fringing reef. The IG wave height is shown to be highly dependent on the offshore short wave height, wave
steepness, water level and forereef slope. The subsequent shoaling and dissipation of the IG waves is mod-
eled according to van Dongeren et al. [159]. The beach toe wave heights and setup, solved by the model, are
input for the derived runup formulations. The short wave runup component is well described using beach
toe short wave heights, the water level and the beach slope, whereas the IG runup is highly dependent on
both the IG and short wave energy at the beach toe.

Cluster analysis of 30.000 US reef profiles with the k-means model shows the prevalence of 10 reef profile
shapes. Four of these profiles have a relatively high frequency of occurrence and distinct features: the typical
fringing reef profile, the convex profile (in which the transition between the forereef and reef flat is gradual),
the straight profile and the three-slope profile (a steep nearshore slope, followed by a shelf and an offshore
forereef slope). Together, these reefs represent approximately 70 % of all surveyed reefs.

Wave transformation and flooding of reef fronted coastlines is greatly affected by the reef profile shape and
profile dimensions. Short wave dissipation and setup over the four reef morphologies show clear patterns,
where a narrow surfzone (steep slope) leads to a large setup. The degree of wave breaking and frictional wave
dissipation (determined by the reef flat / shelf width and submergence) determines the beach toe short wave
heights and the resulting setup between the beach toe and the shore. The generation of IG and very low
frequency (VLF) waves is highly dependent on the forereef slope. The IG and VLF propagation is, however,
more complex, showing both progressive growing and progressive dissipative behaviour across the different
shapes. Of the four modeled shapes, the straight profile is most vulnerable to coastal flooding, as no reef flat
or shelf is present to damp part of the incoming short wave energy.

Mechanisms responsible for runup reduction by coral restoration are similar across the various reef mor-
phologies. At the steep interface of the restoration, waves are reflected, limiting the wave energy reaching the
coast. Across the restoration, short and IG waves are further dissipated. The reduction of short wave heights
decreases the setup near the shore due to the smaller radiation stress gradients. Moreover, the IG wave runup
decreases due to the IG wave height reduction and the diminished transfer of energy from short waves to the
infragravity waves.

Restoration potential is distinctly different among varying profile shapes. The typical fringing reef and the
convex reef feature a reef flat that acts as a natural wave attenuator, diminishing the flood risk reduction
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effect of the coral restoration. The straight and three-slope profile are relatively unprotected from wave ac-
tion, rendering them vulnerable to coastal flooding, but also responsive to restoration measures. Average
runup reductions of around 40 % are observed for the three-slope profile due to the effective reflection at
shelf restorations. For the straight profile, runup reductions of up to 20 % are accomplished, while runup
reduction across the typical fringing and convex reef are stalled at approximately 5 to 10 %. For the typical
fringing and convex profile, the restoration location also significantly affects the runup reduction potential,
as restorations near the baseline scenario breakpoint can strongly increase the setup across the reef flat, an
effect not observed in other profiles.

This research has focused on the efficient reduction of runup by coral restoration, giving insight into profile
shapes and restoration locations with runup reduction potential. It does not only provide valuable insight
into reef hydrodynamics, but also serves as a promising example of green infrastructure to enhance coastal
safety. By allocating ever limited funds to well-designed coral restorations, vulnerable coastal areas may re-
ceive the much needed support in combating the effects of climate change.
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1
Introduction

1.1. Context

Coral reefs provide a wealth of ecosystem services such as fisheries, opportunities for tourism and leisure,
and shoreline protection [48]. These services support millions of people with food and income, of which
the net value is estimated at US$30 billion each year [36]. Shoreline protection alone is estimated to bring
about a damage reduction of more than US$4 billion each year, damages that are projected to double with-
out reefs [19]. The effectiveness of the reef ecosystem as a nature-based coastal defense has been reviewed
in numerous studies (e.g. Narayan et al. [108], Beck and Lange [20], Storlazzi et al. [151] and [128]). Both
by wave breaking near the reef crest and frictional dissipation at the reef slope and reef flat, wave energy is
reduced [93]. Ferrario et al. [50] list wave reduction capacities of reef crests (on average 86 % of the incident
wave energy) and flats (65 % of the remaining energy). This generally leads to smaller impacts of waves at the
shoreline, although complex feedback mechanisms between incident wave conditions, water levels and reef
characteristics exist that make the prediction of the shoreline impact difficult [101].

The threat to the coastal protection service delivered by coral reefs is alarming. On smaller scales, anthro-
pogenic disturbances such as vessel grounding, freshwater discharges and nutrient loading are detrimental to
reef ecosystems [177], but of much larger impact are the long-term, large scale effects of climate change. The
main pressures of climate change on the ocean environment are ocean acidification due to the absorption of
CO2, an increase in ocean temperature, sea level rise (SLR) and possibly an increase in storm intensity [167].
Ocean acidification negatively impacts coral skeleton formation, which slows or even halts reef growth [169].
Moreover, as corals and especially the microalgae that supply energy to the corals are sensitive to thermal
conditions, rising ocean temperatures often lead to coral bleaching [48]. Another impact of climate change
is sea level rise and its exacerbated effect in the tropics, where an amplified SLR in combination with the low
elevation of coral islands can lead to frequent flooding and inundation [153]. This effect is aggravated by an
increase in storm intensity, which can also cause massive coral destruction. Under less stringent conditions,
coral reefs regenerate from these disturbances by natural recovery. However, rapid degradation and (partial)
destruction of the coral reef can irreversibly damage the ecosystem, a process that has already caused the
annual decline in coral cover of 1-2% over the last decades [29]. As a result the shoreline protection function
is threatened, which raises the demand for active intervention.

Coral restoration as an instrument for coastal hazard risk reduction is promising [135][134]. Both Narayan
et al. [108] and Ferrario et al. [50] stipulate the economic efficiency of coral reefs compared to engineered
defences based on a meta-analysis of the wave attenuation capacity of different (engineered and natural)
coastal habitats. Here, focus is on the effect of having a reef or not, instead of restoring an existing reef.
Knowledge on coral restoration techniques, upscaling of restoration works and reef management has also
expanded significantly over the last years [46][115][47]. Both literature reviews on coral restoration efforts [84]
and large scale experiments [102][145] have shown the effectiveness of restoration operations for ecological
purposes. Montoya-Maya et al. [102] successfully transplanted more than 24.000 coral plants in three years,
which aided the natural recovery of the reef. Moreover, coral reproduction techniques are advancing to a
point where climate resilient corals can be made using ’assisted evolution’ techniques [77]. But although the
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effects of coral restorations for coastal protection also seem promising, little research has been concerned
with the actual hydrodynamic effects of coral restorations. A quantified assessment of these effects is crucial
to invest in coral restoration as a green alternative for coastal hazard risk reduction.

1.2. Problem Statement

Around the world reefs are degrading at an alarming rate, which not only threatens the coral habitat and
its occupants but also coastal communities and economic assets. To regain and strengthen the reef’s vital
function of coastal protection, coral restoration works could prove valuable. The large spatial scales of reefs,
operational restraints of recovery actions and often limited funds ask for an efficient approach in restoring the
reefs. Information on hydrodynamic regimes and reef morphologies that are worth restoration efforts for haz-
ard risk reduction is however not readily available. Furthermore, it is unknown where along the cross-shore
profile reefs should be restored to give the largest reduction in runup, and which hydrodynamic processes
are modified as a result of the intervention. Insight into this could significantly increase the impact of coral
restoration efforts, assisting a range of stakeholders from governments, private institutes and engineering
companies to small entrepreneurs and individuals in their ambition of improving the functioning and health
of coral reefs and reducing the risk of coastal hazards, by allowing them to make efficient use of ever limited
resources.

1.3. Significance

Need of adaptation measures for future sea level rise
An increasing amount of scientific evidence demonstrates the threat of climate change to the environment
and society [168], whereby impacts are traced, measured and extrapolated to expose future scenarios. They
display a discomforting future. Hall et al. [61] project a sea level rise of 0.2 to 2 m by 2100. The threat of
climate change to our society is also stipulated in the many awareness programs, mitigating policies and
sustainability goals, drawn up at levels ranging from education institutes and private organizations to gov-
ernments and intergovernmental organizations. The urgency to decrease the atmospheric content of carbon
dioxide (CO2) is clear, however mitigation efforts are obstructed by both public actions and reluctant govern-
ments. Therefore, apart from mitigating measures, we must focus on climate adaptation measures to prepare
for the unknown future. We need to create a resilient, adaptive (coastal) infrastructure that is able to protect
our society against SLR and other impacts of climate change. Coral restoration could partly fulfill the need
for increased coastal protection, provided that the actual effects of different restoration configurations are
known.

Increasing attention to coral degradation and restoration
The relation between climate change and coral degradation is becoming increasingly evident. In 1983 the
first recording was made of widespread coral bleaching [38]. The extremely high mortality rates (up to 95 %)
in combination with persisting disturbances and declined coral growth were projected to delay the recovery
for decades [54]. A link between climate change and these bleaching events was however not yet noted, and
it took a decade more before ocean warming was linked to coral bleaching [69]. Moreover, it was only in 2017
that the UNESCO World Heritage Centre published the first global assessment about the impact of climate
change on coral reefs, after which it became clear that in the three years before, 72 % of the World Heritage
reefs had been damaged by coral bleaching [67]. The increasing public attention to causes and consequences
of coral degradation is evident from among others the number of studies, restoration projects, the declara-
tion of ’International Year of the Reef 2018’ [5], Netflix’ documentary ’Chasing Coral’ [131] and international
collaborations such as the Small Island Developing States (SIDS)[27]. Consequently, restoration as a solu-
tion for degradation and coastal hazard risk reduction is gaining ground. Although advertized as an effective
measure for coastal protection [62], the actual impact of restorations on the wave attenuation capacity is un-
known. Therefore, this research on coral restoration addresses the global demand by tackling one of the more
unresolved issues regarding restoration.
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Stakeholder’s interest
This research could be of relevance for different stakeholders, of which the important actors are elaborated
below.

1. Governments and regional authorities are responsible for the coastal infrastructure that protects coastal
communities. They approve and fund large scale restoration measures and are therefore an influential
actor in reef restoration activities for coastal hazard risk reduction. This research could substantiate
the allocation of funds to regions where restoration could efficiently reduce the runup and show if
restoration is efficient at all, to prevent unnecessary expenses on inutile recovery actions.

2. In a recent report the United Nations concluded that urgent action is required to combat ’rising sea
levels, extreme weather conditions and increasing concentrations of greenhouse gases’ [158], in line
with Sustainable Development Goal (SDG) 13: ’Take urgent action to combat climate change and its
impacts’ [109]. They praise the recent development of national adaptation plans, highlighting the im-
portance of mitigating actions and therewith confirming the relevance of this research. Furthermore,
as a result of restoration works for coastal protection, new habitat for marine species is created, thereby
addressing SDG 14: ’Conserve and sustainably use the oceans, seas and marine resources for sustain-
able development’ [109]. Next to the formulation of the SDG’s, the UN also identified 57 Small Island
Developing States (SIDS) that share similar vulnerabilities: ’small size, remoteness and insularity, disas-
ter proneness and environmental fragility’ [27], which impedes economic development. These islands
are eager for practical measures to improve coastal safety, to ensure the future habitability of the is-
lands. This research can be the link between the existing knowledge of reef hydrodynamic processes
and the practical implementation of restoration measures.

3. Coastal communities and volunteers are already much involved in coral restoration actions for conser-
vation of marine resources [6]. However, the flood risk reduction that recovered coral sections could
possibly provide is often not taken into account. Therefore, with an indication of efficient coral restora-
tion configurations, these recovery actions would not only benefit marine life but also act as measure
to increase coastal safety.





2
Literature review

2.1. The coral reef environment

2.1.1. Morphology
Coral reefs are complex ecosystems comprising of among others algae, coral polyps (the reef-building organ-
isms) and calcium carbonates. They can be found in shallow tropical and subtropical waters, where temper-
ature, light intensity and salinity levels are favourable for reef building corals and its inhabitants [8]. Three
main types of coral reefs can be distinguished based on their geomorphological characteristics; fringing reefs,
barrier reefs, and atolls [28] (see Figure 2.1).
Reefs are often formed in mid-ocean by volcanic activity, which creates oceanic islands around which corals
start to grow, the fringing reef. Fringing reefs are identified by their close proximity to the shore, often ac-
companied by a narrow, shallow lagoon. This renders the system vulnerable to increased water levels and
wave heights as no large buffer between the reef crest and land is present [28]. While the coral grows up-
wards, land subsidence, erosion by wind and wave action and sea level rise increase the space between the
reef and the island and a barrier reef is formed. Barrier reefs are located further offshore, often at the edge
of the continental shelf. The lagoon is both wide and deep and reef dimensions are large, with a length of
up to hundreds of kilometers and a width of several kilometers. Similar to the fringing reef, the barrier reef
runs (roughly) parallel to the shore. They either encircle an island or form complex chains of structures along
coastal stretches [8]. The last successive state of reef evolution is marked by inundation of the island’s cen-
ter, leaving only a coral rim, the atoll. The ringshaped coral reefs encircle a deep lagoon [171]. Due to the
small size of the coral rim, natural resources are sparse on atoll islands [49]. Furthermore, the low elevation
makes the islands susceptible to sea level rise and changes in hydrodynamic forcing [153], which aggravates
the pressure on resources.

Figure 2.1: Evolution of coral islands. Sources: [107], [9], [170], [3], [4]
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2.1.2. Structural zones
Different structural zones can be identified in coral ecosystems, each with specific effects on wave trans-
formation across the reef. Important zones are the forereef, the reef crest, the reef flat and the lagoon [79].
Furthermore, beach characteristics influence the maximum vertical elevation above mean water level that
waves reach, the runup. The different zones are indicated in Figure 2.2.

Figure 2.2: Structural zones coral reef

Forereef
The forereef is the slope at the seaward edge of the reef, extending from the low-tide mark into deep water
[112], where waves shoal, refract and possibly break. The habitat of the upper 20 m is often characterized by a
linear reef with spurs (shore-normal ridge) and grooves (shore-normal patch) [79]. This system of alternating
high and low reliefs drives Lagrangian circulation cells, where open ocean, low-sediment, highly nutritious
water is transported to the forereef and coral debris and sediment away from the forereef to deeper waters
[140]. The spur and groove system is most effective in circulating water and decreasing the bottom shear
stress when spurs are located orthogonal to the dominant wave direction and in areas where wave activity is
large [140].

Reef crest
The reef crest is the highest part of the reef which is exposed or nearly exposed during low tide. This segment
of up to 50 m wide is fully exposed to the incoming wave energy [141]. Habitats at the reef crest adapt to the
hydrodynamic conditions on site; in moderate wave action areas corals form a tight colony to withstand the
waves, and in severe climates only fast growing algae are present on the calcareous crest [112]. The reef crest
is not always present; if not, the forereef is connected to the reef flat.

Reef flat
The reef flat is the shallow zone between the reef crest and shore that is highly variable in character, with
widths ranging between 20 meters and a few kilometers, depths of centimeters up to meters and flat to mildly
sloping bottoms [112]. The flat is covered with a mixture of coral rock, rubble and sand and is home to many
benthic organisms and algae. The limited depth often leads to high temperatures and salinity, which reduces
the amount of living corals on the flat [24]. Reef flat characteristics such as the width and roughness highly
influence the level of wave dissipation.

Lagoon
Either encircled by atoll rims or barrier reef flats, lagoons are situated in areas well protected from the open
ocean environment. Their depths usually vary between 20 to 60 m, while widths range between 2500 m to 100
km [80]. Lagoon depths are usually maintained by a balance between sedimentation and bottom subsidence.
Temperatures in the lagoon are relatively high due to the reduced wave action and water flow. Typically, small
coral patches and sea grass cover the sandy lagoon beds [66].
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Beach
Reef fronted beaches are often characterized by a steep slope and wave exposure during high-tide only [146].
They consist of carbonate sediments that originate from shells and coral detritus [147]. Particularly the beach
slope is of importance for wave transformation at the reef fronted beach. Its effect is best investigated using
the surf similarity parameter ξ [15], which is a measure of the beach slope relative to the wave steepness:

ξ= t anαp
H/L0

(2.1)

where tan(α) is the beach slope and H (wave height) /L0 (offshore wave length) the wave steepness. In case of
reflection at the reef beach, the beach toe wave heights are used as input for Equation 2.1. The surf similarity
parameter influences among others the breaker type (surging, collapsing, plunging or spilling), the breaking
wave height relative to depth ratio (γb), the setup, the runup and wave reflection [15]. Typically the ξ-value
of the usually steep reef fronted beach is large, leading to plunging or surging waves which limit dissipation,
thereby enhancing the runup. Furthermore, steep beaches lead to large reflection of wave heights due to the
limited dissipation.

2.1.3. Ecology
A basic understanding of coral reef ecology, in particular factors related to coral recruitment, is required to as-
sess the feasibility and effectiveness of restoration operations. Recruitment refers to the settlement of newly
formed corals (by reproduction) in the reef community, a critical process for the survival of reef populations
[133]. Three phases of recruitment can be distinguished: larval availability, settlement ecology and post-
settlement ecology [136]. Although biotic factors greatly influence the recruitment rates of coral, we focus
on abiotic factors in this study; the hydrodynamic conditions that could possibly prevent growth, maturation
and survival of newly formed corals. Water motion has been shown to have great impact on the transport and
dispersal of larvae, as well as on whether larvae can successfully attach to the substratum [129].

Figure 2.3: Phases of coral recruitment

Larval availability
Larval availability encompasses the processes of fertilization and transport of larvae, see Figure 2.3. Repro-
duction by corals can be both sexual and asexual. Fragmentation, the physical splitting of coral fragments
due to breakage, during storms for instance, is the most important mode of asexual reproduction and vital
to the survival of certain coral species [68]. During sexual reproduction, fertilization can appear as brooding
(within the maternal polyp) or broadcast spawning (when the gametes are released into the water column)
[132]. The frequency and quantity of produced larvae depends on abiotic factors such as coral bleaching,
nutrient release and changes in salinity and sedimentation [136] and biotic factors such as the density of
spawning adults. After fertilization, larvae are transported away to settling areas on the reef by ocean cur-
rents, across both short distances (leading to self-seeding of the coral) and longer distances, connecting coral
reefs of adjacent islands. The reef interconnectivity is an important factor in the recolonization of disturbed
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coral systems, but also in the conveyance of both nutrients and contaminants [152]. Storlazzi et al. [152] note
that reefs with little self-seeding recover quickly from local disturbances as the larvae sources are healthy,
whereas high self-seeding reefs are susceptible to local stresses.

Settlement ecology
During settlement, larvae interrupt their transport to select an appropriate settling habitat where they transi-
tion from planktonic larvae to benthic juveniles. Two critical stages can be discerned; the transport of larvae
to the substratum and the establishment phase that entails both the attachment and metamorphosis of the
larvae [7]. In both phases, hydrodynamic forces play an active role.
Transport or delivery to the substratum is mainly accomplished by active downward swimming of the larvae,
turbulent transport and gravitational deposition [7]. The relative importance of these transport modes de-
pends on the turbulence intensity; the energy present in the turbulent fluctuations as function of the mean
flow. Recent research (Hata et al. [64]) has shown the effectiveness of turbulence and eddying structures in
navigating larvae to the settlement site, in comparison with the weak swimming force. Hata et al. [64] urge
that complex micro-structures are required for the generation of sufficient turbulence. This positive feedback
between structural complexity and settlement of coral species has been documented widely [121][128][58].
During the first encounter with a substratum, larvae examine the adequacy of the location, which is mainly
defined by the type, chemistry, surface conditions and flow characteristics [7], before possibly attaching to
the substrate’s surface. The settling position and success of the attachment depends on the larval adhesive
strength and speed. The strength of the attachment acts as a resistive force against the hydrodynamic forces;
drag, lift and the acceleration reaction force that is present in accelerating or decelerating flows. The adhesion
speed is also of importance; quickly sticking larvae can attach in high velocity regions, whereas larvae with
slowly developing adhesive strength have to find sheltered areas where shear forces are low [81].
When corals have successfully attached, the characteristic morphological and biochemical changes of the
metamorphosis take place, during which the coral transforms from a larva to a benthic juvenile [133]. The
settlement site will be the base from which new coral colonies form during the post-settlement ecology phase.
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2.2. Reef hydrodynamics

Hydrodynamic processes on reefs cover a range of spatial and temporal scales, from in-canopy fluid motion
forced by oscillatory flow [88] to wave, tide or buoyancy driven currents [101]. To analyze the potential of
different coral reef restoration configurations as a nature based defense, larger scale hydrodynamic processes
that control wave attenuation and runup on coral reef fronted coasts are studied (Section 2.2.1), as well as
wave driven flows through the canopy (Section 2.2.2).

2.2.1. Wave transformation at the reef scale

In this section, the wave transformation processes at the reef scale are explored, with special focus on pro-
cesses that influence runup at the coast. First, general principles of wave generation (Section 2.2.1.1) and
wave propagation and dissipation of sea, swell and infragravity waves at coral reefs (Section 2.2.1.2) are out-
lined to obtain a broad overview of wave transformation processes at reefs. Subsequently, the influence of
water level variations (tide, sea level rise, storm surge), incident wave heights and the coral reef morphology
(reef slope, reef flat width and elevation) on the different runup components is studied in detail in Section
2.2.1.3.

2.2.1.1 Wave generation

Sea and swell
Waves are generated by the disturbance of the sea surface under sustained winds. Due to the variation in wind
force a random wave field (the so-called wind sea) is created that is mathematically described as the super-
position of sinusoidal waves with differing amplitudes, frequencies, phases and direction [105]. As dictated
by the dispersion relation, waves with larger wavelengths travel faster (frequency dispersion). Furthermore,
as the random wave field disintegrates while propagating through the ocean, the directional spreading de-
creases (directional dispersion) [35]. Therefore, at great distance from the generation area, waves are regular
and long-crested, they travel in similar direction and have similar frequencies (swell).

Bound infragravity waves
The phase-coupling (grouping) of two swell waves that have slightly differing frequencies leads to the gener-
ation of a third wave, the bound long wave or infragravity wave [120]. Considering a simplified bichromatic
wave field, the superposition of two swell waves gives a resonance pattern where amplitudes are locally am-
plified or damped [21]. A slow and a fast modulation can be observed; a fast modulation on the time scale of
the short waves and a slow modulation, the wave group envelope. At the wave group scale, the higher am-
plitude waves transport more momentum and thus induce a larger water level depression compared to the
smaller amplitude waves. This results in varying water level depressions at the time scale of the wave enve-
lope; the bound long wave [21]. On horizontal beds, it travels 180 degrees out of phase with the wave group
envelope [95]. This simplification of wave groups consisting of two waves by Longuet-Higgins and Stewart
[85] can be extended to the full short wave field that is visible in nature [21].

Free infragravity waves
The sea state at the outer edge of the reef is a mixture of high-frequency sea and swell (SS) and bound infra-
gravity (IG) waves. At the reef, IG waves are released as a result of two distinct processes: (1) due to shoaling
and breaking of short period waves and (2) by a moving breakpoint. At the forereef the depth sharply de-
creases. The equilibrium response of IG waves to the short-wave envelope derived by Longuet-Higgins and
Stewart [85] does not hold at this sloping bottom. While moving shoreward on the forereef the phase-lag
between the IG waves and the short-wave envelope increases. In the process, energy is transferred from the
high-frequency waves to the bound long wave [72]. Ultimately bound long waves are released and propagate
across the reef as free long waves, a process that is enhanced by depth-limited short period wave breaking at
the forereef and reef crest [18].
Additionally, free IG waves can be generated by the oscillation of the short wave breakpoint [12]. The variation
in wave height of incoming short wave groups creates a pattern where higher waves break further offshore in
accordance with the depth-limitation set by the breaking criterion. The temporal variation of the breakpoint
induces time-varying radiation stress gradients and thus time-varying setups [21]: the "breakpoint generated
waves" [12].



12 2. Literature review

2.2.1.2 Wave propagation and transformation at reefs

As waves propagate across the reef they shoal, dissipate energy and transfer energy in between frequencies
by non-linear interactions [122].

At the forereef, waves start to interact with the bottom, lose energy due to frictional wave dissipation and shoal
until they reach the wave height limit and break. Several empirical and semi-empirical formulations exist to
estimate this breaking wave height [74], of which several are elaborated in Section A.1 of Appendix A. The
breaking wave height and the location of breaking depends among others on the water level elevation and
wave field characteristics [74]. In his laboratory experiments of breaking waves at steep slopes, Jensen [74]
concluded that γ (the maximum wave height to depth ratio) is generally between 0.4 and 0.6. As the reef crest
is generally the point of maximum bed elevation and thus minimum water depth, the reef crest submergence
determines the maximum wave height of waves propagating onto the reef flat. It forms a wave height filter;
only waves with a lower wave height than the critical breaking limit propagate onto the reef flat [88]. Overall
much dissipation can be attributed to short wave breaking and frictional wave dissipation at the forereef and
reef crest [93]. According to Ferrario et al. [50], the average amount of transmitted short wave energy past
the reef crest is around 2 %. The resulting abrupt decrease in radiation stress during the localized short wave
breaking at the forereef leads to a water level setup shoreward of the breakpoint [166]. This setup allows the
propagation of larger waves onto the reef flat [74]. The temporal variation in setup causes the generation of
the free IG waves. Gourlay [57] note a minimal influence of reflection at the steep forereef on both the trans-
mittance of wave energy and the setup; their measurements have shown reflection coefficients of around 0.1
(fraction of the incoming wave height), which would result in a setup reduction of only 1 % [57].

On the reef flat, short wave dissipation by bottom friction is substantial and can even be the dominant dis-
sipation mechanism as water depths are usually small and friction coefficients of coral reefs typically large
[88]. Whereas offshore most energy is contained in the high frequency band, at the shoreward end of the
reef flat a high peak is evident around the lower frequencies [74]. This is a result of wave breaking and fric-
tional dissipation of the short waves and a transfer of energy to the IG motions combined with the limited IG
frictional wave dissipation [37]. What is more, the breakpoint-generated free long waves often appear to be
the dominant source of IG wave energy across the reef, which leads to a gradual increase of IG wave energy
shoreward of the breakpoint and a decrease in short wave energy [122][120][37]. The frictional wave damp-
ing of short waves across the reef flat is among others dependent on the reef flat width and canopy roughness.

Waves with a significantly reduced wave height arrive at the toe of the beach, where wave breaking dissipation
will further reduce the wave energy of both short and IG waves. Frictional wave dissipation is limited due
to the marginal roughness of coral sediments. However, wave energy is also converted into potential energy,
the runup [150]. Runup is defined as "the height above the stillwater elevation (tide and surge) reached by
the swash" [75]. A slowly varying and a fast oscillatory signal can be discerned in the swash motion: the
quasi-steady water level elevation by wave setup and the time-varying motions by short and IG wave action.
Various formulations exist to predict the runup. Here we outline the theory by Stockdon et al. [150], as she
conveniently made a distinction in the runup contributions of setup, IG wave energy and incident wave en-
ergy. From statistical analysis of 10 experiments with highly differing conditions, Stockdon et al. [150] derived
the following formulation for the elevation of extreme runup, that is defined as the 2 % exceedance value:

R2% = 1.1
[
〈η〉+ S

2

]
, where (2.2)

S =
√

(Si nc )2 + (S IG )2 (2.3)

Si nc = 0.75∗β∗ (H0L0)1/2 (2.4)

S IG = 0.06∗ (H0L0)1/2 (2.5)

〈η〉 = 0.35∗β f or eshor e ∗ (H0L0)1/2 (2.6)
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where R2% is the 2 % exceedance value of the runup, Si nc the incident swash height, S IG the infragravity swash
height, η the maximum setup at the shoreline, H0 the offshore significant wave height, L0 the offshore wave
length and β the beach slope [150].

2.2.1.3 Hydrodynamic and morphological factors influencing runup

As mentioned in the paragraph above, extreme water levels at the shoreline are caused by a combination of
setup, short wave energy and IG wave energy. Generally the relative contribution of the setup, the short wave
energy and the IG wave energy at reef fronted coasts is controlled by the water level, the incident wave condi-
tions and the reef morphology [113]. The main morphological elements are the slope of the forereef, the reef
flat width and the roughness [124][57][37]. In this section, for each runup component relevant physics are ex-
plained first, after which all hydrodynamic processes and reef morphological characteristics influencing the
contribution to the runup of each component are further elaborated. An overview of all factors influencing
the setup, IG wave energy and short wave energy is displayed in Figure 2.4 on page 17.

Short wave energy
To investigate processes affecting the short wave energy component of swash at the shoreline, the transfor-
mation of sea and swell (SS) across the reef is studied. For straight, parallel contours and normally incident
waves, the steady-state wave energy conservation equation that describes the change in energy flux is given
by [16][118]:

∂ECg x

∂x
= 〈εb〉+〈ε f 〉(+〈N〉) (2.7)

Here E is the wave energy which can be approximated using linear wave theory (see Equation 2.13). The
same holds for Cg , the group velocity. εb is the time-averaged dissipation rate due to wave breaking and
ε f the dissipation rate due to friction. The term N describes the nonlinear interactions that transfer energy
from the short wave frequency band to the IG frequency band, a phenomenon first described by Hasselmann
[63]. These non-linear transfers appear to be the dominant term in the short wave energy balance during
small wave conditions [118]. For hazard risk reduction, these conditions are not normative and therefore
the assumption of limited non-linear interactions can often be adopted (N=0) [88]. Several (semi-)empirical
formulations exist for the dissipation due to breaking and friction. For the prediction of energy loss due to
wave breaking, Battjes and Janssen [16] established the periodic bore model for random breaking waves at a
beach. Key elements of this model are the calculation of the fraction of breaking waves as a function of Hr ms

and Hb (maximum wave height determined by the breaking criterion), and the subsequent estimation of the
dissipation rate per breaking wave by assuming the formation of a bore [16]. Here we outline the slightly
adapted version of this model by Baldock et al. [13] who improved the existing model for breaking waves at
steep slopes. He derived the following time-averaged energy dissipation rate by wave breaking:

〈εb〉 =
1

4
ρg fp BQ(H 2

b +H 2
r ms ) (2.8)

where B is a constant of the order one and Q the fraction of breaking waves:

Qb = exp

[
−

(
Hb

Hr ms

)2]
(2.9)

The breaking wave height Hb can be approximated with any common expression [13]. Next to wave breaking
dissipation, frictional wave dissipation has a significant effect on the wave transformation process, especially
at reefs where roughness is large. An often used formulation for the average frictional dissipation per unit
area is given by Thornton and Guza [157]:

〈ε f 〉 = ρC f
1

16
p
π

(
2π f̄ Hr ms

si nh(kh)

)3

(2.10)

From Equation 2.10 it can be deduced that friction is mainly dependent on the wave height, the water depth,
the wave length and the bottom roughness. Where for most coastal environments, both sandy and reef lined,
wave breaking is the main dissipation mechanism, Lowe et al. [88] have also observed wave conditions where
frictional wave damping was dominant. The important factors influencing this energy decay of short waves
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as a result of wave breaking and friction are described below.

Factors influencing the short wave height

1. The maximum short wave height is highly controlled by the water level, regardless of whether this wa-
ter level is a result of tide, sea level rise, surge or wave setup [118]. Higher water levels allow passage
of higher short waves onto the reef flat [88]. For very high water levels, short wave energy can even be
dominant over IG wave action at the coast [78]. For incident wave heights larger than the wave height
dictated by the breaking criterion the surfzone is said to be energy saturated [156]. For saturated surf-
zones the short wave height at the reef flat is independent of the incident wave conditions and foremost
determined by the water level [118]. However, as water levels increase, the maximum allowable wave
height exceeds the incident wave conditions, in which case the wave height at the reef is also a function
of the incident wave conditions. What is more, the incident wave conditions indirectly do influence the
short wave height at the reef, as larger incident wave conditions lead to a larger setup and thus higher
water level.

2. Across the reef flat, the decay of short wave energy by friction is foremost regulated by the wave height,
the water level, the roughness and the reef flat width [118], as can be deduced from Equation 2.10.
The frictional dissipation is a function of the near-bottom wave orbital velocity and thus reef flat wave
height [88], although this wave height is again controlled by the water level as explained above. Fric-
tional dissipation increases for shallower water depths, larger widths and increased roughness [125],
although there is a limit to which reef flat width extension is effective; at some point all short wave
energy is dissipated.

3. At sloping reef flats wave breaking continues, although more gradual than at the steep interface of the
forereef. This gradual reduction in wave energy and thus small radiation stress gradients lead to a much
smaller setup than the setup at the forereef.

Wave setup
Wave setup is the increase in water level elevation (the pressure gradient) that balances the gradient in radia-
tion stress caused by breaking waves, as described by the cross-shore momentum equation. The steady state,
depth-integrated, wave-averaged momentum equation reduces to a balance between the radiation stress
gradient and the pressure gradient under the assumption of zero time-averaged mass flux and a zero bottom
stress [86][32]:

∂Sxx

∂x︸ ︷︷ ︸
radiation stress gradient

+ρg (h0 + η̄)
∂η̄

∂x︸ ︷︷ ︸
pressure gradient

= 0 (2.11)

where Sxx is the cross-shore component of the radiation stress, h0 the still water depth and η̄ the time aver-
aged deviation around h0, the setup (or setdown) [32]. Under the assumption of zero wave orbital motion
below η̄ and expressions for wave orbital velocities derived from linear wave theory (assumptions required to
solve Equation 2.11 analytically) Sxx can be formulated as:

Sxx = E

(
2

cg

c
− 1

2

)
, where (2.12)

E = 1

8
ρg H 2 (2.13)

These formulations are used to analyze the setup at a reef, where two distinct setup zones are visible; at the
shoreward end of the forereef (near the reef crest) and at the beach. The rapid reduction in water depth at
the forereef causes a strong decay in wave energy due to localized wave breaking, resulting in large radia-
tion stress gradients and thus setup [30]. This setup remains relatively constant throughout the reef flat due
to the limited wave breaking at the flat and only gradual wave height reduction by frictional wave dissipa-
tion, which leads to marginal radiation stress gradients. An additional water level elevation is apparent at the
beach, where waves that arrive at the toe cause a setup against the shore. This setup is easier to approximate
as much research has been invested in setup at sandy beaches. As such, the setup at the beach is relatively
easy to predict once the wave transformation processes at the reef are established. Therefore below all factors
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influencing the setup at the forereef are elaborated.

Factors influencing setup

1. The forereef slope has a strong control on wave dissipation by breaking and friction and therefore setup
[57]. At steeper forereef slopes, depth-limited wave breaking is confined to a smaller surfzone width (∂x
in Equation 2.11), which leads to large radiation stress gradients and hence setup [32]. Furthermore,
on steeper slopes, reduced frictional wave dissipation prior to wave breaking results in larger radiation
stress gradients [30]. However, Quataert et al. [125] observe a limit to the increase in setup due to
increasing slopes. At very steep slopes (steeper than 1:3), the magnitude of the bed stress decreases
significantly as the bed stress is a function of the near-bed velocity in cross-shore direction, which is
small in the large water depths of the steep slopes. This reduction in bed stress leads to a reduction in
setup [125] [32].

2. The forereef roughness determines both the amount of frictional wave dissipation and the bed stress.
As the forereef roughness increases, frictional dissipation prior to wave breaking increases, decreas-
ing the setup [33]. However, enhanced roughness is also predicted to increase bed stresses due to the
increased interaction of currents with the rough bottom profile, which enhances the setup [125][33].
Numerical simulations show the increase in bed stress counteracts the diminishing effect of increased
frictional wave dissipation on the wave setup, causing Buckley et al. [33] to conclude that increasing
the roughness at the forereef has no large net effect on wave setup reduction.

3. Higher water levels increase the maximum wave height of waves passing onto the reef, in accordance
with the breaking criterion. This leads to a reduction in radiation stress gradients due to reduced depth-
induced wave breaking, which, as dictated by the momentum balance described in Equation 2.11, re-
sults in a decrease in setup for larger water depths [125].

4. The setup increases nearly linearly with the incident short wave height due to the increased incoming
wave energy. IG wave energy has little effect on the setup as bound long wave energy offshore of the
breakpoint contributes only marginally to the wave energy budget [33].

5. Péquignet et al. [118] showed that the setup is not significantly influenced by reef flat width.

IG wave energy
IG wave generation, shoaling, frictional wave dissipation and dissipation by wave breaking are studied to
assess the IG wave energy contribution to the runup. As summarized briefly in Section 2.2.1.1 and Section
2.2.1.2, two types of generation mechanisms for IG waves exist, the breakpoint mechanism and the release
of shoaling bound long waves. Across reefs infragravity waves are primarily generated by the time-varying
breakpoint [160]. They cause an increase in IG wave energy behind the breakpoint (often near the reef crest)
and become increasingly dominant across the flat [160].
IG waves lose energy due to frictional dissipation and wave breaking. Where friction is generally negligible
on sandy beaches, it is an important, currently assumed to be dominant dissipation mechanism of IG wave
energy on coral reefs [122]. van Dongeren et al. [159] describe the bottom friction dissipation rate of the IG
waves according to the formulation of Henderson [65]:

Dbot = fcwρ
( g

h

)3/2 Hr msp
8

H 2
r ms,IG

8
(2.14)

Near the shoreline IG wave energy decreases extensively due to wave breaking dissipation [21]. Here IG waves
steepen to form a bore and then break [159], or are reflected at the shoreline. Short waves behind the crest of
the steepened IG waves travel faster than the ones in the water level depression in front of the IG wave crest,
in accordance with the shallow water wave speed of the linear wave theory, resulting in a bore-bore capture
of short waves and hence a reduction of the number of short waves [159]. A possible formulation for the wave
breaking dissipation rate is given by van Dongeren et al. [159]:

Dbr =α fl owρg
H 2

r ms,IG

4
(2.15)

The important factors affecting the phenomena of IG wave generation and dissipation are described below.
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1. The relative contribution of the breakpoint generated waves and the released IG waves to the wave en-
ergy budget is foremost dependent on the forereef slope. Battjes et al. [18] distinguished two regimes,
the mild-slope regime where shoaling waves are dominant and the steep-slope regime where break-
point generated waves contribute most to the infragravity wave energy at the reef. This is confirmed
by results of van Dongeren et al. [159], where the normalized bed slope parameter is found to be an
indicator of the generation mechanism:

βb = hx

ω

√
g

hb
(2.16)

where hx is the bed slope and hb the breaking depth. The dominance of breakpoint generated waves on
steep slopes can be attributed to the fact that short waves on steep slopes have limited adaptation time
to transfer energy to the long wave before they break [161]. The effect and dominance of breakpoint
oscillations is further enhanced for steep short waves typical for storm conditions [11]. Observations of
IG wave energy at reefs by Pomeroy et al. [122], Buckley et al. [32] and Baldock [10] confirm the preva-
lence of the breakpoint mechanism and thus the radiation stress forcing. As a consequence, factors that
influence the setup also affect the amount of IG wave energy: the water level, forereef slope, forereef
roughness and incident wave conditions.

2. Wave reflection of IG waves at the beach is an important source of IG wave energy. van Dongeren et al.
[159] describe the reflection R as a function of the beach slope hx and height of the incoming long wave
HIG :

R = 0.2πβ2
HIG

, where (2.17)

βHIG = hx

ω

√
g

HIG
(2.18)

Therefore, a larger beach slope leads to a larger reflection at the coast.

3. As can be deduced from Equation 2.14, the frictional wave dissipation of IG waves depends foremost
on the wave height, the reef flat roughness, the water depth and the reef flat width. IG wave breaking
increases with increasing IG wave height and frequency.

Seiching
Amplification of the wave height by resonance at the reef flat is an additional source of energy. Waves can
excessively impact the runup under certain conditions that trigger the excitation of resonant modes [37]. The
open basin estimate gives an indication of the resonance period at a reef [113]:

Tn = 4L

(2n +1)
√

g h
(2.19)

where L is the reef flat width, n the resonant mode (0,1,2, ..) and h the water depth above the reef flat. The
resonance period shows a fluctuation in time due to changing hydrodynamic conditions (water level above
the reef). If the incoming wave period matches the natural resonant period a resonance pattern appears with
a fixed node at the reef crest and an antinode at the shoreline [116]. However, this pattern only develops
when a second condition is met; the forcing frequency must exceed a certain threshold of frictional dissipa-
tion characteristics of the reef [123].

The effect of resonance is controlled by the reef’s morphological characteristics and hydrodynamic forcing
conditions. As short waves experience more frictional wave dissipation, amplification of energetic IG and
VLF wave motions is most destructive for reef fronted coastal environments. The resonance period is mainly
dictated by the reef flat width; wide reefs with a horizontal bottom promote the excitation of long wave res-
onance motions. Larger water depths lead to an increase of the natural frequency, but more importantly,
a reduction in frictional dissipation which is especially important on wider reefs. Frictional dissipation is
increased for a larger reef flat roughness.
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Figure 2.4: Summary of factors influencing the runup that have been described in Section 2.2.1.3, showing all hydrodynamic variables
and reef morphological parameters that affect the setup, short wave and long wave component of the runup. Green arrows indicate a
positive correlation: an increase in first factor leads to an increase of the next factor. Red arrows indicate a negative correlation.
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2.2.2. In-canopy flow
In this section flow through the canopy is explored, as flow structures inside the reef have a significant ef-
fect on the survival and growth of benthic organisms, while canopy characteristics in turn have an effect on
larger scale hydrodynamics by influencing the resistance encountered by the overlying flow [90][87]. Hy-
drodynamics at the scale of reef colonies have been described both qualitatively [101][87] and quantitatively
[89][129]. A quantitative understanding of canopy flows remains challenging due to among others the limited
optical and acoustic access to the interior of the reef [101], the computational effort required to resolve the
turbulent flows and the large spatial variation in reef geometries and organisms [87]. To study the hydrody-
namics within the reef, we start with a schematization of the canopy. Typically, the reef is depicted as multiple
coral branches, where flow through either real coral structures [129] or idealized geometries (arrays of vertical
cylinders) [89] is investigated. The flow in and above the canopy can be described by the spatially averaged,
Reynolds-averaged Navier-Stokes equations on a horizontal plane [87]:

D〈u〉
Dt

= − 1

ρ

∂〈P〉
∂x︸ ︷︷ ︸

pressure gradient

+ 1

ρ

∂τx y

∂z︸ ︷︷ ︸
shear stress

− fx︸︷︷︸
canopy resistance

(2.20)

Equation 2.20 shows that the acceleration of the canopy flow is driven by the pressure gradient and shear
stress and counteracted by the canopy resistance. Below the relative dominance of these terms for different
flow regimes is investigated, whereby a distinction between unidirectional and wave-driven flows is made.

2.2.2.1 Unidirectional flow over canopy

When a unidirectional current meets a submerged reef, a boundary layer develops due to the large velocity
gradient perpendicular to the canopy as a result of the discontinuity in form drag [87], see Figure 2.5a. This
leads to a vertical transfer of momentum and energy from the mean motion to the canopy flow. Momentum
can also be horizontally transferred from the mean motion to the turbulent fluctuations around the coral
stems, the wake turbulence (see Figure 2.5b).

(a) Boundary layer turbulence at a reef (b) Wake turbulence. Source: McClean and Sumner [97]

The exact in-situ flow structure of a unidirectional current over a canopy mainly depends on the ratio be-
tween the water depth (h) and the canopy height (hc ). This ratio controls the driving force of momentum
transfer to the canopy [90]. Nepf and Vivoni [111] identify two zones inside the canopy, the upper ’vertical
exchange zone’ where shear-driven momentum transfer is important, and the lower ’longitudinal exchange
zone’ where drag by vegetation and the pressure gradient control the momentum transfer. The extend of
these zones depends on the ratio h/hc . In general, three canopy flow regimes with different h/hc ratios can
be discerned; the unconfined flow (water depth much larger than the canopy height), the depth limited flow
(water depth above the canopy similar to the canopy height) and the emergent flow (canopy height (almost)
reaches water surface) [87].
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(a) Unconfined flow, h/hc »1 (b) Depth-limited flow, h ≈ hc

(c) Emergent flow, h/hc «1

Figure 2.6: Velocity profiles for different ratios of the water depth over the canopy height for unidirectional currents

In unconfined flows, a boundary layer develops as depicted in Figure 2.5a [87]. The shear layer at the top of
the reef dominates the turbulent transport [111]. At the reef top velocity gradients are largest, leading to large
associated shear stresses at this location. Wake turbulence of individual coral branches is of minor influence
on the turbulence budget in unconfined flows [127]. Hence, for unconfined flows the in-canopy flow is driven
by a balance between the form drag and shear stress. The ’vertical exchange zone’ of the canopy extends
throughout its entire height, see Figure 2.6a.
When we decrease the ratio h/hc , the flow becomes depth limited. In this intermediate flow regime two
distinct zones are visible (see Figure 2.6b). In the upper layer of the canopy, flow is dominated by vertical
exchange as a result of mixing layer (shear) turbulence. Flow in the lower layers is controlled by longitudinal
exchange through advection, where turbulence is produced by wakes around the stems [111]. Lastly, for very
small ratios of h/hc , the reef becomes emergent. Here only a ’longitudinal exchange zone’ is visible. The flow
is completely driven by the pressure gradient and all turbulence is generated by wake turbulence [111]. This
situation is depicted in Figure 2.6c.

2.2.2.2 Wave-driven flow over canopy

Lowe and Falter [87] list two fundamental differences between unidirectional and wave-driven flows: (1) the
latter induces large oscillatory pressure gradients and (2) the flow resistance is larger for wave-driven flows
due to the accelerations inside the canopy that add an inertial force. Recent studies have shown the flow
enhancement inside the canopy by oscillating (wave-driven) flows in comparison with unidirectional flows.
Reidenbach et al. [129] measured an increase of factor 10 to 15 in hydrodynamic forces and peak shear stresses
on top of the reef when accounting for wave motions. More generally, Lowe et al. [89] show the dependence
of flow enhancement on the wave kinematics and the geometry of the canopy. They derived the following
equation that governs the oscillatory canopy flow:

∂(Ûw −U∞,w )

∂t
=

(
Ar ms∞

Ls

)
|U∞,w |U∞,w︸ ︷︷ ︸
shear

−
(

Ar ms∞
Ld

)
|Ûw |Ûw︸ ︷︷ ︸

drag

− CMλp

1−λp

∂Ûw

∂t︸ ︷︷ ︸
inertial force

(2.21)

where:

• U∞,w = the canopy independent velocity



20 2. Literature review

• Ûw = the canopy vertically averaged, unsteady velocity component of the oscillatory flow

• CM = empirical inertia coefficient

• λp = Ap /AT where Ap is the plan area of the canopy element and AT the total canopy area divided by
the number of elements [89]

• Ar ms∞ = U r ms∞ /ω is "the rms wave orbital excursion length of the free-stream potential flow" [89]

• Ls is the canopy shear length scale and Ld is a canopy drag length scale (see Lowe et al. [89])

The dimensionless parameters Ar ms∞ /Ls , Ar ms∞ /Ld and CMλp /(1−λp ) define the relative importance of re-
spectively the shear, the drag and the inertial force. Based on these three parameters, three regimes can be
distinguished: the canopy independent flow, the inertia force dominated flow and the unidirectional limit.
For low density canopies with small orbital excursion lengths relative to the canopy drag and shear length
scales, the flow is canopy independent. Due to the small value of λp (canopy density) the inertia is negligible,
which can be deduced from Equation 2.21. The shear and drag are small due to the small values of Ar ms∞ / Ld

and Ar ms∞ / Ls . The in-canopy flow is therefore hardly reduced compared to the flow above the canopy and is
driven by the oscillatory pressure gradient [89]. When Ar ms∞ / Ld and Ar ms∞ / Ls are still small but the canopy
density high, the canopy elements interact with the flow and attenuate the canopy flow. The flow is inertia
force dominated. With increasing Ar ms∞ the canopy flow decreases due to the increased shear and drag. For
very high values of Ar ms∞ / Ld and Ar ms∞ / Ls the flow approaches the unidirectional limit. A balance exists
again between the shear stress and canopy drag [89].

2.2.2.3 Modeling the effect of in-canopy flow characteristics

The in-canopy hydrodynamics have a significant effect on larger scale flow and wave characteristics. In this
research, main focus is on the accurate modeling of wave dissipation processes as function of the reef fea-
tures. Two approaches exist to model the effect of in-canopy hydrodynamics on wave energy dissipation,
the bottom friction approach and the cylinder approach [155]. In the bottom friction approach, vegetation is
accounted for in a bottom friction parameter that increases for increasing roughness and structural complex-
ity of the canopy. In this approach, a boundary layer flow as depicted in Figure 2.5a is assumed for all flow
regimes and canopy characteristics. In the cylinder approach, the canopy is modeled as a structural element
where dissipation is estimated by the actual vegetation induced forces [155], a method first suggested by Dal-
rymple et al. [41]. This method offers a more physics-based approach to vegetation modeling compared to
the bottom friction approach, although the latter is still implemented widely in studies on reef hydrodynam-
ics.

The theory on in-canopy flows is an important factor in the determination of the model with which to rep-
resent the wave transformation at the reef scale. If, for instance, the flow is depth limited or emergent, one
should wonder whether the physics of a system are accurately captured by a single bottom friction param-
eter, as complex turbulent structures across the vegetation field are often observed that are generally better
captured by the cylinder approach [155]. Hence, the theory on in-canopy flows not only gives insight into the
physical processes that induce wave dissipation by the coral canopy, but also gives the theoretical background
to the limitations of the bottom friction and canopy model approach.
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2.3. Coral restoration techniques

Knowledge of and experience with coral reef restoration is developing fast, mainly due to widespread coral
degradation that asks for active intervention. A comprehensive overview of restoration approaches is given
by Zimmer [177], where a distinction is made between Indirect action (Reef protection), Reef repair, Coral
transplantation and Artificial reefs. Below the first two techniques are briefly described, after which a more
comprehensive elaboration of the latter two techniques, both coral construction methods, follows. Reason
for this is the large scale applicability of coral transplantation and artificial structures which makes them
suitable for our research purpose. Important to note is the assumption that by restoring corals we can restore
the entire reef ecosystem by assisting natural recovery processes [46]. This assumption is substantiated by the
fact that corals are the keystone species in the reef ecosystem as they provide habitat, shelter and accreting
elements for the ecosystem [46]. Opel et al. [115] support this notion by confirming the link between the
biodiversity and abundance of biotic communities and the coral cover.

2.3.1. Reef protection

Reef protection comprehends the elimination and prevention of anthropogenic disturbances. Possible sources
of reef stress due to human activities are among others fresh-water runoff, nutrient loading, vessel grounding
and sedimentation [177]. For resilient reefs with manageable damage, elimination of stress factors is suffi-
cient for the reef to grow back to its full potential [48]. However, severe damage requires active intervention in
the system, in which case reef protection is supplemented by active restoration techniques. It should be em-
phasized that before actively intervening in the coral ecosystem, chronic disturbances should be eradicated
for a measure to be effective on the long term [135].

2.3.2. Reef repair

Reef repair techniques involve emergency triage, the restoration of structural integrity and restoration of topo-
graphic complexity [177]. Storms and other environmental hazards such as vessel grounding, blast fishing and
coral mining dislodge and destabilize coral [20], creating a bed of coral rubble and other debris. Edwards et al.
[47] call these beds ’killing fields for young coral’, as rubble smothers the coral larvae. In sheltered conditions
the disturbance of coral rubble is negligible, but under regular wave forcing the rubble beds can have an ex-
tensive impact on the health of the ecosystem. Therefore, (emergency) triage is often executed whereby loose
beds are either removed or stabilized. Stabilization methods range from the placement of plastic mashes to
the deployment of limestone boulders [47]. Triage also involves the reattachment of recovered coral heads
onto the reef using materials such as epoxy, nails, rod and wire and cement [177].
Irregularities in the reef structure such as fractures and craters, often the result of single-event disturbances
such as storms and vessel groundings, should be repaired as the structural integrity is important for the reef’s
coastal protection function [20]. Projects to improve the structural integrity include the filling of craters with
gravel, rock, rubble or armouring units and stabilization of cracks by concrete and steel bars [177].
Next to the structural complexity, topographic complexity is an important characteristic of a healthy reef as
it influences coral recruitment and biodiversity [177]. Topographic restoration is mainly aimed at improving
the substrate for coral recruitment by creating relief, often using concrete or limestone. The surface of the
concrete or limestone is shaped by adding small rocks/coarse sediment, drilling holes or by attaching pro-
truding elements, in order to achieve a fitting surface rugosity [177].
All aforementioned physical reef repair techniques have proved valuable but are often inefficient due to the
high costs of labour and material.

2.3.3. Reef construction

2.3.3.1 Coral transplantation

Coral transplantation is the most widely applied active restoration technique, whereby coral is collected from
a healthy reef, to be either transplanted directly to a degraded reef or to be raised in a nursery and then placed
back onto the restoration site [62]. Stages of the transplantation process are the sourcing of coral transplants,
the coral culture and the attachment of coral transplants [46].
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Sourcing Coral transplants are retrieved from existing reef structures, often as small fragments. These frag-
ments can originate from detached coral branches or from healthy donor colonies. The collateral damage of
transplantation can be minimized by applying the first technique of collecting live loose corals [46]. However,
living detached coral branches are not always available, or they do not represent the robust species present at
a reef. Therefore, one might need to resort to taking transplants from living branching corals, which should
be done with caution to prevent degradation of the donor colony [46].

Coral culture During early coral restoration projects, immediate reattachment of corals retrieved from a
donor site to the restoration site was advocated [135]. However, when the pitfalls of this technique became
apparent (negative impact on both the donor colony and the transplants [135]), concepts surfaced where
corals where cultured in a nursery. In general two types of nurseries exist, the in-situ coral farms that are
located in sheltered coastal areas and the ex-situ nurseries that are in effect large aquariums in which corals
are reproduced [46]. The mid-water nurseries are a cost efficient option and studies by Rinkevich [135][134]
show the success of the approach. If located in optimal conditions (sheltered, away from other activities,
away from other reef structures), large colonies can grow from the transplants. Ex-situ nurseries, although
more expensive, have several advantages over in-situ nurseries. Firstly, the hydrodynamic conditions can be
accurately controlled [47] and natural hazards such as storms and warming events are averted [62]. Secondly,
innovative techniques used on land based farms can improve growth rates and species diversity. It is even
possible to increase the resiliency of corals to climatic threats by using assisted evolution techniques [62].
Therefore, among others Halpern and Teicher [62] argue that ex-situ farming is the method to be used for
large scale restoration efforts.

Attachment of transplants The attachment of transplants is a critical factor in the restoration process. Ed-
wards et al. [47] have defined three factors on which attachment properties depend: the hydrodynamic ex-
posure, the size of the transplants and the substrate of the reef. In highly sheltered conditions, attachment
is not required as corals will stay in place without a fixation. Under all other conditions, corals are fixed to a
substrate with materials ranging from epoxy adhesives to wires, ties and nails [47]. They can be attached to
dead coral or coral rock, or artificial substrates such as reef balls (see Section 2.3.3.2). Natural or hand-drilled
holes are often used to install the reef transplant, with the use of cement or epoxy adhesive as binder.

2.3.3.2 Artificial reef construction

Artificial reefs are man-made underwater structures which serve as a shelter for waves and currents. Gen-
erally, artificial reefs are considered when aforementioned reef restoration options have proved insufficient
[177]. Different functions are attributed to the artificial reef structure, among others the provision of sub-
strate for coral and other reef biota, the decrease in wave action and the increase in topographic complexity
[46] [177]. Critical notes have also been made. When improperly installed, displaced artificial reef structures
can aggravate reef destruction. Furthermore, in theory there is plenty of hard substrate available for corals to
grow on which alleviates the need for artificial substrates [46]. What is more, natural recovery processes can
be disrupted and naturally occurring species could be displaced. Then again, the immediate decrease in wa-
ter level above the reef caused by the raised elevation of the structure promotes depth-induced wave breaking
which leads to a decrease in wave height. In this way, artificial reefs act as a natural submerged breakwater
and improve coastal safety [128]. The most common types of artificial reefs are the ReefBall®, EcoReefs® and
Biorock®, see Figure 2.7.

The ReefBall® is a hollow concrete module whose pH is similar to water to mimic the structure and char-
acteristics of the marine environment [14]. Their size ranges between 0.3 and 1.5 meters. They are easy to
construct, using simple mold constructions and easily accessible products. Furthermore, they can be floated
to the restoration site [14].
EcoReefs® are ceramic modules of snowflake pieces that mimic branching corals [103]. The snowflake struc-
ture provides a large surface area for coral settlement, which is also enhanced by the micro porous, non-toxic
surface of the ceramic [103]. Transplanted corals can be attached by simple ties. Information on EcoReefs®

is however sparse compared to the large database of ReefBall® projects.
The Biorock® technique mimics the natural mineral accretion process by electrolysis, whereby natural miner-
als attach to a steel structure and form a hard limestone coating [173]. The composition of the created surface
is similar to natural coral reefs, which increases coral recruitment rates. Biorocks are easy to construct.
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(a) ReefBall (b) EcoReefs (c) Biorock

(d) Corals growing on ReefBall (e) Corals growing on EcoReefs (f) Corals growing on Biorock

Figure 2.7: The three promising artificial reef units; depicted in the upper row the modules just after installation, in the bottom row after
significant coral recruitment. Sources: a), d): [14] ; b), e): [45] ; c): [100] ; f): [39]





3
Thesis outline and objectives

Based on the defined problem statement (Chapter 1), a literature review was conducted to obtain an overview
of the state of the art research (Chapter 2). This facilitates the expression of research objectives that are well
suited to tackle the knowledge gaps. Below, the resulting research questions and objectives are stated, after
which the thesis outline is explained.

3.1. Research objectives

The prediction of the wave transformation over reef morphologies is complex, however we are starting to un-
derstand the reef hydrodynamics and the connection between offshore wave forcing, the reef geomorphology
and the resulting runup. Much of this research, however, is dedicated to the fringing reef type, leaving top-
ics such as the predominance of other reef profile shapes and their influence on wave transformation and
runup at the reef lined coast relatively unexplored. How to reduce this runup using coral restoration is an
even newer field of research. Large knowledge gaps are left to investigate on the topic of coral restoration for
coastal protection. Among others, reef hydrodynamic processes resulting from restorations are unidentified,
as well as their location of maximum potential, both alongshore and in the cross-shore zone. Consequently,
this research was initiated in which the following main question is covered:

How can we efficiently decrease runup across various reef morphologies by restoring the coral, taking into
account intrinsic reef (hydrodynamic) processes and practical and operational limits of coral restoration
techniques?

Four subquestions are identified that together elucidate the main research question, with corresponding re-
search objectives:

1. What are the key hydrodynamic processes that drive inundation and flooding of reef fronted coastlines?

(a) Analyze results of numerical modeling studies by Pearson [116] and Quataert [124] (1) to inspect
the relative importance of hydrodynamic forcing conditions and profile parameters on runup at
reef lined coasts and (2) to parametrize wave transformation and flooding processes across coral
reefs.

(b) Establish a reef hydrodynamic model to predict wave transformation and flooding across reef
fronted coastlines, in order (1) to verify where along the cross-shore coral restoration can be ef-
fective and (2) to predict the drivers of flooding under varying conditions and for varying reef
geometries, which helps to determine the restoration strategy.

2. How can a large number of coral reef bathymetries be classified into a limited amount of reef profile
groups, based on the essential morphological features of the reef geometries?

(a) Establish a cluster (grouping) model that captures the important geometric characteristics of reef
profiles.
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(b) Identify dominant reef profile shapes based on the profile classification results.

3. How do varying reef geometries influence wave transformation and flooding?

(a) Analyze wave transformation characteristics across varying profile shapes.

(b) Identify reef profile types most vulnerable to flooding and inundation.

4. What are the hydrodynamic effects of varying coral restoration configurations, across varying reef shapes,
and how does this affect their runup reduction potential?

(a) Define restoration configurations based on the practical, operational and computational feasibil-
ity of the restoration.

(b) Describe the key alterations to the reef hydrodynamics induced by coral restorations, under vary-
ing forcing conditions.

(c) Identify restoration configurations with runup reduction potential.

3.2. Thesis outline

This thesis is structured on the basis of the four research questions. Below, the thesis chapters and corre-
sponding research questions are indicated. The four main chapters (Chapters 4, 5, 7 and 8) all consist of a
separate Conclusion and Discussion section for clarity of the results, which are then shortly summarized in
the final Conclusion (Chapter 9).

Part I: System Analysis

Part II: Data analysis and model synthesis

Ch 4. Reef hydrodynamic model - Subquestion 1

Ch 5. Reef profile variability - Subquestion 2

Part III: Numerical Simulations

Ch 6. Methodology

Ch 7. Reef geometry control on nearshore hydrodynamics - Subquestion 3

Ch 8. Effects of coral restoration on reef hydrodynamics and coastal hazards - Subquestion 4

Part IV: Conclusions and Recommendations



II
Data Analysis and Model Synthesis

In order to evaluate the runup reduction potential of
restoration configurations at varying coral reef morphologies,
an insight into the actual flood vulnerability and drivers of
inundation at reef lined coasts is essential, as well as an insight
into the predominance of different reef morphologies.

Ch 4. Reef hydrodynamic model

Ch 5. Reef profile classification
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4
Reef hydrodynamic model

4.1. Introduction

The hydrodynamic behaviour and flood vulnerability of low-lying reef environments is capricious in nature,
due to the large variation in forcing conditions and many non-linear interactions between reef morphology
and hydrodynamics, as illustrated by Figure 2.4. For this reason a simplified tool is created, with which the
complex water level variations across a variety of reefs can be modeled, in order to predict the dominant
drivers of runup at the coast. Based on this knowledge, restoration strategies tailored to the on-site condi-
tions can be designed. Moreover, with this rapidly solving reef hydrodynamic model, it is possible to generate
an overview of the flood vulnerability for a large number of coastal sections, giving insight into the locations
where the need for restoration is high. In this chapter, the reef hydrodynamic model is elaborated, that is
constructed based on a data analysis of fringing reef simulations by Pearson [116] and an evaluation of exist-
ing analytical expressions for wave transformation and dissipation.

4.2. Model Formulation

In Figure 4.1 an overview of the reef hydrodynamic model is depicted. The model domain consists of a 1D
cross-shore grid that can be generated by the model, based on user specified parameters for the forereef and
beach slope, the reef width and the water level above the reef. Alternatively any arbitrary reef profile can be
imported as vectors with x-coordinates and corresponding depths.

In summary, the short wave transformation and mean water level variations between the offshore boundary
and the beach toe are resolved by the simultaneous integration of the short wave energy balance and the
cross-shore momentum balance, according to the equations in the upper part of Figure 4.1, as first described
by Battjes and Janssen [16]. The IG wave generation is empirically derived based on the dataset of Pearson
[116], while the IG wave propagation is solved by the IG wave energy balance between the reef crest and the
beach toe following the approach of van Dongeren et al. [159]. Based on the obtained wave heights and water
levels at the beach toe, the runup is predicted using formulations from literature that are validated with the
XBeach dataset of Pearson [116]. The model returns the wave breaking -and frictional wave dissipation as a
function of the cross-shore distance, the wave energy transformation of short and IG waves across the reef,
the setup and an estimate of the runup.
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Figure 4.1: Schematization of the simplified reef hydrodynamic model, showing how the runup is calculated based on beach toe wave
heights and water levels, which are calculated based on the short wave energy balance, the cross-shore momentum balance, an empirical
formulation for the infragravity wave height at the reef crest and the IG wave energy balance between the reef crest and the beach toe.
Input parameters are the deep water conditions and the reef geometric parameters, that need to be supplied by the user.

4.2.1. Short wave transformation
The short wave transformation is modeled using Battjes and Janssen [16]’s two step iteration process for solv-
ing the wave height and water level variations simultaneously. First, the wave energy balance is solved:

∂ECg x

∂x
= 〈εb〉+〈ε f 〉 (4.1)

The radiation stress gradient as a result of the cross-shore wave height variation induces a water level varia-
tion:

∂Sxx

∂x︸ ︷︷ ︸
radiation stress gradient

+ρg (h0 + η̄)
∂η̄

∂x︸ ︷︷ ︸
pressure gradient

= 0 (4.2)

This water level variation is used to recompute the wave height with Equation 4.1. Below the wave breaking
dissipation (εb) and the frictional wave dissipation (ε f ) terms are elaborated.

4.2.1.1 Dissipation by wave breaking

The dissipation by wave breaking is generally solved using parametric wave breaking models, that describe
sea state characteristics using time averaged, local parameters [13]; the local wave height Hr ms , the water
depth, the wave frequency and the fraction of breaking waves QB . Parametric wave models are computa-
tionally efficient and therefore often used [13]. Among others, Battjes and Janssen [16], Baldock et al. [13]
and Janssen and Battjes [73] formulated wave breaking models, all with different model assumptions and
limitations. In these models, the wave breaking dissipation is foremost dependent on the wave height Hr ms

relative to the maximum breaker height Hb . But while the breaking wave height Hb strongly affects the wave
transformation process, its prediction is mainly based on (semi-)empirical formula with limited validity [74].
Overviews of breaking wave characteristics are given by Jensen [74] and Robertson et al. [137]. They underline
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that no single value of the wave breaking parameter exists and that knowledge of the local wave climate and
bathymetry is of essence for the choice of formulation. Among others Baldock et al. [13], Battjes and Janssen
[16], Battjes and Stive [17], Ruessink et al. [143] and Kamphuis [76] studied the maximum wave height to
depth ratio (γ) at sandy beaches, which was shown to be dependent on, among others, the wave length, the
bottom slope and the wave steepness. Gourlay [56] focused on wave transformation on fringing reefs, for
which a single breaking wave parameter was more difficult to parametrize. Consistent with analyses of field
and laboratory data for breaking waves on steep reef fronts by Nelson et al. [110], different breaking regimes
were established based on which a γ factor could be identified.
To maximize the accuracy of the hydrodynamic model, different parametric wave breaking models (the Bat-
tjes and Janssen [16], Baldock et al. [13] and Janssen and Battjes [73] model) and breaker height formulations
(by Battjes and Janssen [16], Battjes and Stive [17], Ruessink et al. [143], Kamphuis [76], Massel and Gourlay
[93] and Su et al. [154] ) are elaborated in Appendix A.1. Their validity is tested by comparing results of the
different model formulations to laboratory experiments of Buckley et al. [32]. The results are depicted in Ap-
pendix A. The stable wave model of Janssen and Battjes [73] is best able to capture wave dissipation across
reefs (see Figure A.2 in Appendix A). For this model, breaker height formulations are less dominant in the pre-
diction of the wave transformation. As the breaker height formulation by Su et al. [154] is especially derived
for reef lined coasts, based on the Janssen and Battjes [73] model, this breaker height formulation is recom-
mended.

4.2.1.2 Dissipation by friction

The time-averaged short wave dissipation by friction is modeled according to XBeach [138]:

〈ε f 〉 =
2

3π
ρ fw

(
πHr ms

Tm01si nh(kh)

)3

(4.3)

This formulation is derived from the instantaneous bed shear stress combined with an expression for the
third even velocity moment [59]:

〈ε f 〉 = 〈|τu|〉 = 1

2
ρ fw 〈|ũ|3〉 (4.4)

where

〈|ũ|3〉 = 0.42∗u3
or b = 0.42∗

(
πHr ms

Tp si nh(kh)

)3

(4.5)

4.2.2. IG wave transformation
No simple formulations relating the IG wave height to offshore wave parameters exist. However, much infor-
mation on the IG wave height transformation at reefs can be gathered from the large XBeach database of Pear-
son [116], consisting of 1D non-hydrostatic XBeach simulations of a fringing reef, with differing reef widths,
forereef slopes, beach slopes, roughness values and hydrodynamic input conditions. From this database,
semi-empirical formulations can be deduced.

As was observed by among others Pearson [116], Pomeroy et al. [122], Van Dongeren et al. [160] and Mas-
selink et al. [94], the main input of IG wave energy is generally delivered by the breakpoint mechanism, due
to which the IG wave height strongly increases across the forereef. At the reef crest, often a decrease in en-
ergy is observed, due to reflection and wave dissipation [162]. Behind this point, frictional wave dissipation
generally causes a decay of IG waves across the reef flat [160], although resonant forcing can increase the IG
wave energy across the reef flat [119].

The XBeach results for the extreme water level elevations and the influence of different model parameters are
depicted in Figure 4.2 (reef crest) and Figure 4.3 (beach toe). Based on Figures 4.2 and 4.3, it is possible to
distinguish the factors that influence the IG wave height at the two locations. Note that the IG component of
the extreme water level is interpreted as half the IG wave height that is exceeded by 2 % of the waves H2%. In
further analyses, no distinction between IG and VLF waves is made (both are infragravity motions).
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Figure 4.2: Model variables influencing the extreme water level at the reef crest: the water level, the wave height, the wave steepness, the
friction coefficient, the forereef slope, the reef width and the beach slope, respectively

Figure 4.3: Model variables influencing the extreme water level at the beach toe: the water level, the wave height, the wave steepness,
the friction coefficient, the forereef slope, the reef width and the beach slope, respectively

The results shown in Figure 4.2 for the IG wave height at the reef crest are in line with the expectations from
the literature review. As the water level increases, HSS increases while HIG and the setup decrease due to the
reduced breakpoint forcing. Furthermore, as H0 increases, HSS first increases slightly (here the surfzone is
unsaturated), after which it stays constant; now HSS is solely a function of the water depth. An increase in
forereef slope results in an increase in HIG , due to the enhancement of the breakpoint mechanism. From
Figure 4.3 it is thus clear that the water level above the reef flat (η0), the incident wave height H0, the wave
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length L0 and the forereef slope β f primarily influence the IG wave height at the reef crest, a finding that is
supported by Masselink et al. [94]. The IG wave height at the beach toe (see Figure 4.3) is, in addition to the
model parameters described above, influenced by the width of the reef and the roughness (due to frictional
wave damping) and the beach slope that influences the amount of reflection. As reflected waves are damped
while propagating offshore, the effect of reflection is less visible at the reef crest.

Ideally an empirical formulation for the IG wave height at the beach toe as a function of all above men-
tioned model parameters is found. However, due to non-linear interactions between model parameters it is
difficult to find such a formulation. Therefore, the reef hydrodynamic model describes the IG wave genera-
tion and transformation in two steps. First, IG waves are ’generated’ at the reef crest based on the derived
semi-empirical relations, assuming that breakpoint generated waves are dominant and that their approxi-
mate wave height is reached at the reef crest. The second step is the propagation and dissipation of the IG
waves across the reef flat up to the beach toe.

4.2.2.1 IG wave generation

There are two options to obtain the IG wave height at the reef crest. A first option is finding the best fit be-
tween input conditions of the conceptual model and the XBeach simulations and directly using the XBeach
IG wave height output. However, a standalone, accessible formulation is preferred for the ease of use and
computational speed. Therefore, the four model parameters H0, η0, L0 and β f are input for the linear regres-
sion analysis that is outlined below.

Analyses of the IG wave height at the crest against model parameters show that clear patterns are only found
when the IG wave height is normalized by the water level relative to the reef flat η0. This can be explained
by the fact that the water level controls both the wave dissipation, the setup and the breakpoint mechanism;
higher water levels lead to increased short wave transmission across the reef but reduced setup and IG wave
generation. This opposite influence of η0 on short and IG wave heights could be the cause of the goodness of
fit for normalized IG wave heights compared to non-normalized IG wave heights.

The obtained dimensionless parameter HIG /η0 (HIG is defined as the significant wave height) is now formu-
lated as a function of the four previously denoted model parameters:

HIG−cr est

η0
= f (βa

f H b
0 η

−c
0 Ld

0 ) [−] (4.6)

In order to obtain a dimensionless combination of the four model parameters, the coefficients b and d should
be equal to c. Next to this formulation, we also explore the IG wave generation for filtered wave lengths, as
in general the wave length is of large (non-linear) influence on the IG wave height, which complicates the
deduction of accurate formulations. The IG wave height at the crest is now formulated for each wave length
separately :

HIG

η0
= f (βa

f H b
0 η

−c
0 ) [−] (4.7)

in which the coefficient b should be equal to c to preserve the dimensionlessness. The coefficients of Equa-
tions 4.6 and 4.7 are found by an optimization algorithm that searches the combination of coefficients that
gives the best expression for the IG wave height at the crest. The goodness of fit is evaluated by the coefficient
of determination R2, which is a measure of the prediction accuracy of a fitted function:

R2 = 1−
∑n

i=1(yi − ŷi )2∑n
i=1(yi − ȳi )2 (4.8)

where ŷ is the fitted value for HIG /η0 and ȳ the mean HIG /η0 value. Optimization of the R2 value gives the
optimal coefficients. The coefficients of Equation 4.6 are plotted in Figure 4.4 and read:

HIG

η0
= f (β0.35

f H 0.65
0 η−1.27

0 L0.61) [−] (4.9)

The formulations for filtered wave lengths are visualized in Figure 4.6. The original dataset contains 12 dis-
tinct wave periods as input. However, the input wave period is linked to the input wave height, resulting in
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filtered wave length plots where only one wave height is simulated. Therefore, based on preliminary results
wave length bins are formed that are analyzed separately. Several conclusions can be drawn from Figures 4.4
and 4.6:

Figure 4.4: Plot of the dimensionless IG wave height calculated
by XBeach versus the empirical formulation described by Equa-
tion 4.9

Figure 4.5: Plot of the dimensionless IG wave height calculated
by XBeach versus the empirical formulation described by Equa-
tion 4.6, with removal of the swell waves

Figure 4.6: Plot of the dimensionless IG wave height calculated by XBeach versus optimized empirical formulations, sorted per wave
period

• For smaller wave periods, the IG wave height prediction is more accurate than for larger (swell) period
waves (periods between 20 and 25 s). A possible cause for this is the distinction between the wave
components. The wave heights of the different wave components (SS, VLF and IG) are determined
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based on rather arbitrary, predefined cutoff frequencies that determine which part of the wave energy
belongs to which component. As the cutoff frequency between the SS and IG waves maintained by
Pearson [116] is 0.04 Hz (25 s), part of the incident short wave energy can be assigned to the IG wave
energy, blurring the results. As swell waves are the cause for large scatter in Figure 4.4, the figure is
replotted with elimination of the two largest periods, see Figure 4.5. This indeed improves the results.

• The coefficients of the prediction formulations give an insight into the importance of different param-
eters. The coefficients of Equation 4.9 indicates that the wave height is the primary influencing factor.

• Both Figure 4.4 and 4.6 show a good correlation between the plotted data and the fitted function. How-
ever, it is interesting to verify which factors could induce the scatter in the data. To this effect, both
figures are replotted with colour filters for ηo , H0, the steepness, C f , β f , βb and the reef width. The
main causes of scatter are found to be the reef width and the roughness, for which the plots can be
found in Appendix A, Section A.2. Low values for the friction and the reef width cause larger IG wave
heights than predicted. A logical explanation for this is the reflection of IG waves at the beach, which
lose energy while propagating in offshore direction by frictional wave damping. If both reef width and
roughness are low, the frictional wave damping is reduced resulting in larger IG wave heights at the reef
crest than expected.

• The accuracy of the predictions is deemed large enough for implementation of the semi-empirical for-
mulation in the conceptual model. Because the accuracy for smaller wave lengths is higher when filter-
ing on wave length bins, the linear fits that are depicted in Figure 4.6 are used in the conceptual model
to describe the IG wave height at the reef crest.

4.2.2.2 IG wave propagation

The obtained IG wave height at the reef crest is the input for the IG wave balance as depicted in Figure 4.1,
according to van Dongeren et al. [159]. It is clear that the IG wave height reduces due to friction and wave
breaking and increases due to shoaling. Non-linear interactions between short waves and IG waves that lead
to further shoaling of the IG waves are not taken into account, which seems a reasonable assumption as most
short waves break at the reef crest. The increase of IG waves by non-linear interactions between IG waves of
slightly differing frequencies and by resonant forcing are also not described, which could lead to an underes-
timation of the IG wave height at the beach toe.

At the beach, IG waves are reflected. While propagating seaward, frictional wave damping reduces the IG
wave height. The total IG wave height is the summation of incoming and outgoing wave heights, taking into
account the phase difference between the two waves [159]. However, it is not possible to accurately capture
the phase difference in this simplified model. Furthermore, for the prediction of the runup, the incoming
wave heights are required. Therefore, we restrict ourselves to the prediction of incoming IG wave heights.

4.2.3. Runup prediction
Several formulations exist for runup at sandy coastlines (e.g. Holman R. A. and Sallenger [71] Holman [70],
Van Gent [163], Gomes da Silva et al. [55]). Research has also been invested in runup at reef fronted coasts
(Seelig [144], Nwogu and Demirbilek [113], Quataert [124]), but empirical formulations are lacking. Since
runup is used as an indicator for the efficiency of coral restoration, an appropriate formulation is required.
Hence different runup relations are investigated using the XBeach database of Pearson [116]. The analysis
continues on his observations:

• Stockdon et al. [150] overpredicts the incident swash and underpredicts the setup and IG swash as wave
dissipation across the reef and both the setup and IG wave generation at the forereef are not taken into
account.

• The formulation for bulk runup described by Van Gent [163], where runup is a function of the wave
height at the beach toe, is an improvement in prediction compared to Stockdon et al. [150] but still
shows a large scatter.

• Merrifield et al. [98] and Blacka et al. [23] derived semi-empirical formulations based on field mea-
surements at the Marshall Islands and laboratory experiments of the Cook Islands, respectively. Both
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obtained promising results, although the applicability of their predictions was limited to the experi-
ment settings. For the large range of modeled conditions by Pearson [116], the formulations show a
large scatter.

As no reasonable accuracy is obtained with any of the above described theories, other formulations are tested.
For this the approach of Stockdon et al. [150] is adopted, where a distinction is made between the incident
swash, the infragravity swash and the setup, as this approach has a better physical basis than the bulk runup
description. To distinguish promising formulations from literature, first a preliminary analysis of factors in-
fluencing the swash and setup is performed using the XBeach simulations of Pearson [116]. All results are
aggregated into Figure 4.7, showing the different runup components and their dependency on the model
parameters.

Figure 4.7: Model variables influencing the runup: the water level, the wave height, the wave steepness, the friction coefficient, the
forereef slope, the reef width and the beach slope, respectively

Based on Figure 4.7, as well as Figure 2.4 on page 17 (a summary of factors influencing the runup based on
the literature review), an inventory can be made of factors influencing the runup and promising empirical
formulations:

• The incident swash, R2%,SS is foremost influenced by η0, H0, the beach slope, the roughness and the
reef width. The formulation of Stockdon et al. [150] (adapted by using reversed shoaling) incorporates
these effects, as well as (to a lesser extent) the formulation by van Ormondt [164].

• The infragravity swash R2%,IG+V LF is affected by all model parameters except for the beach slope. This
demonstrates the complexity of the IG swash formulation. Formulations by Stockdon et al. [150],
Gomes da Silva et al. [55] and van Ormondt [164] are tested. Furthermore, the relation between the
IG wave height at the beach toe and the IG swash is examined.

• The setup is mainly affected by η0, H0, the wave steepness and the forereef slope, in line with theory as
the setup is mostly generated at the reef crest. As the wave breaking model by Janssen and Battjes [73]
is expected to accurately predict the setup, no additional formulations for the setup are required.

4.2.3.1 Incident swash (Si nc )

Stockdon (2006)
According to Stockdon et al. [150] the incident swash can be described as:
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Si nc = 0.75∗βb ∗ (H0L0)1/2 (4.10)

where the incident swash is a function of the beach slope βb , the offshore wave height H0 and the deep water
wave length L0. Pearson [116] analyzed this formulation and found a large discrepancy between theoreti-
cal Si nc values and the XBeach results. Reason for this is the effective dissipation of wave energy at the reef
that reduces the short wave height at the beach toe compared to sandy coastlines. This is further substanti-
ated by the observation that the incident swash is dependent on the roughness and reef width (see Figure 4.7).

To incorporate the effect of wave dissipation in the runup prediction, the local wave height at the beach toe
is used. As described by Stockdon et al. [150], observations of local wave heights can be used as input for
Equation 4.10 when reverse shoaled (see Intermezzo) to an equivalent offshore wave height H0−r ev . In this
way, variations in roughness, reef width and water level at the beach toe are implicitly taken into account in
the prediction of the runup. The theoretical Si nc value based on Equation 4.10 is compared to the XBeach
output for Si nc , as shown in Figure 4.8.

Intermezzo Reverse shoaling involves estimating deep water conditions from measurements at shallow or
intermediate depths using linear wave theory. First the wavenumber k and the ratio between the group and
phase velocity n at measurement depth h are calculated from the dispersion relation. The deep water wave
height is then calculated according to:

H

H0−r ev
= Ksh =

√
1

t anh(kh)

1

2n
(4.11)

Figure 4.8: Incident swash as a function of the beach slope, the
reverse shoaled H0 and L0 according to Stockdon et al. [150]

Figure 4.9: Incident swash as a function of H0, ξb and ξ f ac-
cording to van Ormondt [164]

As can be deduced from Figure 4.8, the runup formulation by Stockdon et al. [150] using the reverse shoaled
wave height H0−r ev clearly follows a trend, although the scatter is significant. Figure 4.10 gives more insight
into the observed inconsistency of the formulation. For smaller wave lengths, Stockdon et al. [150] gives a
good upper limit for the runup. However, the larger the wave length, the more the empirical formulation
overpredicts the runup measured by XBeach. Apparently the dependency of the runup prediction on the
wave length is too large. Figure 4.7 confirms the small influence of the wave length on the runup height. An-
other interesting observation is the distinct grouping of model runs with equal beach slope (βb), indicating
that the variation in beach slope is not accurately captured by the model.
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Figure 4.10: Colour maps of model variables influencing the incident swash as formulated by Stockdon et al. [150], depicting the offshore
water level η0, the offshore wave height H0, the reef width, the beach slope and the wave period

Van Ormondt (2018)
van Ormondt [164] generated an XBeach dataset to find new empirical formulations for runup at reef fronted
coasts. In his simulations, the wave height, the wave period, the reef width, the forereef slope and the beach
slope were varied while keeping the water level constant during all model runs. Using a regression analysis,
he obtained the following formulation for Si nc :

Si nc = 0.56∗H 0.81
0 ∗ξ0.11

f ∗ξ1.02
b (4.12)

where

ξ f ,b = β f ,bp
H0/L0

(4.13)

The results are shown in Figure 4.9. The obtained formulation shows less correlation between the data and
the fitted function than Stockdon et al. [150]’s formulation. This is attributed to two important model defi-
ciencies. First of all, varying water levels are not taken into account, while the water level is a dominant factor
in the wave dissipation process [125]. Furthermore, the incident swash is dependent on the offshore wave
height, thereby neglecting the interaction between the wave height, the water level and frictional character-
istics of the reef that leads to the transformation of shoreward propagating waves.

Model improvement
Figure 4.8 (and to a lesser extent Figure 4.9) shows a trend in the incident swash height, but with large scatter
and only moderate correlation between data and fitted trends. Therefore a new relation is formulated based
on Figure 4.7 and the conclusions drawn from Figure 4.10. The improved formulation is dependent on the
reverse shoaled wave height, the wave length and the beach slope with coefficients that are derived with an
optimized linear regression analysis:

Si nc = f (β1.9
b H 0.73

0 L0.27
0 )[m] (4.14)
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The improved model is depicted in Figure 4.11. The correlation value is increased from 0.6 for the original
formulation to 0.85 for the optimized formulation. Figure A.6 in Appendix A, Section A.3, shows the influence
of model parameters on the final result. The scatter now foremost originates from water level and beach
slope variations. For very low water levels at the beach toe, the XBeach model gives larger runup values
than predicted. Furthermore, the runup prediction for gentle slopes is less accurate. Separate analyses of
simulations with beach slopes of 0.05 and 0.1 show that the runup is hardly dependent on the wave height
and wave length for these gentle slopes, which is cause for the observed scatter. However, the model does
accurately capture the influence of the offshore wave height, wave length and frictional dissipation across
the reef with reasonable accuracy.

Figure 4.11: An optimization of Stockdon et al. [150]’s formulation for the incident swash, where model parameters to include where
obtained from Figure 4.7 and 4.10 and coefficients determined by optimizing the fit between data and the linear regression

4.2.3.2 Infragravity swash (S IG )

Several formulations for the infragravity swash component of the runup exist, again mainly for gently sloping
sandy beaches (e.g. Stockdon et al. [150], Gomes da Silva et al. [55], Van Ormondt). Their applicability to reefs
is explored in the following paragraphs.

Stockdon (2006)
Stockdon et al. [150]’s parametrization links the IG swash to the offshore wave height and wave length:

S IG = 0.06∗ (H0L0)1/2 (4.15)

Results of Formulation 4.15 are depicted in Figure 4.12, which shows only a moderate fit with the data. As
at most reefs the breakpoint mechanism dominates the IG wave generation, it was expected that just an off-
shore wave height and wave length only does not accurately capture the IG swash at reef fronted coasts.

Gomes da Silva (2018)
Gomes da Silva et al. [55] provides an improved expression for the IG swash based on field experiments of ten
different beaches. By means of a linear regression analysis he obtained the following formulation for the IG
swash:

S IG = 0.012∗ (H0L0/β)1/2 (4.16)

According to Figure 4.7, the inclusion of the beach slope should not improve the IG swash formulation at
reefs. This is clear from the reduction in correlation of Figure 4.13 compared to Figure 4.12.
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Figure 4.12: IG wave runup component as function of H0 and
L0 as formulated by Stockdon et al. [150]

Figure 4.13: IG wave runup component as function of H0, L0
and β as formulated by Gomes da Silva et al. [55]

Van Ormondt (2018)
van Ormondt [164] defined the IG swash as:

S IG = 0.64∗H 1.06
0 ∗ξ0.42

b (4.17)

where ξb is given by Equation 4.13. The results are depicted in Figure 4.14. Although formulation 4.17 shows
a clear trend of increasing SIG with increasing offshore wave height and beach steepness, the correlation is
rather low.

Figure 4.14: IG wave runup component as function of H0 and
ξb as formulated by van Ormondt [164]

Figure 4.15: IG wave runup component as function of HIG at
the beach toe

Model improvement
All three above described formulations are a function of the offshore wave height, the offshore wave length
and for the last two cases the beach slope. Varying water levels, the forereef slope and frictional wave damp-
ing across the reef are not taken into account, which causes the large scatter in prediction values. Therefore
another formulation is desired.

In the conceptual model, the IG wave height at the toe is calculated. Assuming this wave height can be pre-
dicted with reasonable accuracy, the infragravity swash can be linked to the IG wave height at the beach toe.
In this way, the frictional wave dissipation across the reef and the effect of H0, η0 and the forereef slope on
the IG wave generation are implicitly taken into account. In Figure 4.15, the runup obtained by XBeach is
plotted against the IG wave height at the toe. A significant increase in goodness of fit is clear, although scatter
is apparent for lower S IG values. Therefore, the influence of several parameters is investigated (see Figure
4.16).
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Figure 4.16: IG runup as function of IG wave height at the beach toe, showing the influence of several model parameters: the offshore
water level, the offshore wave height, the wave height at the beach toe, the beach slope, the reef width and the wave period, respectively

Figure 4.16 reveals two interesting aspects. Firstly, the incident wave height at the beach toe influences the
IG wave runup. This could indicate a transfer of energy from the short waves to the long waves between the
beach toe and the swash zone. Secondly, other aspects such as the offshore wave height, the wave length
and beach slope are neatly aligned with the solution, showing that for larger wave heights, wave lengths and
beach slopes larger IG wave runup is generated. The infragravity swash is thus best modeled as a function of
both the infragravity and incident wave height at the beach toe, as depicted in Figure 4.17.

Figure 4.17: The IG swash as a function of both the IG and inci-
dent wave height at the beach toe. The coefficients of HIG and
HSS are derived from a linear regression analysis
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4.3. Discussion

The results of this simple hydrodynamic model are promising, showing that for a first-order assessment, the
reef hydrodynamics can be captured by this relatively simple and fast model. The model is, however, subject
to limitations and could benefit from additional investigation into its elements.

The short wave transformation and setup, solved by the Janssen and Battjes [73] model, match data of labora-
tory experiments by Buckley et al. [32], in agreement with model calibration tests of Janssen and Battjes [73]
and Su et al. [154], although the number of validation test in this study are sparse. Moreover, on very steep
forereef slopes reflection of short waves can occur, a process that is not taken into account in the current
formulation. For this reason, wave heights and setup at the reef flat can be overestimated. The inclusion of a
(simple) reflection formulation could improve the accuracy of the model on steep slopes.

The formulation for the IG wave height at the reef crest is empirically derived from the dataset of Pearson [116]
and therefore calibrated to the modeled conditions of Pearson [116]: forereef slopes between 1:20 and 1:2,
wave heights between 1 and 5 m and water levels between 0 and 2 m. Under these conditions, the breakpoint
mechanism is assumed to be the main source of IG wave energy, as the normalized bed slope parameter
(see Equation 2.16) is large, which indicates a surf-zone forcing regime [159]. Hence, the applicability of this
formulation, which shows a large correlation (0.9) with the fitted data, is limited to cases where breakpoint
forcing is dominant. An extension of the model parameter space would increase the accuracy and reliability
of the empirical formulation.

The IG propagation across the reef is modeled according to van Dongeren et al. [159], where IG wave heights
reduce shoreward of the reef crest by frictional wave damping and wave breaking. This evolution of the IG
wave height is supported by observations of IG wave dynamics of Van Dongeren et al. [160]. For certain
hydrodynamic conditions, however, an increase in IG wave energy across the reef is observed. Péquignet et al.
[118] note an increase in IG wave energy due to resonant forcing, whereas Pearson [116] shows examples of
increasing IG wave heights possibly due to the ongoing process of short wave breaking that transfers energy
to the IG waves. It is difficult to capture the additional energy sources as they highly depend on the forcing
conditions and profile parameters. However, it can be assumed that there is a correlation between among
others the location of the breakpoint, which is determined by the height of the incoming short waves and the
water level, that indicates whether there is an ongoing transfer of energy from the short waves to the IG waves
across the reef flat, an interesting topic of further research. Resonant forcing can also be predicted based on
theory of Nwogu and Demirbilek [113], which could be implemented as a warning when the combination of
reef dimensions and hydrodynamic forcing come close to the resonant forcing mode.

The derived runup formulations show a significant improvement of the predictive skill compared to the exist-
ing formulas. For coral reefs, it is deemed imperative to base the runup on beach toe wave parameters instead
of offshore wave characteristics, due to the variety of processes that affect wave heights and water levels while
traveling across the reef. However, this does require an additional step of solving the wave transformation
across the reef to be able to use the derived runup formulations. The predictive skill of these formulations is
therewith also dependent on the predictive skill of the hydrodynamic model.

4.4. Conclusion

In this chapter, a fast model for a rapid, first-order assessment of reef hydrodynamics is proposed. Its goal
is twofold: (1) to use as a screening tool on a large set of reef profiles before using more complex, process-
based models like XBeach on a small subset, defined based on the simple model, and (2) to gain more insight
into the drivers of runup at reef lined coasts. Based on relatively simple formulations, incoming wave heights
and water levels are predicted. These formulations are gathered based on an evaluation of existing wave
models and a data-analysis on XBeach simulations of fringing reefs [116]. Subsequently, runup formulations
based on beach toe wave heights have been derived that show a good correlation with the XBeach data [116].
A significant increase in goodness of fit compared to existing formulations for runup at sandy coastlines is
observed. In Figure 4.18, an overview of the chosen formulations and model characteristics is depicted. Ad-
ditional validation steps are required, and implementation of additional processes such as reflection and
resonance could be useful to obtain more exact results.
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Figure 4.18: Schematization of the simplified reef hydrodynamic model including the derived model formulations, showing how the
runup is calculated based on beach toe wave heights and water levels, which are calculated based on the short wave energy balance,
the cross-shore momentum balance, an empirical formulation for the infragravity wave height at the reef crest and the IG wave energy
balance between the reef crest and the beach toe. Input parameters are the deep water conditions and the reef geometric parameters,
that need to be supplied by the user.





5
Reef profile classification

The coral reef morphology is highly variable in character, displaying a variety of topographic structures with
different length scales. Costa et al. [40] investigated the influence of this varying reef morphology for coral
reefs along the northeast coast of Brazil. She observed a strong control of the reef geometry on the wave
propagation and dissipation. However, little is known about the natural reef profile variability worldwide.
Therefore, 30.000 US reef profiles were made available to be classified using a clustering algorithm. A cluster
algorithm can efficiently process and translate large amounts of data into a structured, compact overview
of representative dataset characteristics. In this way, it is possible to find the dominant reef profiles and an
estimate of their frequency of occurrence. These reef profiles then serve as input for the subsequent nu-
merical modeling study, to explore the effects of varying geometries on wave transformation and dissipation.
Elements of the cluster analysis are elaborated in this chapter.

5.1. Dataset

Clustering activities start with the acquisition and preprocessing of data. Only with a proper understanding
and preparation of the data, data modeling is meaningful [165]. Therefore dataset characteristics are briefly
described in this section.

Figure 5.1: An overview of the geographic positions that are represented by the reef profile dataset

The dataset consists of depth profiles of reefs in United States territory, of which the locations are shown in
Figure 5.1. The depth profiles are measurements of the depth at cross-shore intervals of 2 meter, starting at a
height of 20 meter above the mean water level and extending to a depth of 30 meter below mean water level.

45
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Table 5.1: Characteristics of the reef profile dataset denoted per geographic area, giving the number of surveyed profiles for each region
and the types of reef present at each location

Hawaiian Florida Puerto Rico US Virgin Northern Guam American
Islands Islands Mariana Samoa

Islands

Nr of profiles [-] 13404 6039 5531 1664 1035 1295 1198
Type of reef Barrier Barrier Barrier Barrier Barrier Fringing Barrier

Fringing Fringing Fringing Fringing Fringing
Atoll

The dataset characteristics are noted in Table 5.1. Figure 5.1 and Table 5.1 are used to evaluate (1) whether
the deduction of general reef characteristics based on the dataset is possible and (2) if there are factors that
degrade the clarity and relevance of the results.

As can be deduced from Figure 5.1, the islands of the US territory are scattered across the world, which is
favourable for the geographic representation of the dataset. This large geographical spread also indicates
that a large variation in reef length scales and shapes is likely, which asks for a cluster algorithm that is well
adapted to capture the complex profile variations.

Table 5.1 shows two interesting characteristics of the dataset. Firstly, in contrast to barrier and fringing reefs,
data on atoll islands are sparse as the surveyed islands of the US territory are relatively large. Even the dataset
of the Hawaiian islands covers only the eight larger islands (Oahu, Niihau, Molokai, Maui, Lanai, Kauai, Ka-
hoolawe and Big Island) where few profiles can be regarded as atoll profiles. The underrepresentation of atoll
islands should be kept in mind in the evaluation of the cluster analysis results. Secondly, the number of sur-
veyed profiles varies significantly among the different topographic regions. As shown in Table 5.1, the datasets
of the Hawaiian Islands and Florida are much larger in size than the dataset of American Samoa. However, as
the size of each subset is largely proportional to the surface area of the geographic region it represents, the
dataset in its entirety is deemed suitable as input for the cluster analysis.

5.2. Clustering techniques

Clustering is a technique in which a large, unstructured dataset, as visualized in the left image of Figure 5.2,
is classified into groups (clusters) that show similar characteristics. In general, a dataset consists of differ-
ent observations that are described with predefined cluster variables, as also illustrated by Figure 5.2. This
gives a square matrix where rows are the different observations (e.g. different reef profiles) and columns the
characteristics with which to describe an observation (e.g. the depth at different cross-shore locations). The
objective of a cluster algorithm is to find groups in which the observations are strongly related (similar) to
each other and unrelated (dissimilar) to observations that belong to other groups. Different methods exist to
determine this (dis)similarity between observations, which are elaborated in the next section. Furthermore,
there are different ways to characterize the dataset of the US reefs (or define the cluster variables), which are
elaborated in Section 5.2.2.

Figure 5.2: The input for the cluster analysis: the large dataset that is composed of multiple observations (the reef profiles), which are
characterized by a set of variables, in this case the depth at different cross-shore locations
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5.2.1. Cluster methods
Different algorithms exist to classify the reef profiles. Which model is best applicable depends on the dataset
and research objective. It is often difficult to determine the cluster method a priori when processing large,
multi-dimensional datasets where the full dataset is difficult to visualize. Therefore, testing with different
models is advised. Three methods are chosen to evaluate: the k-means model, the Gaussian Mixture Model
and the Maximum Dissimilarity algorithm. These models are widely used and have clear, distinctive features.
Below, the models are elaborated, while overviews of k-means and the Gaussian Mixture model are given in
Figures 5.3 and 5.4.

Figure 5.3: The clustering steps of the k-means algorithm

Figure 5.4: The clustering steps of the Gaussian Mixture Model, adapted from Bishop [22]: Pattern recognition and machine learning,
Figure 9.8

5.2.1.1 K-means cluster algorithm (KMA)

The k-means clustering algorithm is an algorithm that aims to assign all observations of a dataset to a prede-
fined number of cluster centers k. The algorithm is initialized with a set of k mean values as cluster centers
(Step 1). In Step 2, all observations are assigned to one of the cluster centers based on minimization of the Eu-
clidean Distance between the observation variables and cluster centers. The Euclidean Distance is defined as
the straight-line distance between two points in space. As k-means minimizes the distance between cluster
centers and observations, spherical groups are created. The centroids of the clustered observations serve as
cluster center for the next iteration step. This process is continued until convergence of the results (MacKay
[91]).

5.2.1.2 Gaussian Mixture Model (GMM)

As an alternative to the heuristic based (e.g. KMA) and distance based (e.g. MDA) clustering techniques,
clustering algorithms based on probability models have been developed, the mixture models [25]. A mixture
model assumes that the dataset originates from k probability distributions that are defined by a mean, a co-
variance and a mixing coefficient that determines its weighing in the full probability distribution. The cluster
centers (of a predefined quantity k) are now defined by the different probability distributions. A Gaussian
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mixture model assumes a Gaussian probability distribution:

G(X |µ,Σ) = 1√
(2π)d |Σ|

exp

{
−1

2
(X −µ)′Σ−1(X −µ)

}
(5.1)

in which the parametersµ (mean vector with length d equal to the number of variables) andΣ (the covariance
matrix of dimensions d x d) are unknown . The clustering algorithm is initialized by random values for µk , Σk

and mixing coefficients πk . While k-means employs a hard clustering assignment, where in each iteration, all
observations belong 100 % to a certain cluster center, the Gaussian mixture model applies a soft assignment,
where an observation belongs to a cluster center with a certain probability. In an iterative procedure, the
conditional probability of an observation belonging to a cluster is calculated, after which µk , Σk and πk are
updated. The intermediate results are evaluated based on the log-likelihood function while the process con-
tinues until convergence of the log-likelihood function. This results in cluster groups with parabolic shapes.
A more elaborate description of the Gaussian Mixture Model is given by Reynolds [130].

5.2.1.3 Maximum Dissimilarity Algorithm (MDA)

The Maximum Dissimilarity Algorithm is an efficient algorithm that creates a subset VN of the full dataset
of M observations that should represent the variability of the full dataset. The size of the subset N is pre-
defined. The subset vectors are chosen based on the maximum dissimilarity between the observations and
the subset members [114]. First, an initialization subset vector V1 is required. A good initialization vector is
the observation with the largest total distance to other observations [114]. This vector is transferred from the
observation matrix to the subset matrix, as is done for each new subset member. The next subset member V2

is the observation vector with the largest Euclidean distance to subset member V1. Subset members V3 to VN

are selected based on the maximum distance between observations and any of the subset vectors [34].

5.2.2. Cluster variables
A cluster algorithm requires M observations of N variables as input. The variables describe characteristics of
the observations. There are different ways to characterize the dataset described in Section 5.1.

Figure 5.5: An example of a reef profile in which two definitions for
the cluster variable are indicated: (1) the reef width and the reef
slope (morphological reef parameters) and (2) the depth at different
cross-shore locations (x=100 m, x=200 m, x=300 m and x=400 m)

1. Morphological parameters of the reef
A sophisticated method of characterizing the dataset
is to establish general reef parameters for each reef
profile (e.g. reef flat width, forereef slope) that serve
as input variables for the cluster analysis. de Souza
Pereira et al. [43] show good results with the clus-
tering of Brazilian beach profiles based on beach
morphodynamic parameters. However, the auto-
matic determination of general reef parameters for a
large number of reefs is not straightforward. Moska-
lik et al. [104] describe a method to classify differ-
ent sections of bathymetric profiles based on math-
ematical decompositions. This is, however, beyond
the scope of this research. Cluster analysis based
on morphological reef parameters is more suitable
for smaller datasets than the current US reef profile
dataset, such that profile parameters can be visually
identified.

2. Depth
An obvious cluster variable is the depth at different cross-shore locations as it is easily obtained from the
profile dataset (see Figure 5.5). Costa et al. [40] successfully classified 180 beach profiles based on similarity
between depth profiles. There are however downsides to this approach. Firstly, the translation of a depth
profile in cross-shore direction leads to large Euclidean differences between profiles while they show similar
characteristics. Also, larger scale topographic regions such as reef crests are problematic. These characteris-
tic features are undetectable when using the depth as cluster variable (except for when there are many reef
crests at approximately the same cross-shore location which is unlikely). Already shorter distance cross-shore
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translations of reef crests will result in a large dissimilarity between two profiles that are actually much alike.
What is more, the cluster centers show a tendency towards reefs with larger lengths. As cluster algorithms
require square matrices as input, all reefs are extended to the length of the longest reef by adding deep water
depth values to the vector. Because of this, observation vectors of short reefs are by definition fairly similar
as the bulk of the vector consists of the same value. Therefore, variations between shorter reef profiles will be
resolved less than variations in longer profiles.

5.3. Methodology

To transform the large, complex reef profile dataset into a clear overview of reef profile characteristics, sev-
eral cluster variables and cluster methods are examined to establish the optimal cluster algorithm. For this,
first a cluster method is chosen with which to investigate the different ways to define the cluster variables.
The Gaussian Mixture model has been deemed suitable for this as recent research on profile classification
showed the good performance of the Gaussian Mixture model in grouping ocean temperature profiles, which
are similar to our reef profiles [96]. In total, three different ways of defining the cluster variable are explored,
which are illustrated in Figure 5.6: the depth at regular cross-shore intervals, the normalized depth and the
depth at seaward increasing interval spacing. Additionally, two types of filtering are applied on the cluster
input data while using the depth at regular cross-shore intervals as cluster variable. For filter option (1), data
are filtered on the geographic region, after which the cluster analysis is applied on the different geographic
regions separately. For filter option (2), the input data are divided into bins with similar length, after which
clustering is applied on the different bins. In total, this gives five cluster variable options to examine.

Figure 5.6: Three ways to define the cluster variables; the depth at regular cross-shore intervals, the depth at seaward increased spacing
and the normalized depth

For all five approaches, the depth files are first adapted to increase the accuracy and topographic represen-
tation of the dataset. All bed level variations above +2 m are filtered out as they will not influence the wave
propagation and dissipation but do steer cluster centers in the wrong direction. Furthermore, large water
depths are less important for wave transformation processes, hence depths below - 20 m are also removed
from the dataset.

Once the cluster variable is established, the three different cluster methods (k-means, maximum dissimilarity
and the Gaussian Mixture model) are compared on their ability to represent the reef profile dataset with dis-
tinct geometric reef profiles. All tests are run for a relatively small amount of cluster centers (20 to 21 centers),
to obtain a clear image of the cluster centers that can be visually inspected and compared. Three indicators
are used to evaluate the performance of the different cluster variables and methods:

1. The distribution of profiles across the cluster centers. The objective is to find geometrically distinct pro-
files that represent a substantial part of the dataset. Therefore, groups of approximately equal size are
preferred. We are not looking for profile outliers that have a very distinct geometry but represent only
a few reef profiles.

2. The average root mean square error (RMSE) per cluster center. The RMSE gives an indication of the
profile variability within a clustered profile group. A low RMSE, or low variance, implies that profiles
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within a cluster center are very similar, which supports the validity of the cluster center to represent all
profiles in a group.

3. The Davies-Bouldin index. The Davies-Bouldin index is an internal evaluation scheme to investigate
how well profiles fit to their assigned cluster center and not to others. The lowest, nonnegative D-B
index indicates the best performance [42].

Ultimately, once both the cluster variable and cluster method is set, both the input (e.g. number of cluster
centers) and the results of the cluster analysis are further refined to obtain a good overview of the reef profile
shapes and the frequency of occurrence of different reef types.

5.4. Results

In this section, first the results of the analyses of possible cluster variables and cluster methods are presented,
after which the final steps to obtain the representative profiles are elaborated.

5.4.1. Results cluster variables

Five different cluster variables are investigated, of which an overview of the results is given in Table 5.2. These
results are explained in the next paragraphs.

Table 5.2: A summary of the performance of the five cluster variables in finding geometrically distinct representative reef profiles. The
distribution of the number of profiles across the cluster centers is judged with a grade between - - and ++, where - - indicates that profiles
are distributed very irregularly across the cluster centers. The weighted average root mean square error (RMSE) is the weighted average
of the RMSE’s of all cluster centers, taking into account the number of profiles that belong to the cluster centers. The Davies-Bouldin
index is an evaluation scheme to identify how well profiles fit in the cluster center and not to other cluster centers. A lower DB index
indicates a better performance of the cluster algorithm.

Distribution profiles Weighted average RMSE Davies-Bouldin index
across centers [- - to ++] [-] [-]

Regular depth - - 3.33 1.49
Normalized depth - 3.76 4.32
Varying grid resolution + 2.63 1.67
Geographic filtering - 3.78 5.03
Length filtering ++ 2.73 1.67

Regular depth The depth at regular intervals is taken as cluster variable. The results of the Gaussian Mix-
ture model with this cluster variable are displayed in Figure 5.7 and the accompanying Table 5.3. This table
shows the size of the represented dataset (number of profiles that belong to the cluster) and the average root
mean square error (RMSE) for the five shortest and the five longest cluster centers (the full table is displayed
in Appendix B). From Table 5.3 it is clear that cluster centers with a larger length represent a smaller number
of profiles with a higher accuracy (low RMSE) than the smaller length-scale cluster centers. This difference
in resolution is also illustrated by Figures 5.9 and 5.8, from which it is clear that much profile variability of
shorter profiles is lost.

Table 5.3: Cluster center characteristics; the size of the represented profile dataset, the average of the RMSE of all profiles in a cluster
center (RMSE 100) and the average of the 95 percentile lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 16 17 18 19 20
Size 11969 5704 4154 1201 1262 182 125 147 112 12
RMSE 100 3.87 3.58 3.80 3.48 3.07 2.18 2.11 1.53 1.20 1.12
RMSE 95 3.64 3.39 3.62 3.31 2.92 2.13 2.08 1.42 1.16 1.08



5.4. Results 51

Figure 5.7: Results of the cluster analysis with the GM model, with 20 cluster centers and the depth at regular cross-shore intervals as
cluster variable. The Davies-Bouldin index, an internal evaluation scheme to show whether cluster centers are well-defined (a lower
index indicates a better performance), is printed in red in the left upper corner.

Figure 5.8: Results of the cluster analysis with the GM model,
with 20 cluster centers and the depth at regular cross-shore in-
tervals as cluster variable, for cluster number 2

Figure 5.9: Results of the cluster analysis with the GM model,
with 20 cluster centers and the depth at regular cross-shore in-
tervals as cluster variable, for cluster number 17

Normalization The profile lengths (defined as the cross-shore distance between profile data points at +2
m and -20 m relative to the mean water level) are normalized, making all lengths equal to one. Information
on the original length of the profile is added as variable with a weighing equal to the weighing of the depth
vector. The results are depicted in Figure B.2 on page 124 (Appendix B). The advantage of the normalization
is that profiles with the same shape but with different length scales are grouped together. To a certain extent
this approach agrees with our goal of finding geometrically distinct reef profiles. Various topographic shapes
appear when using normalized profiles as input variable. However, Table B.2 shows that 10 of the 20 cluster
centers represent less than 100 profiles, indicating that the assignment of cluster centers is rather arbitrary.
This is quantified by the Davies-Bouldin index, which is much higher than for the regular profiles, indicating
that the cluster centers are ill-defined. Furthermore, the shorter profiles are again misrepresented, as they
are grouped into a large cluster with a high RMSE.

Varying grid resolution Regular intervals in cross-shore direction steer the solution towards longer reefs,
decreasing the resolution of smaller reefs. This accounts for both regular and normalized depths. With a
varying grid resolution depth variables are not equally spaced but determined at locations with increased
spacing in offshore-direction. This gives more weight to depths closer to the coast than to depths further
offshore. As can be deduced from Figure B.3 and Table B.3 in Appendix B, this does improve the resolution of
the shorter profiles compared to the regular depth intervals and the normalized profiles. The profiles are now
distributed more fairly across the cluster centers and the variability within the cluster group is significantly
reduced for the shorter profiles. The Davies-Bouldin index is however not lowered, indicating that cluster
centers are defined less clear due to the decreased number of input variables.
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Geographic filtering By geographic filtering of the dataset and performing cluster analysis for each region
separately, profiles with the same age and thus similar characteristics are grouped together. Cluster analy-
sis on these groups would thus result in more clearly defined cluster centers. However, many regions show
overlapping profile features, resulting in similar cluster centers (see Figure B.4 in Appendix B). Furthermore,
geographic regions with a larger profile variability, especially a variation in length, still show the tendency of
cluster centers to longer profiles (see Figures B.6 and B.7 in Appendix B for an illustration of this). Therefore,
geographic filtering does not significantly improve the cluster results.

Length binning The profile dataset is grouped into length bins, with increasing bin size for larger reefs. For
a first estimate of the effect of length filtering, the following length bins are created:
(0-250 m, 250-500 m, 500-1000 m, 1000-2000 m, 2000-4000 m, 4000-17000 m)
As shorter profiles are more suitable for restoration purposes than the very long profiles, the length bins are
chosen such that the resolution is improved for shorter profiles. From Figure B.5 and Table B.5 it is clear that
profiles are now more equally distributed across the cluster centers and that length filtering gives a favourable
RMSE value and Davies-Bouldin index.

Comparison Two promising options to characterize the reef profile dataset emerge for the preliminary
analysis: the varying grid resolution and the filter technique of dividing the cluster input data into length
bins and subsequent cluster analysis with the regular depth as cluster variable. As can be deduced from Table
5.2 they score very similar on the defined performance indicators. However, the advantage of length filtering
over the varying grid resolution is that with length filtering, all data points are retained, while with the varying
grid size, cluster variables are removed from the dataset to obtain the desired gradual increase in cross-shore
spacing between depth variables. This leads to very schematic overviews of the longer profiles. Therefore,
the analysis continues with the supervised classification of filtering the length before applying the cluster
analysis.

5.4.2. Results cluster methods
The three cluster methods are evaluated for depth profiles that are filtered on their length. The results are
displayed in Figures B.5, B.8 and B.9 in Appendix B, Section B.2, and summarized in Table 5.4. A quick scan of
results with the Maximum Dissimilarity Algorithm learns that, although the technique can serve as an input
reduction tool, clustering with MDA to obtain a concise overview of possible profiles is not accurate, which is
apparent from the uneven distribution of profiles across cluster centers, the high RMSE value and the bumpy
shapes of the cluster centers. This makes sense, as the MDA looks for the most diverse profiles without regard
for the probability of occurrence. Interestingly, k-means performs better than the Gaussian Mixture model
on the defined performance indicators (see Table 5.4), although the difference in performance is not very
significant. However, because the k-means algorithm is computationally more efficient than the Gaussian
Mixture model, k-means is used in the final cluster algorithm.

Table 5.4: A summary of the performance of the three cluster methods in finding geometrically distinct representative reef profiles. The
distribution of the number of profiles across the cluster centers is judged with a grade between - - and ++, where - - indicates that profiles
are distributed very irregularly across the cluster centers. The weighted average root mean square error (RMSE) is the weighted average
of the RMSE’s of all cluster centers, taking into account the number of profiles that belong to the cluster centers. The Davies-Bouldin
index is an evaluation scheme to identify how well profiles fit in the cluster center and not to other cluster centers. A lower DB index
indicates a better performance of the cluster algorithm.

Distribution profiles Weighted average RMSE Davies-Bouldin index
across centers [- - to ++] [-] [-]

k-means ++ 2.40 1.41
Gaussian Mixture Model ++ 2.73 1.67
Maximum Dissimilarity - - 5.71 1.66

5.4.3. Representative profiles
The results of the cluster variables and cluster methods have shown that to abstract geometrically distinct
representative reef profiles from a large reef profile dataset, the best results are obtained by dividing the full
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profile dataset into several length bins and applying the k-means algorithm on the different length bins sep-
arately. The analysis continues on these observations, further exploring the optimal length bin borders, the
number of clusters centers and the method to extract the final representative profiles. The steps that are exe-
cuted are elaborated below.

Determination of the length bins The profiles are sorted into length bins by inspecting the borders of dif-
ferent cluster centers for large length bin widths, determining the length-bin borders in such way that cluster
centers are not divided in two by the border (see Figure B.10 in Appendix B for an illustration of this). Five
length bins are distinguished.

Determination of the number of clusters To ensure that the topographic variability of the dataset is re-
tained, a large number of cluster centers is desired. However, for a compact overview of dataset character-
istics, few cluster centers are preferred. Based on several test runs with different numbers of clusters, it was
concluded that 10 to 15 cluster centers per length bin are a good balance between topographic variability and
compactness of the results. The exact number of clusters is decided by evaluating the Davies-Bouldin index
for the different numbers of cluster centers.

Extraction of representative profiles As the cluster centers are imaginary profiles that are not per se visible
in nature, they are converted to real profiles. This is done by extracting the profile that is most similar to
the cluster center by means of the minimum Euclidean distance. However, the results also show significant
variability within each cluster center. To capture this behaviour, additional clustering per cluster center was
performed, which did not lead to the desired improved topographic representation. By trial and error it was
concluded that the profiles similar to the 12.5, 25, 75 and 87.5 percentile do capture the smaller scale profile
variations, while still accurately representing the cluster center subset, see Figure B.11 in Appendix B for an
illustration of this. Here the profiles in a cluster center are labeled to one of the five representative profiles
based on the minimum Euclidean distance. Thus, in total five real profiles are extracted per cluster center.
The final results are displayed in Figures B.12 to B.21 in Appendix B, where for each length bin the cluster
centers are depicted separately, showing all profiles belonging to the cluster center, the confidence intervals
and the representative profiles.

Deduction of general profile characteristics All results are examined to deduce general profile character-
istics. Based on careful visual inspection, it appears that ten profile shapes are adequate to represent (almost)
all representative profiles. Profiles that are irreducible to simple generalizations are labeled as ’Not assigned’
in Table 5.5. The profile shapes are depicted in Figure 5.10. Table 5.5 gives an estimate of the frequency of oc-
currence of the ten profile shapes (ordered from high to low prevalence). This table is constructed by labeling
all representative profiles as one of the ten reef types and summing up the size of the dataset that corresponds
to the representative profiles.

Table 5.5: Reef types and their frequency of occurrence

Type 0 1 2 3 4 5 6 7 8 9 10

Description Not Straight Typical Barrier Convex Three-slope Concave Two-slope Two-slope Lagoon Offshore
assigned forereef crest

Nr. of profiles 631 9288 5543 4020 3413 3110 2264 768 762 211 148
Freq. of 0.02 0.31 0.18 0.13 0.11 0.10 0.08 0.03 0.03 0.01 0.00
occurrence

The ten profiles are shortly described as:

1. The ’straight’ reef type with a constant slope.

2. The ’typical fringing reef’ type where a distinct reef flat is apparent, followed by a relatively steep for-
ereef slope.

3. The ’barrier’ type, which shows a reef flat, followed by a mildly sloping region, a trough and then a
crest.
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Figure 5.10: The ten governing reef types of the US reefs, based on the inspection of cluster analysis results

4. The ’convex’ profile where the transition between the reef flat and the forereef is gradual, with an in-
creasing slope in offshore direction.

5. The ’three-slope’ profile, where two distinct, sharp increases in depth are connected by a flat or mildly
sloping shelf at depths significantly below the mean water level.

6. The ’concave’ reef type, where the slope is steep nearshore and gradually flattens in offshore direction.

7. The ’lagoon’ type, with a lagoon close to shore followed by a convex depth profile.

8. The ’two-slope’ profile, in which two regions can be discerned; a mildly sloping part closer to shore,
followed by a steeper forereef.

9. The ’two-slope forereef’, where the steep forereef is connected to the reef flat by an intermediate slope
region.

10. The ’offshore crest’, where a steep slope is interrupted by a clear bump in the profile.

Some critical notes can be made on these results, which are shortly described below.

• The cluster algorithm is not adequately fit to distinguish smaller scale reef features such as lagoons
and reef crests, as even shorter cross-shore translations of these features results in a large dissimilarity
between two profiles. Therefore, the estimation of the number of lagoon-type reefs is most probably
underpredicted.

• Typical reefs with a short reef flat (widths up to 50 m) are hard to distinguish as the profiles seem similar
to the straight reef profile. For this reason, the number of typical fringing reef-type profiles is likely
underpredicted. Furthermore, as a cluster center is the centroid of all observations in a clustered group,
the shape of the cluster center tends to become more gradual than is observed in nature. Figure 5.11
gives an illustration of this. For this reason, even if many profiles in a clustered group are regarded as
the typical reef profile, the cluster center can look differently. This problematic issue is partly resolved
by extracting the real profiles from the dataset instead of using the cluster centers directly.
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Figure 5.11: An illustration of how cluster center shapes seem smoother than the observations belonging to the cluster

• To calculate how many reef profiles each shape represents (Table 5.5), all reef profiles in a clustered
group are labeled to one of the five representative profiles. In this way, outliers are also labeled to
the reef shape to which it is most similar to, while in effect they look not much alike the particular
reef shape. Therefore, the numbers denoted in Table 5.5 mainly serve as a first order estimate of the
frequency of occurrence of different reef types.

Selection of reef shapes for the modeling study In the final step, the profiles to be used as input for the
subsequent modeling steps are determined by inspecting the profile shapes depicted in Figure 5.10 and the
reef type characteristics denoted in Table 5.5.

From Table 5.5 it is clear that profiles shapes 7 to 10 (two- slope, two-slope forereef, lagoon and offshore crest)
are rare shapes, with a frequency of occurrence of less than 3 percent. Next to that, the two-slope forereef pro-
file is similar to the typical profile and the convex profile, adding limited value when modeling this profile.
Therefore these shapes are excluded from the modeling studies.

Because of computational constraints, the full length of the barrier reef is difficult to model. As the shoreward
region of the barrier reef looks much alike the ’typical’ fringing reef, the typical reef is assumed to also rep-
resent the barrier reef type, leaving five reef types. These five shapes are observed to verify whether they will
distinctly affect the wave transformation process. While the straight, typical fringing, convex and three-slope
profile show distinct features, the concave profile is similar to the straight profile, showing only a difference
in shape at larger depths where wave dissipation is less affected by the profile shape. The shallower foreshore
of the concave profile compared to the straight profile will lead to a reduction in the short wave height and
possibly in setup and infragravity wave height as well, but this change in wave transformation is expected to
be small compared to the difference in wave characteristics between other profiles. Therefore, the concave
profile is also excluded from the modeling study. This leaves four dominant profiles: the straight, the typical
fringing, the convex and the three-slope shape, which account for 70 % of all the reefs surveyed in this study.
Of these four dominant reef types, the general characteristics are established and their natural variability is
denoted in Table 5.6, based on inspection of all representative profiles that are labeled to a certain reef type.
Figure 5.12 gives an overview of the characteristics mentioned in this table. Figure 5.12 and Table 5.6 will help
to select the input reef profiles for the modeling study that is described in the next chapter.

Table 5.6: The natural variability of the different reef shape types

Type 1 2 3 4

Description Straight Typical Convex Three-slope

Characteristic 1 Reef slope: Reef flat width: Reef width: Nearshore slope:
0.01-0.7 50-4000 m 300-3000 m 0.02-0.1

Characteristic 2 Forereef slope: Flat width:
0.01-0.5 500-1000 m

Characteristic 3 Flat depth:
-4 to -10 m

Characteristic 4 Offshore slope:
0.01-0.2



56 5. Reef profile classification

Figure 5.12: The characteristics of the 4 dominant reef shapes denoted in Table 5.6 visualized

5.5. Conclusion and Discussion

Several clustering methods have been applied to different cluster variables extracted from the reef profile
dataset of US reefs. The supervised classification technique of grouping reefs based on lengths and subse-
quent cluster analysis with the k-means model on the separate subgroups returns cluster centers that give a
good overview of the larger scale reef characteristics. The following extraction of five representative profiles
per cluster center gives insight into the smaller scale profile variability, albeit with some limitations. The in-
spection and labeling of all representative profiles leads to the distinction of 10 dominant reef shapes and a
first order estimate of their frequency of occurrence. Four of these profiles have been deemed suitable for
subsequent modeling studies as their frequency of occurrence is relatively high and their features distinct
from each other: the straight, the typical fringing reef, the convex and the three-slope profile. Together, these
reefs represent 70 % of the reefs surveyed in this study. The natural variability of these shapes is denoted,
which will be used to select the input bathymetries for the numerical simulations in the next chapter, which
will be based on the schematized reef shapes.

The insight gained into the reef profile variability is the foundation for subsequent modeling steps. But of
equal importance is the increase in knowledge about the predominance of different reef shapes. Often, a reef
shape is assumed without a specification of its frequency of occurrence (e.g. Gourlay [56] and Buckley et al.
[33]), which can now be substantiated based on the cluster analysis results. Furthermore, reef shapes have
been identified that have been granted little attention in research, while often observed in nature. This gives
rise to new lines of research.

It should be emphasized that the obtained reef shapes are a highly schematized version of the reef profiles.
The actual reef profiles often consist of smaller scale undulations, which could in turn also affect the wave
transformation process. Furthermore, the calculated frequency of occurrence is only a first order estimate
and could be analyzed in more depth.
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Numerical Simulations

Numerical simulations have been carried out to assess the
effect of varying reef geometries and restoration configurations
on wave transformation and flooding of reef fronted coastlines
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coastal hazards
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6
Methodology

To gain insight into the effect of both varying reef profile shapes and restoration configurations on wave
transformation and flooding at low-lying reef coastlines, a numerical hydrodynamic model needs to be set
up. The model should accurately capture the dominant physics of the reef system, while minimizing the
computational effort to obtain satisfactory results. In this chapter, we explain the method to establish a well-
functioning hydrodynamic model, elaborating on the choice of model, the model setup with which to gener-
ate reliable results and post-processing methods.

6.1. Hydrodynamic model

Typical observations of reef hydrodynamics include significant low-frequency wave motions, a distinct setup
across the reef flat, sea-swell wave breaking, reflection and wave transformation at the steep reef interface and
substantial frictional wave dissipation. Buckley et al. [31] studied the skill of different nearshore wave models
(XBeach [138], SWASH (Simulating WAves till SHore) [175] and SWAN (Simulating WAves Nearshore) [26]) in
predicting wave transformation across steep reef environments by comparing numerical model outcomes
to laboratory observations. They concluded that the reef-specific processes are accurately captured by both
XBeach (see Roelvink et al. [138]) and SWASH (see Zijlema et al. [175]), models that have been validated for
reef-lined coasts (e.g. Zijlema [174], Pomeroy et al. [122], Quataert et al. [125]). Of course, other models
exist with similar characteristics, however as the aforementioned models are developed by Deltares, the TU
Delft and UNESCO-IHE, all Dutch-based institutions, these models are selected for further inspection. Below,
the choice of model, including the important model options, is elaborated by examining the required wave
resolution, the numerical efficiency, the dimensional space and the method of vegetation modeling.

Wave process resolution A choice must be made between the short wave-resolving models, where individ-
ual short waves are modeled (both SWASH and XBeach non-hydrostatic mode are capable of this), and short
wave-averaging (long wave -resolving) models (XBeach-surfbeat mode), in which short wave height varia-
tions on the wave group scale are solved. Van Dongeren et al. [160] showed the good predictive skill of the
XBeach-surfbeat (XB-SB) model, a long wave-resolving model, in simulating the IG wave dynamics at reefs,
both the generation mechanism and decay due to frictional wave dissipation, as well as the runup and run-
down of infragravity waves. Lashley et al. [83] investigated the validity of this short-wave averaged model
to predict wave transformation and wave runup at reef coasts by comparing the XB-SB model to the short
wave-resolving nonhydrostatic XBeach model (XB-NH). They concluded that XB-NH systematically under-
predicts the setup across the reef while accurately representing Hr ms , in contrast to the XB-SB model where
the setup is accurately predicted while the wave energy on the reef flat is overestimated. Furthermore, Lashley
et al. [83] observed that both the XB-SB and XB-NH model accurately capture the extreme runup under vari-
ous hydrodynamic conditions (while the short wave runup component is not included in the XB-SB model),
as the runup was dominated by low-frequency waves. The shortcoming of the XB-SB model to not include
the short wave runup component was highlighted by Gawehn [52], who, in contrast to Lashley et al. [83],
concluded that a short-wave resolving model is key to accurately predict the runup. As the different runup
components (the setup, short, IG and VLF wave components) are of interest in this research, here also a short
wave-resolving model is adopted.
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Resolved physics Since the initiation of short wave-resolving model development, Boussinesq type mod-
els have been the primary focus of attention [176]. In contrast to the shallow water equations, the Boussi-
nesq type equations include frequency dispersion and non-linear wave field evolution [176]. Among others,
Nwogu and Demirbilek [113] validated a Boussinesq type model with laboratory data of fringing reefs, show-
ing that the model accurately captures nonlinear wave-wave interactions and runup. However, Zijlema et al.
[176] argue that their non-hydrostatic model (SWASH) is even more skilled to model wave transformation
processes on the scale of individual short waves, by incorporating an efficient numerical scheme with an
improved description of the wave breaking process. The early version of SWASH [176] was thereafter incor-
porated in the XB-NH model, making the two models, when used in 1D, highly similar.

Dimensional space Van Dongeren et al. [162] investigated low-frequency dynamics across a fringing reef
using both a 1D and 2D XBeach model, to test the predictive skill of the differing model settings. With the
two-dimensional model, wave-driven circulation cells were observed that induce a reduction in setup, which
in turn leads to realistic friction coefficients that were used to calibrate the model with field data of the Ninga-
loo reef. These wave-driven flows are not captured by the 1D model, rendering the model more sensitive to
calibration options. However, the 1D model was concluded to be able to capture the important hydrody-
namic processes. As 2D models are computationally more expensive and require significantly more time to
construct, the 1D model is assumed to sufficiently capture the desired phenomena.

As can be concluded of previous paragraphs, a 1D, non-hydrostatic phase-resolving model meets our mod-
eling requirements, making both XB-NH and SWASH equally suited. However, as this research continues
on work by among others Pearson [116], Gawehn [52] and Quataert [124], who successfully used the XB-NH
model to simulate wave transformation and runup on reef lined coasts, the XB-NH model is chosen.

Vegetation modeling Wave dynamics are considerably affected by the coral canopy, as was discussed in
Section 2.2.2, Chapter 2. There are two options to model this canopy in XBeach. Firstly, a canopy flow model
can be implemented, in which flow through the canopy is solved, based on which the canopy drag force is
determined that causes the dissipation of waves [142]. Secondly, the dissipation by vegetation can be cap-
tured by adjusting the bottom friction coefficients. Rooijen et al. [142] studied the skill of a canopy flow model
coupled to the XBeach non-hydrostatic model and concluded that the accuracy of the wave height prediction
is increased compared to the bottom friction approach, although similar results can be obtained by the cali-
bration of friction coefficients. A disadvantage of the canopy model is that much information about the coral
canopy structure is required, which is often not available, making the bottom friction approach easier to im-
plement. Furthermore, the canopy flow model is less validated than the bottom friction approach [142]. As
this research does not focus on individual coral species but on the overall effects of frictional wave damping
across restored coral sections, the bottom friction approach is deemed better suited.

6.2. Input selection

To capture the effect of the reef geometry on wave hydrodynamics, different bathymetries are selected to serve
as input for the modeling study. Furthermore, to assess whether coral restoration enhances coastal safety by
reducing the runup, various restoration configurations are modeled. This leads to a wide variety of bathymet-
ric inputs, that are all subjected to different hydrodynamic forcing conditions. Below, the chosen parameter
space of the bathymetric and hydrodynamic input is elaborated. In the decision of the parameter space to
be modeled, a trade-off must be made between the computational costs (storage and run durations) and the
required variation in input conditions to be able to make conclusions on the effects of differing geometries
and restoration configurations on nearshore hydrodynamics.

6.2.1. Bathymetry
The bathymetric input is selected based on the results of the cluster analysis, in which four dominant reef
shapes are established (see Figure 5.12), of which the observed natural variability in profile characteristics is
denoted in Table 5.6. For each reef shape, a number of parameter variations is modeled to include the natural
variability of the profile shape. This number is limited to reduce the model input, as the primary research
interest is the effect of the different restoration configurations, which requires numerous simulations in itself.
Nevertheless, the selected profile variations should give a good first impression of the reef geometry control.
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The four profile shape configurations are elaborated below. All profiles are modeled for a 1:12 beach slope,
adopted from Lashley et al. [83].

Typical fringing reef profile The typical fringing reef profile is described by its reef flat width and forereef
slope. The effects of varying reef profile parameters on wave transformation and runup have been extensively
studied by Pearson [116]. For this reason, only four profile variations are modeled, varying the slope (0.1 and
0.5) and the width (100 and 250 m), in which the smaller widths are chosen for computational efficiency.

Convex profile In effect, the convex profile is a variation of the typical fringing reef profile, in which the
sharp transition between the forereef and the reef flat has been smoothed. To investigate the difference be-
tween the smoothened convex profile and the typical profile, the convex profile is modeled for a single slope
of 0.1 and two reef widths (100 and 250 m). The convex profile, relative to the typical reef profile, is illustrated
in Figure 6.1.

Figure 6.1: Input geometries of the convex reef profile

Straight profile As can be deduced from Figure 5.12 and Table 5.6, the straight profile is described with one
characteristic, the slope, which is observed to range from a value of 0.01 to 0.7. To capture this variability, the
straight profile is modeled with three different slopes: 0.025, 0.1 and 0.5.

Three-slope profile The three-slope profile, in which a sharp nearshore slope is followed by a shelf, shows a
large natural variability, with varying shelf widths, shelf depths, and differing nearshore and offshore slopes.
As shelfs at larger depths have little influence on wave transformation, and as the depth at which coral restora-
tions can be executed (see Section 6.2.2) is between 2 and 7 m, a shelf depth of 5 m is chosen. Shelf widths
of 100 and 250 are modeled to be able to compare the influence of the shelf width to the reef flat width. Both
offshore and nearshore slopes are set at 0.1 in order to compare the effect of the three-slope profile to the
straight profile.

6.2.2. Restoration configurations

For each profile type, different restoration configurations are designed, based on restrictions of coral restora-
tion works and the existing reef morphology. Several restrictions have been set for coral restoration based
on consultation of the United States Geological Survey (USGS), a US scientific agency, which are elaborated
below.

Restoration depth Restorations are mostly performed at depths between two to seven meters. The upper
boundary is set by ecological constraints; coral cannot grow in very shallow areas as seawater temperatures
rise quickly for low water depths, which the coral cannot survive. The lower boundary is set by operational
constraints, as coral restoration works at large depths are expensive and less efficient as both frictional and
wave breaking dissipation are smaller at larger water depths.
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Restoration height As discussed in Section 2.3, two types of restoration exist, the natural restoration (coral
transplantation, commonly referred to as green restoration) and the artificial restoration (artificial reef con-
struction, also referred to as grey restoration). The former is assumed to create an increase in bed level of 0.25
meters, whereas the artificial reef is assumed to increase the bed level by 1.25 m.

Restoration width The effects of reef restorations are modeled for three different reef widths: 5, 10 and 25
meter. The width of the restored area is constricted due to the costs. The artificial reef widths are restricted to
5 and 10 meter as costs of this restoration technique are higher than for the natural restoration.

Restoration location Restorations at different cross-shore locations are investigated, of which the exact
locations are displayed in Figure 6.2. These locations are chosen based the restoration depth constriction. It
should be noted that restorations at the reef flat (for the typical reef and the convex reef) are only modeled
for water depths above 2 m, as restored sections at the reef flat that are often exposed to shallow water depths
are not viable. Furthermore, simulating restorations that reach above mean water level increases the chance
of computational instabilities.

Figure 6.2: Restoration locations across the different reef shapes

Restoration roughness Restorations significantly increase the bottom roughness. Appropriate values for
the friction coefficient are determined based on the paper of Storlazzi et al. [151], were different friction coef-
ficients were established for different percentages of coral cover. Here, a friction coefficient of 0.1 is assumed
for restored areas (50 % coral cover) and 0.01 for the other parts of the reef (no coral cover).

6.2.3. Hydrodynamic conditions

To investigate the effect of the reef geometry control and restoration works under varying forcing conditions,
different water levels, wave heights and wave periods are imposed on the model.

Offshore water level The water level is a critical parameter in reef hydrodynamics. It controls among others
the frictional wave damping, wave breaking dissipation, the IG wave generation and the setup. To account for
varying tides, possible sea level rise and other water level variations, different water levels relative to the beach
toe are modeled. Reasonable values for water level variations are deduced from Kolijn [82], who concluded
that reef water levels of 68 investigated reef sites often range between 0 and +2.5 m relative to the reef flat,
with tidal excursions of 0.5 to 1 m. For the purpose of restoration for coastal protection, shallow water depths
are not of interest as runup at the coast is expected to be small. Therefore offshore water levels of 0.5, 1 and 2
m are modeled.

Offshore wave height Coral restorations are expected and designed to increase coastal safety for moderate
storm events. Wave heights corresponding to these storm events vary significantly across reef lined islands.
The database of Kolijn [82] showed that significant wave heights of random measured storm events vary be-
tween approximately 1 and 4.5 meters, while Quataert et al. [125] observed maximum wave heights of 6 m.
Therefore, offshore wave heights of 2, 4 and 6 meters are modeled.
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Offshore wave period As can be concluded from the data analysis (Chapter 4) on XBeach simulations by
Pearson [116] of fringing reefs, the wave period strongly affects reef hydrodynamics and runup in particular.
The effect of the wave period is best included by incorporating different values for the wave steepness, that is
defined as:

s0 = H0

L0
= H0

g T 2
0

2π

(6.1)

The wave steepness is a measure of the sea state. A low wave steepness (0.01) indicates a swell event, whereas
a high steepness (0.05) corresponds to locally generated storms. Therefore, values of 0.01 and 0.05 are mod-
eled for the wave steepness, which corresponds to the following wave periods:

Table 6.1: Wave periods corresponding to different combinations of wave heights and wave steepness factors

H (m)
2 4 6

Steepness 0.01 11.32 16.02 19.6
(-) 0.05 5.06 7.16 8.77

6.3. Model setup

The setup of the one-dimensional, non-hydrostatic XBeach model, that is run for different input bathyme-
tries and forcing conditions, requires attention to the computational grid, the generation of boundary condi-
tions, the important parameter settings and the output selection.

6.3.1. Computational grid
A computational grid is constructed in consideration of several factors. Firstly, XBeach-NH does not solve the
exact dispersion relation, but an approximation of it. This approach was shown to approximate linear wave
theory well for values of kh (=2*π/L * h, where L is the wave length and h the depth) below 1 [149] (shallow
water). Therefore, depths should not be larger than this limit. Hence, the offshore depth is determined by the
dispersion relation as well as the wave height to depth ratio, as waves should not enter the domain and break
instantly.

The grid size determines what part of the high-frequency end of the spectrum is captured by the model. The
grid points per wave length are set at 64. At each location, the maximum grid size is determined based on
the local wave length and the number of grid points required per wave length. XBeach determines the time
step required for Courant number stability based on the grid size, from which it follows that small grid sizes
drastically increase simulation times due to the small allowed time steps.

Along the beach, grid resolution is high until the maximum expected runup, which is assumed to be two times
the incoming offshore wave height, based on maximum runup heights observed by Pearson [116]. From
this point up to the beach crest, grid resolution decreases again for computational efficiency. Behind the
beach crest, a negative slope is applied to prevent eventual overtopping volumes from flowing back to the
sea. Overtopping reduces the runup and therefore scatters the results. To monitor whether overtopping
occurs and runup is underpredicted, overtopping volumes are measured with a discharge meter on top of the
beach crest.

6.3.2. Boundary conditions
At the offshore boundary, a wave time series is imposed that should represent the deep-water sea state. This
time series is computed by XBeach based on the JONSWAP spectrum, requiring the significant wave height
and frequency, the spectral shape and the directional wave spreading coefficient as main input. The wave
height and period are varied, the spectral shape is set at 3.3 (the default value for wind seas) and the direc-
tional wave spreading at 100.000 (the value to indicate zero directional wave spreading). In our case, several
unique time series of half an hour are created, implicating that the longest possible wave in our domain has
a wave period of half an hour. The model run duration is set at three hours, to be able to make a fair estimate
of the runup (R2%) value. In three hours, approximately a thousand peaks of 10 s waves can be captured,
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enough to accurately predict the R2% value. The resolution decreases for longer period waves, making the
prediction of the IG and VLF component of the runup less accurate. For each combination of hydrodynamic
input parameters, the time series is computed by XBeach and reused in all simulations with equal hydrody-
namic forcing, to be able to systematically compare results of different reef geometries and restorations. For
all simulations, an equal spin-up time of one hour was incorporated, based on the analysis of spinup times
of reefs with differing reef widths by Pearson [116], who concluded that reefs up to 1500 m in width require
a spinup time of less than an hour. During this time, waves that are generated at the offshore boundary will
have traveled across the domain, ensuring that everywhere on the reef wave energy is present.

6.3.3. Parameter settings
All parameter settings of XBeach are mentioned in the ’params’ file, of which an example can be found in
Appendix C. Most parameters are set at their default value. Roelvink et al. [139] note that the most sensitive
parameter is the maximum breaker steepness (maxbrsteep), the parameter that determines where the non-
hydrostatic correction is turned off, defined as the wave height to water depth ratio. Its optimal value is found
at 0.4.

6.3.4. Output selection
Different parameters can be selected as output by XBeach. For global output, output is given at each x-grid
location at a user specified output time interval. Point output gives output at specified output locations, for
which the output time can be reduced without increasing the storage too much. Point output is specified at
the following locations:

• Offshore
• At 5 meters below the beach toe elevation
• At the reef crest/ shelf edge (if present)
• At the mid-flat/ mid-shelf (if present)
• At the inner edge of the shelf (if present)
• At the beach toe
• At 0.5 m seaward of a restoration
• Halfway the restoration
• At 0.5 m shoreward of the restoration

The water level, bed level and velocity are given as output parameters, based on which wave heights (dif-
ferent components and a distinction between incoming and outgoing wave heights) and the setup can be
determined. Runup is determined by a runup gauge, while a discharge meter at the top of the beach records
whether overtopping occurs.

6.4. Post-processing methods

The XBeach output is post-processed to obtain the R2% value, the runup components, the SS, IG and VLF
wave height components (the total, the incoming and outgoing wave heights) and the setup. The R2% value,
the runup with a 2 % exceedance value, as well as the R2% value of the SS, IG, VLF and setup component of
the runup, are calculated based on water level time series of the runup. The setup component is obtained
by extracting the offshore water level from the mean water level. The SS, VLF and IG runup components are
obtained from the detrended water level time series by spectral composition, where the cutoff frequencies of
0.04 (cutoff between SS and IG waves) and 0.004 (cutoff between IG and VLF waves) determine which part
of the variance spectrum belongs to which component. The total water level results are sorted in ascending
order to select the 2 % exceedance value.

At each cross-shore location, wave height components can be discerned based on spectral analysis of local
water level time series. Furthermore, water level time series can be splitted into incoming and outgoing water
level time series based on the method of Guza et al. [60], using water level elevations and velocities.
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Reef geometry control on nearshore

hydrodynamics

7.1. Introduction

The control of the typical fringing reef geometry (e.g. slope of the forereef, reef flat width) on wave transforma-
tion and dissipation has been intensively studied (e.g. Gourlay [56], Nwogu and Demirbilek [113], Pomeroy
et al. [122] and Cheriton et al. [37]). To a lesser extent, profiles with a slight deviation from the typical fringing
reef profile have been modeled as well (e.g. Massel and Gourlay [93], Costa et al. [40] and Kench and Brander
[78]). The reef profile classification of US reefs demonstrated the presence of other prominent reef shapes
than the typical fringing reef, which show a relatively high frequency of occurrence and expectedly distinct
hydrodynamic behaviour: the straight reef profile, the convex shape and the three-slope profile. Therefore,
numerical simulations have been carried out to investigate the effect of varying reef geometries on wave
transformation and runup at the coast. The input selection and model setup have been described in Chapter
6 (Methodology). Below, the XBeach results of the geometry control are elaborated for each profile shape.

7.2. Results

In this section, wave transformation and runup are analyzed for the four reef shapes. First, an analysis of
typical fringing reef wave characteristics is made, as these observations can be supported by literature and
the conceptual model results (Chapter 4). Next, the hydrodynamics of the convex, straight and three-slope
profile are analyzed and compared to the typical fringing reef profile.

For each profile shape, the wave height transformation across the different profile configurations (differing
widths and slopes) is depicted for one hydrodynamic condition, for which median input conditions are cho-
sen: a wave height of 4 m, a water level of 1 m and a wave steepness of 0.05 (wind-sea) (Figures 7.1, 7.3, 7.6
and 7.8). Next to that, the influence of varying hydrodynamic conditions and profile parameters on runup is
illustrated for each profile shape (Figures 7.2, 7.4, 7.7 and 7.9).

7.2.1. Typical fringing reef profile
The results of the XBeach simulations for the four typical fringing reef profile configurations are depicted in
Figure 7.1. This figure gives insight into the IG and VLF wave generation at the reef crest, reflection against
the reef crest, wave dissipation across the reef flat and the frequency shift throughout the domain, as well as
the influence of differing dimensions of the typical fringing reef profile on the final runup height. The obser-
vations that are elaborated below are in line with the literature review and conceptual model results.

Waves are generated at the offshore boundary, where a unimodal JONSWAP spectrum is imposed in which
most energy is contained in the SS band. At the steep interface of the forereef, a second spectral peak ap-
pears near the lower frequencies, the infragravity motions that are found to be primarily generated by the
breakpoint generation mechanism on steep (>1:20) forereef slopes [30][94]. This generation mechanism is
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Figure 7.1: Wave transformation ((a) - (d)) and runup (e) across four typical fringing reef profile configurations. The colours depict the
different wave components (short, infragravity and very-low frequent waves) and the setup. The marker shapes depict either incoming
or outgoing waves calculated from point output data of XBeach. The different line plots depict either total, incoming or outgoing wave
heights obtained from the global XBeach data. The difference between point output data and global data is attributed to the output
resolution of the global data (output is generated every 2 seconds), which is smaller than the point output data (output is generated
every second).

thoroughly analyzed in Section 4.2.2, from which it was concluded that the height of the IG waves is pri-
marily dependent on the forereef slope, the water level, the wave height and the wave period, in accordance
with the recent study of Masselink et al. [94]. This conclusion is supported by subplots (a) and (c) of Figure
7.1, from which it is clear that the IG wave height increases with increasing forereef slope. The VLF motions
show similar patterns, with a drastic increase in wave height for the 1:2 slope, in accordance with the study
by Gawehn et al. [53] who noted the VLF wave height increase as a result of the breakpoint mechanism. In-
terestingly, the VLF motions show divergent growth patterns across the reef flat for the different geometries.
For the 1:2 slope (subplots (c) and (d)), a progressively increasing VLF wave height across the reef flat is ob-
served, with increasing wave heights for larger widths. Across the 1:10 slope (subplots (a) and (b)), VLF wave
heights are progressively damped. Gawehn et al. [53] studied growth patterns of VLF waves across a fringing
reef flat at Roi Namur, where VLF waves were found to either show resonant, standing, progressive growing
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or progressive dissipative behaviour. For water depths larger than 0.5 m, they mainly observed VLF waves
that are growing in amplitude shoreward of the reef crest, which could explain the observed behaviour of
the VLF waves in subplots (c) and (d), supported by the fact that the frictional coefficients are low and the
setup across this profile large. The progressive dissipative behaviour is spotted in subplots (a) and (b), where
incoming VLF waves as well as the setup are lower.

Across the reef flat both low and high frequency waves are dissipated by frictional wave damping and wave
breaking dissipation. Close to shore, the peak of the energy is fully shifted to the lower frequencies, the short
waves being largely dissipated. The influence of the reef flat width is evident from the larger SS and IG wave
dissipation across reefs with equal forereef slope but larger reef widths. Furthermore, as the wave breaking
zone is more confined for steeper slopes, radiation stress gradients increase and hence the setup, which fol-
lows from the comparison of setups of subplots (a) and (c) (and (b) and (d)). The increase in setup leads to an
increase in maximum stable short wave height across the reef flat, leading to larger short wave heights at the
beach toe for steeper forereef slopes.

At the steep forereef and the relatively steep beach, waves are reflected. Reflection increases for lower fre-
quency waves and steeper bed slopes [15]. This is supported by the plotted incoming and outgoing wave
heights for the different topographies. The steeper forereef configurations (subplot (c) and (d)) drastically
increase the reflection of IG waves that are generated just offshore of the reef edge, which is apparent from
the large outgoing wave heights at the forereef. Even shorter period waves are reflected off of this steep bed.
This does not occur for the more gentle slopes of subplots (a) and (b). The reflection of IG waves and VLF
motions at the beach is also significant, which leads to an overall increase in IG and VLF wave heights across
the reef flat.

Figure 7.2: The effect of varying hydrodynamic conditions and profile parameters of the typical fringing reef on the different runup
components: the water level, wave height, wave steepness, forereef slope and reef width, respectively

In subplot (e) of Figure 7.1 the runup spectra are depicted for the four different geometries under one hy-
drodynamic forcing condition, while in Figure 7.2, the effect of varying boundary conditions and profile pa-
rameters on runup is displayed. The runup at the typical fringing reef profile has been extensively inspected
in Section 4.2.3 (see Figure 4.7), of which the observations are confirmed by Figure 7.1 and 7.2: Larger wave
heights, lower steepness values and larger forereef slopes drastically increase the setup, the IG and the VLF
wave components of the runup, while larger reef widths slightly decrease both the SS, IG and VLF component
of the runup. For similar XBeach simulations of a fringing reef, Pearson et al. [117] noted a larger dependence
of runup on the reef width, which is to be expected due to the higher modeled friction coefficients.
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7.2.2. Convex profile
Two configurations of the convex profile are modeled, which are displayed in Figure 7.3. In general, the mech-
anisms underlying the hydrodynamics of the convex profile are similar to the typical fringing reef profile, such
as the IG generation by the breakpoint, the distinct setup zone, the wave height decay across the reef flat and
the shift of the energy peak from the high frequencies to the lower frequencies. Below, most important obser-
vations that distinguish the convex reef from the typical fringing reef profile are elaborated.

Figure 7.3: Wave transformation ((a) - (b)) and runup (c) across two convex reef profile configurations. The colours depict the different
wave components (short, infragravity and very-low frequent waves) and the setup. The marker shapes depict either incoming or outgoing
waves calculated from point output data of XBeach. The different line plots depict either total, incoming or outgoing wave heights
obtained from the global XBeach data. The difference between point output data and global data is attributed to the output resolution
of the global data (output is generated every 2 seconds), which is smaller than the point output data (output is generated every second).

The main characteristic of the convex profile is the smoothed reef edge, where the depth decreases gradually
compared to the typical fringing reef profile. The gradual shoreward decrease of the depth causes a grad-
ual decay of the incident short wave height, which induces lower radiation stress gradients than the typical
fringing reef profile, hence a significantly lower setup of the water level across the flat. As a result of reduced
frictional wave dissipation across the flat, due to larger water depths at the reef edge of the convex profile,
beach toe SS wave heights are larger at the convex profile.

The maximum incoming IG wave height of the convex profile (offshore of the reef crest) is approximately
equal to the typical fringing reef profile (see Figures 7.1 and 7.3). Shoreward of the reef edge, however, IG
wave heights are larger for the convex reef. This could be caused by several factors. Firstly, the steeper reef
interface of the typical fringing reef profile leads to larger reflections of the IG and VLF motions, which can
result in larger total IG wave heights offshore of the reef crest for the typical fringing reef and lower IG wave
energy across the flat. Furthermore, the smooth convex profile leads to a more gradual decay of IG waves, that
slowly adapt to the decreasing depths, whereas IG waves have been noted to dissipate energy at the steep reef
edge of the typical fringing reef profile, possibly due to wave breaking [162]. Also, frictional wave dissipation
is larger for the shallow water depths above the reef flat of the typical reef. These three factors are assumed to
cause the IG wave height of the convex profile to be slightly larger than the typical fringing reef profile values.
The very-low frequency motions across the convex reef show a similar, progressively damped behaviour as
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the 1:10 sloped typical fringing reef profile.

Total runup values for the two convex profiles under one forcing condition, which are displayed in subplot (c)
of Figure 7.3, are lower than for the two typical fringing reef profiles with similar slope (1:10) and widths. The
runup spectra, however, show an increase in low frequency runup at the convex coast compared to runup at
the typical fringing reef. In Figure 7.4 the different runup components, under varying forcing conditions, are
displayed to investigate the cause of the total runup decrease. In order to make a fair comparison between
the convex profile and the typical fringing reef profile, Figure 7.2 is replotted after filtering out slope values
of 0.5 (see Figure 7.5). From the inspection of Figures 7.4 and 7.5, it is clear that the decrease in runup is the
result of a decrease in setup, whereas the contribution of the IG component slightly increases for the convex
profile, which is the result of both slightly larger IG and SS beach toe wave heights for the convex profile.
Runup at the convex profile responds less to water level variations than the typical fringing reef profile due
to the smoothed profile, where the setup does not decrease significantly with increasing water levels. To the
other boundary conditions (the wave height and the steepness) and profile parameters (the reef width), the
runup at the convex profile responds similarly to the typical fringing reef profile.

Figure 7.4: The effect of varying hydrodynamic conditions and profile parameters of the convex reef on the different runup components:
the water level, wave height, wave steepness and reef width, respectively

Figure 7.5: The effect of varying hydrodynamic conditions and profile parameters of the typical fringing reef on the different runup
components, filtered for a slope of 0.1

7.2.3. Straight profile
The physics of the straight reef profile are distinctly different from the typical fringing reef profile. Without
the reef flat acting as a buffer between the wave breaking point and the swash zone, large runup values are
registered as waves break close to shore and plunge at the steep beach. The wave transformation and runup
across the straight profile are displayed in Figure 7.6 for the three different slopes.
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Figure 7.6: Wave transformation ((a) - (b)) and runup (c) across three straight reef profile configurations. The colours depict the different
wave components (short, infragravity and very-low frequent waves) and the setup. The marker shapes depict either incoming or outgoing
waves calculated from point output data of XBeach. The different line plots depict either total, incoming or outgoing wave heights
obtained from the global XBeach data. The difference between point output data and global data is attributed to the output resolution
of the global data (output is generated every 2 seconds), which is smaller than the point output data (output is generated every second).

The transformation of incident short waves across straight profiles (with slopes of 0.1 and 0.5) is similar to
wave transformation over the typical fringing reef up to the point of the reef crest. However, for straight
profiles, waves encounter the beach immediately after. The rapid wave breaking dissipation leads to a large
setup against the shore, with values that exceed the maximum setup at the typical reef, allowing waves to
travel further up the coast. This is apparent from the distance between the beach toe (y=0 in Figure 7.6) and
the point where wave energy and setup are zero; this point has shifted onshore for the straight profile. Across
the straight profile with a slope of 0.025, incident waves decay more gradually due to the gentle slope, result-
ing in a much smaller setup.

The IG wave transformation plots across the straight and typical fringing reef profiles show, again, similar
patterns and magnitudes offshore of the reef edge. For the straight profile slopes of 0.1 and 0.5, the IG wave
energy increases up to a point shoreward of the breakpoint location, where they lose energy, presumingly
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due to wave breaking. Behind this point, IG wave energy increases again, possibly due to transfer of energy
between SS and IG waves, as was observed in Section 4.2.3, where an energy transfer between SS and IG was
apparent between the beach toe and the swash zone. At the gentle straight slope of 0.025, the peak in IG
wave energy is less pronounced, as expected since the breakpoint generation mechanism is more effective
for steeper slopes [94]. The reflection of IG waves at the steep interfaces of the straight profile is similar to the
typical fringing reef profile with a short reef flat length.

The incoming VLF motions across the straight profiles with slopes of 0.025 and 0.1 show characteristics simi-
lar to the typical fringing reef profile. The offshore present VLF motions are dissipated across the reef, with no
apparent energy input. For the steep slope of 0.5, an increase in VLF motions is visible, similar to the typical
fringing reef profile. The reflection of VLF motions at the beach is, interestingly, largest for the gently sloping
profile (slope of 0.025). An explanation for this could be the rapid steepening of VLF waves at the steep slopes
which causes wave breaking, whereas VLF waves are dissipated across the gentle straight slope, after which
large part of their energy is reflected at the beach.

Figure 7.7: The effect of varying hydrodynamic conditions and profile parameters of the straight reef on the different runup components:
the water level, wave height, wave steepness and forereef slope, respectively

As can be deduced from subplot (d) of Figure 7.6, runup is larger for steeper straight reefs. Interestingly, the
runup spectra in this figure show the high VLF wave energy present at the 1:40 sloping profile. The exact cause
for this cannot be extracted from the current results. It could be a related to the nearshore wave steepness,
or to limited breaking of VLF waves, or an other mechanism. Runup at the straight profile greatly exceeds
the runup of the typical fringing reef profile (see Figures 7.6 and 7.1). The increase in runup is the result of
large IG wave heights and an increase in setup, which is evident from Figure 7.7. The relation between runup
heights and offshore wave parameters (wave height, water level and wave steepness) show patterns that are
similar to the typical fringing reef profile.

7.2.4. Three-slope profile
In Figure 7.8, the wave transformation and runup across two three-slope configurations are depicted. Inci-
dent short waves are dissipated across the shelf as a result of wave breaking and frictional wave damping.
Wave height reduction at the inner shelf edge (located at a depth of 5 m) relative to the offshore wave height
is 25 and 30 % for shelf widths of 100 and 250 m, respectively. Past the inner shelf point, the depth decreases
quickly on the 1:10 nearshore slope. This induces large radiation stress gradients and hence setup against the
shore. This setup is approximately equal to the setup of the straight profile, as only the largest waves break
at the outer shelf edge. The setup is expected to decrease compared to the straight profile for larger wave
heights and lower water levels, as these waves will be dissipated more across the shelf.

The IG wave height plots show interesting patterns. The IG wave height first increases slightly at the outer
shelf edge, where the largest incoming short waves break and generate IG waves. Across the shelf, the IG wave
height slightly reduces, presumably as a result of frictional wave damping. At the nearshore reef slope, the
breakpoint mechanism again induces low frequency motions, which is apparent from the sudden increase in
IG motions at the location of rapid short wave dissipation. Where at the inner shelf edge the IG wave height
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Figure 7.8: Wave transformation ((a) - (b)) and runup (c) across two three-slope reef profile configurations. In subplots (a) and (b), the
colours depict the different wave components (short, infragravity and very-low frequent waves) and the setup. The marker shapes depict
either incoming or outgoing waves calculated from point output data of XBeach. The different line plots depict either total, incoming
or outgoing wave heights obtained from the global XBeach data. The difference between point output data and global data is attributed
to the output resolution of the global data (output is generated every 2 seconds), which is smaller than the point output data (output
is generated every second). Vertical, red dotted lines and corresponding numbers indicate locations: (2) the outer shelf edge, (3) the
mid-shelf, (4) the inner shelf edge and (5) the beach toe. Runup spectra are plotted in subplot (c) on the left y-axis, total runup values
(R2%) on the right y-axis.

is smaller than at the same depth of the straight profile, the IG wave height across the three-slope profile in-
creases drastically behind this point, reaching similar IG wave height values at the beach toe. VLF motions
are constant across the shelf, with no significant source of energy at the offshore edge, and shoal at the beach,
possibly with energy input from the short waves. Reflection at the straight profile is larger than at the three-
slope profile, leading to larger outgoing waves for the straight profile.

In Figure 7.8 both the runup spectra and total runup values are plotted for one hydrodynamic forcing condi-
tion. Against expectations, this runup is slightly larger than the runup at the straight reef profile, due to an
increase in IG and VLF wave energy near the shore. On top of that, the IG and VLF components of the runup
are larger for larger shelf widths (for the hydrodynamic input conditions used in Figure 7.8). The comparison
of Figure 7.9 (three-slope profile) and 7.7, where the results of the straight profile are filtered for slopes of 1:10,
gives more insight into the mechanisms responsible for driving the runup:

• Runup at the three-slope profile is on average smaller than runup at the straight profile. This is mainly
caused by a large reduction in runup at the three-slope profile for low steepness values and large (6
meter) wave heights. For each subplot depicting the influence of a parameter variation, the average
runup across all other modeled conditions is calculated. A significant increase in runup across a certain
parameter therefore also increases the average runup in other subplots.

• The setup and IG components of the runup are on average smaller for the three-slope profile. The
decrease in setup at the shore is expected, as wave dissipation across the shelf width reduces the radi-
ation stress gradients. Decreased IG wave heights are assumed to be caused by the IG wave dissipation
across the shelf and SS wave dissipation that reduces the breakpoint forcing near the shore. Under
certain hydrodynamic conditions, however, such as the condition depicted in Figure 7.8, IG and VLF
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wave runup increases for the three-slope profile relative to the straight profile. Infragravity wave growth
mechanisms should be investigated to verify whether this could be the cause for the observed increase
in runup.

• The runup at the three-slope profile reacts differently to changes in hydrodynamic forcing than the
straight profile, especially to incident short wave heights. The larger the incoming SS wave height,
the larger the breakpoint forcing at the outer edge of the shelf, but also the larger both the SS and IG
dissipation across the shelf. For this reason, the increase in IG wave height for increasing input wave
heights is much smaller at the three-slope profile than at the straight profile.

Figure 7.9: The effect of varying hydrodynamic conditions and profile parameters of the three-slope reef on the different runup compo-
nents: the water level, wave height, wave steepness and reef width, respectively

Figure 7.10: The effect of varying hydrodynamic conditions and profile parameters of the straight reef, filtered for a slope of 1:10, on the
different runup components

7.3. Discussion

A first insight is gained into the reef geometry control on nearshore hydrodynamics by modeling different
shapes with varying profile dimensions, under different forcing conditions. The understanding of wave dy-
namics across reef types other than the fringing reef, which have not been explored in detail yet, can help
point out important drivers of flooding at varying coastal sections. This enables the determination of coastal
management strategies adapted to the local situation. Furthermore, a first indication of hydrodynamic con-
ditions responsible for flood hazards along different reef lined coasts is given. Some reservations, however,
should be made as to the applicability of the results.

Firstly, the range of analyzed profile shapes is limited as coral restorations are the main interest of this re-
search. This limits the validity of the observed relations between profile parameters and reef hydrodynamics.
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Furthermore, in Figures 7.1, 7.3, 7.6 and 7.8, two output signals are depicted, the global output where at each
cross-shore grid location water levels are outputted at a time interval of 2 seconds, and the point output,
where water level time series are saved at a limited number of predefined locations with a time interval of 1
s. Point output time series are therefore more accurate, and as a difference between point output and global
output wave heights is observed, it is recommended to rerun global output data with an increased resolution.
Moreover, the division of wave energy into either SS, IG or VLF bands is rather arbitrary, decided by prede-
fined cutoff frequencies between the different wave height components (0.04 and 0.004 Hz), without much
regard for actual wave types present in a spectrum. Therefore, energy of long-period short waves can end up
in the IG wave component, the energy of IG waves can be attributed to VLF motions and vice versa, scattering
the results and making it more difficult to determine forcing mechanisms. A solution for this is a more careful
analysis of actual wave spectra for different hydrodynamic conditions and at different cross-shore locations,
in order to obtain more physics-based cut-off frequencies.

With the XBeach non-hydrostatic mode, it is not possible to directly determine whether wave dissipation
occurs by frictional wave damping or wave breaking dissipation, which is of interest to fully understand the
wave transformation process. Via a force balance analysis the frictional wave damping can be separated from
the wave breaking dissipation by elaborating the momentum balance terms. This is strongly recommended
for future research on the topic of reef geometry control on nearshore hydrodynamics. Moreover, the XBeach
model is run for only one (low) friction coefficient, limiting information on the effect of frictional wave damp-
ing. Therefore, it is recommended to rerun the XB non-hydrostatic model with different friction coefficient
values to discover the effect of frictional wave damping on reef hydrodynamics. With a very low friction coef-
ficient, wave breaking dissipation can be discerned from frictional wave damping.

An interesting area of further research is the generation and dissipation of IG and VLF waves. IG and VLF
wave generation is strongly linked to the short wave dissipation process, as energy input is strong at loca-
tions of rapid short wave breaking dissipation. At each reef profile, a distinct peak in IG and VLF energy is
present around the breakpoint location. A more detailed analysis and parametrization of this process would
thus be interesting, linking the maximum IG wave height just behind the breakpoint, instead of at the reef
crest as was done in Section 4.2.2 (Chapter 4), to offshore wave parameters, short wave dissipation processes
and profile parameters. In this way, possibly a semi-empirical formulation can be found that is valid across a
variety of profiles where the breakpoint forcing is dominant. The dissipation of IG and VLF energy is another
interesting topic of research. At the convex and typical fringing reef profiles, the IG and VLF wave energy is
strongly damped across the reef edge. An elaboration of the energy balance at this location, as was done by
Van Dongeren et al. [162], could highlight most important dissipation processes. Finally, the transformation
of IG and VLF waves across the reef flat and shelf show interesting patterns, of which growth mechanisms can
be explored on the basis of research by Gawehn et al. [53].

In Section 4.2.3, it was concluded that beach toe wave parameters and water levels can be used to give a rea-
sonable estimate of runup at the reef fronted coast. Formulations were derived based on XBeach simulations
of a fringing reef [116], which showed a large increase in goodness of fit compared to existing runup formu-
lations for sandy beaches. The runup results across the various modeled reef shapes can be used to validate
the derived expressions and verify whether they can predict runup at other reef shapes such as the straight
and three-slope profile.

7.4. Conclusion

Wave transformation and flooding of reef fronted coastlines is greatly affected by the reef profile shape and
profile dimensions. Short wave dissipation and setup over various reef shapes show clear patterns, where a
narrow surfzone (steep slope) leads to a large setup and the degree of wave breaking and frictional wave dis-
sipation (reef flat / shelf width and submergence) determines the SS beach toe wave heights and the resulting
setup between the beach toe and the shore. The generation of IG and VLF waves is highly dependent on the
forereef slope. The IG and VLF propagation is, however, more complex, showing both progressive growing
and progressive dissipative behaviour across the different shapes.

The typical fringing reef is characterized by IG and VLF wave generation at the forereef, which is stronger for
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steeper profiles, SS and IG wave dissipation across the flat (stronger for wider reef flat) and a distinct setup
across the reef flat that is again stronger for steeper forereef slopes. VLF waves show a progressive growing
behaviour across the profiles with a 1:2 slope, with larger beach toe VLF wave heights measured for larger
widths. At the 1:10 slope, VLF waves show a progressive dissipative behaviour.

The smoothed reef edge of the convex profile reduces radiation stress gradients and hence setup relative to
the typical fringing reef profile, but also decreases the frictional wave dissipation and thus increases beach
toe SS wave heights. The input of energy from short waves to the IG motions is similar for the two profiles, but
IG wave dissipation is larger across the typical fringing reef type. Runup at the convex profile coast is lower
than at the typical fringing reef profile due to the large reduction in setup, although the IG wave component
of the runup has slightly increased.

Of the four modeled shapes, the straight profile is most vulnerable to coastal flooding, due to the large setup
near the shore and significant IG generation by the breakpoint mechanism, as no reef flat is present to damp
part of the incoming short wave energy. Mildly sloping straight profiles are much less susceptible to flood-
ing due to the increased frictional wave dissipation across the profile and diminished breakpoint generation,
which leads to much lower setup and IG wave runup contributions at the gently sloping (1:40) straight profile.
Interestingly, the reflection of VLF motions at this gentle profile is large, leading to a slightly higher VLF runup
component than for the 1:10 profile.

Short wave dissipation across the shelf of the three-slope profile reduces the setup and the beach toe SS wave
heights relative to the straight profile. On average, the short wave dissipation reduces the breakpoint forcing
near the shore and hence the IG wave heights. However, under certain conditions, IG and VLF wave runup is
larger at the three-slope profile than at the straight profile. A possible explanation for this is the generation of
IG and VLF waves at the outer edge of the shelf in combination with a progressive growing behaviour across
the shelf, which leads to a larger runup at the coast. This effect depends highly on the incoming SS wave
heights.





8
Effects of coral restoration on reef

hydrodynamics and coastal hazards

8.1. Introduction

Coral restoration is promising from both an ecological and coastal safety perspective. Coral transplantation
and artificial reefs significantly improve biodiversity and help coral reefs to recover from stress events [102].
The increased bed elevation and enhanced friction coefficients of recovered sections are expected to cause
an increase in frictional wave damping, while the reduced depth above the restored corals might intensify
the wave breaking dissipation. However, little research has been invested in the actual hydrodynamic effects
of these restorations. Therefore, numerical simulations, as described in the methodology (Chapter 6), have
been executed to assess the effect of different restoration configurations under varying hydrodynamic forcing
conditions, to be able to describe their influence on wave transformation and, most importantly, the potential
for flood risk reduction.

8.2. Results

In this section, general observations of hydrodynamics across the restored reefs are described (Subsection
8.2.1), after which we elaborate on the effect of varying boundary conditions and restoration configurations
on wave transformation and runup (Subsection 8.2.2). The section is concluded with an overview of the bulk
results, to properly illustrate the runup reduction potential of different restorations across the different reef
profile types (Subsection 8.2.3).

8.2.1. General overview

In Chapter 7 the general hydrodynamics across the different reef shapes are described. Coral restorations alter
the hydrodynamics across the reef, of which the general effects are described in this section. For conciseness,
the results are elaborated for one hydrodynamic forcing condition (a wave height of 4 m, a water level of 2 m
and an offshore wave steepness of 0.05), a reef width of 100 m, a slope of 1:10 and a restoration width of 10
m. The influence of varying boundary conditions and profile parameters is discussed in Section 8.2.2. The
observations below follow from a careful analysis of the wave height transformation across all restoration
locations of the different reef shapes. The full wave height transformation plots are depicted in Appendix D
(Figures D.1 to D.19), of which an example is depicted in Figure 8.1 (lower forereef restoration of the typical
fringing reef). For each plot, the main results are summarized in a table (e.g. Table 8.1) to substantiate the
observations, denoting the wave transmission across the restoration (the wave height just shoreward of the
restoration divided by the wave height just seaward of the restoration), the setup across the restoration, the
beach toe wave heights and the runup components. In the Intermezzo on page 78, the values denoted in the
different tables are explained.
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Figure 8.1: Example of result: Wave transformation and runup across a restoration at the lower forereef of the typical fringing reef,
displaying the total (subplot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup
(subplot d)

Intermezzo summarizing tables
For each restoration, wave transformation and reflection characteristics are summarized in two tables, one for wave
transformation and runup (e.g. Table 8.1) and one for reflection (e.g. Table 8.3), which should be interpreted as follows:

• ’Baseline’ refers to the scenario without a restoration, ’Natural’ to coral transplantation (commonly referred to
as green restoration) and ’Artificial’ to artificial reef construction (commonly referred to as grey restoration).

• Values inside parentheses indicate the relative (natural or artificial restoration versus baseline) reduction (green)
or increase (red) in wave transmission, beach toe wave heights and runup.

• Wave transmission is defined as the wave height just shoreward of the restoration divided by the wave height just
seaward of the restoration.

• Reflection at the restoration is defined as the outgoing wave height just seaward of the restoration divided by

the outgoing wave height just shoreward of the restoration. This is unlike the common expression for reflec-

tion, where the incoming wave height is divided by the outgoing wave height. However, as reflection occurs at

various locations at a reef (forereef, beach), this value will not give too much insight into the effect of the restora-

tion, whereas the chosen reflection parameter can indicate whether outgoing wave heights decrease or increase

across the restoration and hence whether reflection at the exact location of the restoration occurs.
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8.2.1.1 Typical fringing reef

For the typical fringing reef, five restoration locations are investigated: the lower forereef, the upper forereef,
the reef edge, the mid-flat and the inner reef flat (typical fringing reef restorations 1 to 5 in Figure 6.2 on page
62, respectively). The full wave transformation plots are displayed in Figures D.1 to D.5 in Appendix D. Below,
the results are summarized in Tables 8.1 to 8.8 and important observations are noted.

Table 8.1: Summary of wave transformation characteristics across the lower forereef restoration of the typical fringing reef profile
(restoration 1 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of
the restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other
table characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.99 0.96 (-3 %) 0.89 (-10 %) 0.96 0.80 (-17 %) 0.79 (-18 %) 0.50 0.48 (-4 %) 0.47 (-7 %)
IG 1.01 1.06 (+5 %) 0.92 (-9 %) 0.32 0.31 (-3 %) 0.29 (-9 %) 0.42 0.38 (-10 %) 0.38 (-10 %)
VLF 1.01 0.99 (-2 %) 0.86 (-15 %) 0.09 0.09 (-2 %) 0.08 (-8 %) 0.02 0.01 (-26 %) 0.01 (-29 %)

Across restoration [m] Beach toe [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.01 0.31 0.26 (-16 %) 0.26 (-14 %) 0.63 0.51 (-19 %) 0.51 (-19 %)

Total 1.57 1.38 (-12 %) 1.37 (-13 %)

Table 8.2: Summary of wave transformation characteristics across the upper forereef restoration of the typical fringing reef profile
(restoration 2 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of
the restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other
table characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.93 0.89 (-4 %) 0.71 (-24 %) 0.96 0.81 (-16 %) 0.79 (-18 %) 0.50 0.49 (-3 %) 0.48 (-4 %)
IG 1.01 0.99 (-1 %) 0.64 (-37 %) 0.32 0.29 (-8 %) 0.24 (-24 %) 0.42 0.36 (-14 %) 0.31 (-27 %)
VLF 0.96 0.99 (+3 %) 0.62 (-36 %) 0.09 0.08 (-9 %) 0.07 (-22 %) 0.02 0.02 (-) 0.02 (-)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.14 0.31 0.30 (-3 %) 0.33 (+8 %) 0.63 0.55 (-13 %) 0.58 (-9 %)

Total 1.57 1.42 (-10 %) 1.39 (-12 %)

Table 8.3: Reflection at the lower forereef restora-
tion of the typical fringing reef: The outgoing wave
heights seaward of the restoration divided by the
outgoing wave heights shoreward of the restoration.
If larger than one, reflection at the outer edge of the
restoration is assumed to occur. See the Intermezzo
on page 78 for further clarification of the table.

Reflection at restoration
Baseline Natural Artificial

SS 0.99 1.23 1.29
IG 1.03 1.12 1.15
VLF 1.04 1.13 1.21

Forereef restorations Two restorations at the forereef have
been investigated, (1) a restoration at the lower forereef, that is
constructed at depths between four to seven meters relative to
the reef crest (Table 8.1) and (2) a restoration at the upper for-
ereef, that is applied at depths of 2 m below the reef crest going
downwards (Table 8.2). The most offshore restoration (lower for-
ereef) induces wave breaking at a significant distance from the
baseline scenario breakpoint. The wave transmission across the
restoration is slightly lower than wave transmission across this
region for the baseline scenario, see columns 1 to 3 of Table 8.1.
This is caused by a combination of reflection at the restoration, as
outgoing wave heights seaward of the restoration are larger than
just shoreward of the restoration (see Table 8.3), and wave dissi-
pation across the restoration, which is apparent from the slight increase in setup across the restoration. The
reduction of SS wave heights reduces the setup across the reef by decreasing radiation stress gradients at the
reef edge, which again reduces beach toe wave heights as they are limited by the depth above the reef flat. The
additional setup of waves breaking close to shore is now also decreased, effectuating a reduction in runup by
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the restoration. IG and VLF motions are slightly reduced by the restoration, although to a much smaller extent
than the upper forereef restoration. A possible explanation for the IG and VLF wave height reduction is the
decreased breakpoint forcing [122], that is among others dependent on the incoming SS wave height, by SS
wave dissipation seaward of the breakpoint. Moreover, the analysis of IG wave runup at reef fronted coasts,
described in Section 4.2.3 of Chapter 4, showed the significant input of energy from the SS waves to the IG
waves between the beach toe and the coast. Therefore, a reduction in SS waves is expected to bring about a
reduction in nearshore IG wave heights and runup, as depicted in Tables 8.1 and 8.2.

Table 8.4: Reflection at the upper forereef restora-
tion of the typical fringing reef: The outgoing wave
heights seaward of the restoration divided by the
outgoing wave heights shoreward of the restoration.
If larger than one, reflection at the outer edge of the
restoration is assumed to occur. See the Intermezzo
on page 78 for further clarification of the table.

Reflection at restoration
Baseline Natural Artificial

SS 0.92 1.19 1.50
IG 1.09 1.12 1.58
VLF 1.24 1.18 1.76

The upper forereef restoration is characterized by inducing wave
breaking near the breakpoint of the baseline scenario, which is
apparent from the low wave transmission coefficient of the base-
line scenario (see Table 8.2); wave heights are already decreas-
ing substantially in this region without the restoration present.
The upper forereef restoration further lowers the wave transmis-
sion of both SS, IG and VLF waves, with a larger relative reduction
than the lower forereef restoration. There are two causes for this.
Firstly, the upper forereef restoration is more effective in reflect-
ing waves offshore, which can be deduced from the reflective val-
ues denoted in Table 8.4. Secondly, the dissipation of short and
infragravity wave energy is enhanced for shallower water depths.
Vetter et al. [166] showed the good predictive skill of the steady
state cross-shore momentum balance in predicting setup across the reef flat, where the setup is governed by
both the gradients in radiation stress and the water depth. This explains the increase in setup by the artificial
restoration, where increased radiation stress gradients are combined with the small depth above the restora-
tion. As the depth above the natural restoration is larger and radiation stress gradients smaller, the setup of
the natural restoration is similar to the baseline scenario. Again, due to a reduction of SS wave heights at the
beach toe, the additional setup near the shore is decreased, which, in combination with a reduction of IG and
VLF components, leads to a reduction in runup.

Restorations at the reef flat Three restorations at the reef flat have been examined, one at the reef flat, one
at the mid-flat and one at the inner edge of the reef flat.

Table 8.5: Summary of wave transformation characteristics across the reef edge restoration of the typical fringing reef profile (restora-
tion 3 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.76 0.66 (-14 %) 0.38 (-50 %) 0.96 0.79 (-18 %) 0.73 (-24 %) 0.50 0.48 (-4 %) 0.44 (-13 %)
IG 0.76 0.63 (-16 %) 0.40 (-47 %) 0.32 0.27 (-15 %) 0.20 (-38 %) 0.42 0.36 (-13 %) 0.29 (-31 %)
VLF 0.83 0.71 (-15 %) 0.57 (-31 %) 0.09 0.08 (-12 %) 0.08 (-10 %) 0.02 0.01 (-22 %) 0.02 (+4 %)

Across restoration [m] Beach toe [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.12 0.22 (+88 %) 0.62 (+435 %) 0.31 0.35 (+12 %) 0.65 (+110 %) 0.63 0.59 (-6 %) 0.89 (+40 %)

Total 1.57 1.45 (-7 %) 1.63 (+4 %)

Table 8.6: Reflection at the reef edge restoration of the typical fringing
reef: The outgoing wave heights seaward of the restoration divided by
the outgoing wave heights shoreward of the restoration. If larger than
one, reflection at the outer edge of the restoration is assumed to occur.
See the Intermezzo on page 78 for further clarification of the table.

Reflection at restoration
Baseline Natural Artificial

SS 1.17 1.18 2.70
IG 1.04 0.96 1.31
VLF 1.07 0.91 0.92

The most extreme case is the restoration directly
at the edge of the reef flat (see Table 8.5). Here,
setup is greatly increased across the restoration
due to the increase in radiation stress gradients,
combined with a significant reduction in the wa-
ter depth. This effect, that is similar to the effect of
a reef crest, was also noted by Yao et al. [172], who
concluded that the reef-submergence parameter
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was the main controlling parameter on the setup, based on laboratory data of a fringing reef. For this rea-
son, setup across the artificial reef, that has a lower submergence, is much larger than across the natural
restoration. The short wave heights are significantly reduced due to the short wave breaking dissipation and
significant reflection at the outer edge of the reef, which can be deduced from Table 8.6. In contrast to obser-
vations of Péquignet et al. [119] and Franklin et al. [51], who noted the increase in IG motions behind the reef
crest as a result of resonant mode forcing, IG waves are reflected at the reef edge (see Table 8.6), dissipated
across the restoration, and further dissipated across the reef flat, which leads to a reduction of IG beach toe
wave heights. Van Dongeren et al. [162] investigated the dissipation of IG waves across a fringing reef and
concluded that IG waves can lose energy either by frictional wave damping, IG bore dissipation and work
done by short waves. Van Dongeren et al. [162] also point out that in shallower water depths, IG wave dissi-
pation is larger due to the increased bottom dissipation, which could explain the increased dissipation across
the rough, increased bed elevations of the restorations. The small VLF motions are not much affected by the
restoration. In summary, the large increase in setup for the artificial restoration leads to a higher runup than
the baseline scenario, whereas the natural restoration slightly decreases the runup as a results of the SS and
IG wave height reductions.

Table 8.7: Summary of wave transformation characteristics across the mid-flat restoration of the typical fringing reef profile (restora-
tion 4 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.92 0.84 (-9 %) 0.58 (-36 %) 0.96 0.80 (-17 %) 0.64 (-34 %) 0.50 0.49 (-2 %) 0.46 (-9 %)
IG 0.96 0.86 (-11 %) 0.66 (-31 %) 0.32 0.29 (-10 %) 0.19 (-41 %) 0.42 0.37 (-12 %) 0.27 (-35 %)
VLF 1.02 0.86 (-16 %) 0.65 (-36 %) 0.09 0.08 (-9 %) 0.06 (-34 %) 0.02 0.01 (-16 %) 0.01 (-28 %)

Across restoration [m] Beach toe [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.01 0.04 (+351 %) 0.13 (+1604 %) 0.31 0.31 (-1 %) 0.41 (+34 %) 0.63 0.56 (-11 %) 0.61 (-4 %)

Total 1.57 1.44 (-8 %) 1.35 (-14 %)

Table 8.8: Summary of wave transformation characteristics across the inner flat restoration of the typical fringing reef profile (restora-
tion 5 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.95 0.87 (-8 %) 0.66 (-30 %) 0.96 0.84 (-12 %) 0.67 (-31 %) 0.50 0.54 (+7 %) 0.51 (+1 %)
IG 0.99 0.87 (-11 %) 0.73 (-26 %) 0.32 0.31 (-3 %) 0.26 (-20 %) 0.42 0.40 (-5 %) 0.28 (-33 %)
VLF 1.06 0.98 (-7 %) 0.77 (-28 %) 0.09 0.09 (-2 %) 0.08 (-12 %) 0.02 0.03 (+53 %) 0.02 (+14 %)

Across restoration [m] Beach toe [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.01 0.06 0.31 0.30 (-4 %) 0.35 (+15 %) 0.63 0.60 (-4 %) 0.58 (-9 %)

Total 1.57 1.57 (-0 %) 1.38 (-12 %)

Table 8.9: Reflection at the mid-flat restoration of the typical fringing
reef: The outgoing wave heights seaward of the restoration divided by
the outgoing wave heights shoreward of the restoration. If larger than
one, reflection at the outer edge of the restoration is assumed to occur.
See the Intermezzo on page 78 for further clarification of the table.

Reflection at restoration
Baseline Natural Artificial

SS 1.08 1.01 1.53
IG 1.00 0.90 0.98
VLF 0.93 0.97 1.16

The effects of a restoration at the mid-flat and the
inner flat are less pronounced than the restora-
tion at the reef edge and can be explained on
the basis of the cross-shore momentum balance.
Again, reflection (see Table 8.9) and dissipation
across the restoration causes a decrease in both
SS, IG and VLF wave heights (see Tables 8.7 and
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8.8). Further seaward, however (at the mid-flat restoration), incoming wave heights are larger as less energy
has been dissipated, causing the setup across more seaward located restorations to be larger due to the larger
radiation stress gradients. This effect is only observed for the artificial restoration; here the setup at the beach
toe is 0.41 m (an increase of 34 % relative to the baseline scenario) for the mid-flat restoration and 0.35 m
(an increase of 15 % relative to the baseline scenario) for the inner flat restoration. The additional setup at
the shore is however smaller for the mid-flat restoration as the inner flat restoration is located close to the
nearshore breakpoint, increasing radiation stress gradients. Therefore, the runup reduction is larger for the
mid-flat restoration, due to a decrease in the SS, IG and setup component. Ideally, a reef flat restoration is lo-
cated somewhere in between the mid-flat restoration and the inner flat restoration, where wave heights have
already been naturally dissipated across the reef, minimizing the additional setup across the restoration, but
not too close to the inner surf zone where radiation stress gradients are again increased by the restoration.

8.2.1.2 Convex reef

In Chapter 7, it was shown that the convex reef profile has a similar effect on the reef hydrodynamics as the
typical fringing reef profile, the large difference being the reduction in setup across the reef flat due to the
smoother gradients in bathymetry, which increases the width of the surf zone. This effect is partly nullified by
the increase in setup between the nearshore breakpoint and the shore, as SS beach toe wave heights are larger
for the convex profile. It is expected that restorations across the convex profile show hydrodynamic patterns
similar to restorations at the typical fringing reef profile. In Appendix D all results are depicted. Below, the
particularities of the convex reef restorations are summarized.

In general, mechanisms of wave transformation across convex profile restorations are similar to the typical
fringing reef restoration. SS, IG and VLF wave heights are reduced across the restoration by reflection and
dissipation, for which wave transmission is lower for restorations in lower water depths (see Tables D.1 and
D.3 in Appendix D for comparison, in which the SS wave transmission reduction over the artificial reef is 16
and 39 % for the lower forereef restoration (restoration 1 as established in Figure 6.2) and the upper slope
restoration (restoration 4 as established in Figure 6.2), respectively). The IG wave reduction is largest for
restorations that are located shoreward of the breakpoint, where the IG motions have gained energy and are
attenuated by friction, wave breaking and reflection. This is clear from the beach toe IG wave heights that are
reduced by the artificial restoration with 24, 32, 40, 47, 45 and 28 % for restorations 1 to 6, respectively (see
Tables D.1 to D.5 in Appendix D). Here the reduction across the inner flat restoration seems smaller as the
restoration is located right at the beach toe.

Table 8.10: Summary of wave transformation characteristics across the reef edge restoration of the convex reef profile (restoration 3 in
Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.87 0.77 (-12 %) 0.53 (-40 %) 1.13 0.92 (-18 %) 0.82 (-27 %) 0.51 0.52 (+1 %) 0.49 (-5 %)
IG 0.93 0.84 (-9 %) 0.55 (-41 %) 0.40 0.35 (-12 %) 0.24 (-40 %) 0.50 0.45 (-9 %) 0.36 (-28 %)
VLF 0.82 0.71 (-14 %) 0.55 (-33 %) 0.10 0.09 (-9 %) 0.07 (-28 %) 0.02 0.02 (+27 %) 0.02 (-15 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.04 0.11 (+151 %) 0.35 (+715 %) 0.24 0.25 (+5 %) 0.42 (+71 %) 0.62 0.54 (-12 %) 0.67 (+9 %)

Total 1.64 1.54 (-6 %) 1.53 (-7 %)

Similar to the restorations across the typical fringing profile, the increase in setup across the reef flat is largest
for the artificial restoration that is located closest to the breakpoint (Restoration 3, see Table 8.10). The in-
crease in setup across the reef flat is 71 % at this location, which leads to an increase in the setup component of
the runup. At locations further offshore (Restoration 2) and onshore (Restoration 4 to 6) this effect decreases,
and setup at the beach decreases as beach toe wave heights have been decreased by the restoration.
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8.2.1.3 Straight profile

All restorations across the straight profile show similar characteristics and are comparable to the forereef
restorations of the typical fringing reef. In Table 8.11, wave transformation characteristics of the upper for-
ereef restoration of the straight profile are displayed. As the hydrodynamic effects of the other two restora-
tions are explained by the same mechanisms, their characteristics are summmarized in Tables D.6 and D.7 in
Appendix D.

Table 8.11: Summary of wave transformation characteristics across the upper forereef restoration of the straight reef profile (restora-
tion 3 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.93 0.88 (-5 %) 0.70 (-24 %) 2.46 2.26 (-8 %) 1.99 (-19 %) 0.60 0.55 (-8 %) 0.53 (-12 %)
IG 1.07 1.02 (-4 %) 0.63 (-41 %) 0.75 0.66 (-12 %) 0.54 (-28 %) 0.66 0.46 (-31 %) 0.43 (-34 %)
VLF 0.98 0.91 (-7 %) 0.67 (-32 %) 0.19 0.16 (-18 %) 0.13 (-31 %) 0.05 0.03 (-41 %) 0.02 (-59 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.14 0.08 0.12 (+36 %) 0.19 (+127 %) 0.95 0.75 (-21 %) 0.74 (-23 %)

Total 2.26 1.79 (-21 %) 1.72 (-24 %)

Incident short and IG wave heights are reduced across the restoration, for which wave transmission is again
reduced for lower water depths. The reduction in beach toe wave heights then induces a significant decrease
in setup against the shore, which combined with the large decrease in IG wave heights leads to a sharp reduc-
tion in runup. The largest runup reduction across the straight reef (the upper forereef artificial restoration,
with a reduction of 24 %) is much larger than the largest reduction of the typical fringing profile runup (mid-
flat artificial restoration, reduction of 14 %). The effect of the restoration across the straight profile is much
stronger than across the typical fringing reef and convex profile due to (a) the large decrease in setup and IG
wave heights as a result of the SS wave dissipation and reflection and thereby a smoothing of the radiation
stress gradients and the diminished input of energy from SS waves to the IG waves, and (b) the significant
reflection of IG and VLF waves across the restoration (see Figures D.12 to D.14).

8.2.1.4 Three-slope profile

At the three-slope profile, five different restoration locations have been modeled: at the offshore lower for-
ereef, at the edge of the shelf, at the mid-shelf, at the inner edge of the shelf and at the nearshore upper
forereef slope (restorations 1 to 5 in Figure 6.2, respectively). The three-slope profile restorations show inter-
esting hydrodynamic patterns that induce a large reduction in runup, of which the mechanisms are elabo-
rated below.

Table 8.12: Summary of wave transformation characteristics across the shelf edge restoration of the three-slope reef profile (restora-
tion 2 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.97 0.95 (-2 %) 0.90 (-8 %) 2.50 2.17 (-13 %) 2.05 (-18 %) 0.60 0.39 (-35 %) 0.43 (-29 %)
IG 0.95 0.92 (-3 %) 0.75 (-21 %) 0.84 0.58 (-30 %) 0.51 (-39 %) 0.83 0.39 (-52 %) 0.38 (-53 %)
VLF 0.98 0.94 (-4 %) 0.80 (-19 %) 0.23 0.17 (-28 %) 0.16 (-30 %) 0.06 0.02 (-68 %) 0.01 (-83 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.02 0.06 0.05 (-23 %) 0.08 (+27 %) 0.95 0.62 (-35 %) 0.61 (-36 %)

Total 2.45 1.43 (-42 %) 1.44 (-41 %)
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Figure 8.2: Wave transformation and runup across a restoration at the shelf edge of the three-slope profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to 4 indicate
the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.

Shelf restorations The restorations at the outer forereef and across the shelf show a similar effect on reef
hydrodynamics as they are all located at approximately the same depth. Incident, incoming short waves are
reduced in height across the restoration, partly due to reflection (see Figure 8.2), partly due to dissipation
across the restoration that decreases the depth just up to the depth of breaking for the largest waves. The
reflection at the restoration causes the overall wave energy to reach the inner shelf edge to be significantly
reduced. Across the nearshore surfzone, the transfer of energy from the short waves to the IG waves is now
limited as a result of the dissipation of SS waves, decreasing the IG wave heights near the shore and hence
runup component. The setup across the restoration is minimal due to the relatively large depth, and setup
near the shore is reduced by the dissipation and reflection of SS waves. The IG and VLF components of the
runup are significantly decreased by the restorations. This is assumed to be caused by the IG and VLF wave
dissipation and reflection across the restoration, which reduces the wave transmission across restorations
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relative to the baseline scenario (see Table 8.12).

Interesting patterns are observed for the outgoing wave heights, which are depicted in Figure 8.2. Outgoing SS
wave heights seaward of the restoration increase up to the restoration location, after which they gradually de-
crease shoreward of the restoration (see Figure 8.2 and Table 8.12 illustrating the wave transformation across
the outer shelf edge restoration, and Figures D.15 to D.19 in Appendix D for other shelf restorations). This
could indicate a reflection of SS waves at both the outer edge and the inner edge of the restoration. Outgoing
IG wave heights are larger shoreward of the restoration than seaward. This could also indicate the (partial)
reflection of IG waves at the inner edge of the restoration back to the coast, of which the effect is strongest for
the artificial restoration at the shelf edge. This again affects the calculated incoming wave heights shoreward
of the restoration, as the inward reflected IG waves cannot be discerned from the incoming IG waves.

Upper forereef restoration The restoration at the upper forereef is again much comparable to the upper
forereef restoration of the straight profile. SS and IG wave heights across the restoration are significantly
reduced prior to the nearshore breakpoint location, leading to a large reduction in the SS, IG and setup com-
ponent of the runup (see Figure D.19 and Table D.11 in Appendix D).

Restorations across the three-slope show a large decrease in runup (around 40 %), which is much larger than
the runup reduction across the other profiles. Although the dissipation mechanisms and reflection are hard
to separate based on current results, it seems that reflection at the outer edge of the restoration is the main
contributor to the reduction in SS wave heights (based on the comparison of total, incoming and outgoing
wave heights), as a result of which the wave energy reaching the shore is diminished, reducing both the setup
and IG runup components.

8.2.2. Varying boundary conditions

Figure 8.3: An example of the runup plots depicting the influence of varying boundary conditions and profile parameters. Indicated
in different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS wave height component), for (from
left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by differences in transparency). The
total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial restoration) markers, whose
magnitude is given on the right y-axis

In the previous section, the wave transformation was described for one hydrodynamic forcing condition.
However, the boundary conditions greatly influence the effect of a restoration. Among others, water level and
wave height variations move the breakpoint location, which in turn affects radiation stress gradients induced
by the restoration. Profile parameters influence the IG and VLF generation, which again regulates the effi-
ciency of the restoration, as wave damping is larger for larger wave heights. For each restoration location, a
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figure such as Figure 8.3 is constructed, in which the runup components of the baseline scenario, the natu-
ral restoration and the artificial restoration are plotted, for variations in water level, wave height, steepness,
restoration width and corresponding profile parameters. All results can be found in Appendix D, Section
D.2. In this section, most important effects of varying forcing conditions and profile parameters observed in
Figures D.20 to D.26 in Section D.2 of Appendix D are summarized and illustrated.

Restoration width In contrast to what can be expected, the restoration width does not significantly affect
the runup, as can be deduced from Figures D.20 to D.26 in Section D.2 of Appendix D. IG wave heights are
slightly reduced by restorations with larger widths, but other components remain relatively constant across
the modeled restoration width variations. This could be an indication that the frictional wave dissipation
across the relatively short restored section is low. Secondly, as wave reflection is an important aspect of the
restoration, and as wave reflection is relatively independent of the restoration width, this could support the
notion that the restoration width hardly affects the efficiency of the restoration.

Setup and SS wave heights The setup component of the runup is strongly affected by coral restorations, of
which the effect varies again strongly with varying boundary conditions, profile parameters and the restora-
tion location. For the straight and the three-slope profile the impact of a restoration on setup is clear, as the
smoothing of radiation stress gradients and reduction of SS beach toe wave heights induces a reduction in
setup across almost all modeled variations (see subfigures (c) and (d) of Figure 8.4). For the typical fring-
ing reef profile and the convex reef, it is more difficult to distinguish clear trends in setup variations across
varying hydrodynamic forcing and profile parameters. Reason for this is that two distinct setup zones can be
discerned for these profiles, at the reef flat and at the beach, that react differently to coral restorations.

Figure 8.4: Setup component of the runup, for each restoration location (denoted by the numbers 1-6 at the x-axis) and for each restora-
tion type (natural (N) restoration or an artificial (A) reef restoration, also indicated at the x-axis). For each restoration location and type,
the setup component of the runup of the restoration scenario relative to the baseline scenario is calculated, for all hydrodynamic forcing
conditions and reef parameters. This results in box plots where for each restoration type (location and restoration height), the 25, 50 and
75 percentile are plotted as blue (artificial restoration) or turquoise (natural restoration) boxes, the upper and lower extreme data points
that are not considered outliers as coloured horizontal lines and the outliers as red pluses. The larger the spread in data, the more the
setup is influenced by variations in hydrodynamic and profile forcing parameters. Furthermore, y-values below 1 indicate that setup is
reduced by the restoration, whereas y-values above one indicate an enhancement of the setup by the restoration

For restorations at the reef flat, setup across the reef flat is increased by the restoration due to the local SS
wave dissipation across the shallow restoration. The effect of forereef restorations on setup across the reef
flat is dependent on the location of the breakpoint. For restorations located far offshore of the breakpoint
(restoration 1 in Figure 8.4), setup across the flat is decreased as radiation stress gradients are smoothed.
The location of the breakpoint, however, changes with the hydrodynamic forcing conditions. For larger wave
heights and lower water depths, the breakpoint moves seaward and vice versa. This gives rise to different
effects of restorations that are located on the upper forereef part, effectuating both a reduction and enhance-
ment of the setup depending on the hydrodynamic forcing, as depicted in Figure 8.4, Restorations 2A and
2N.
At the beach, an additional water level setup is apparent that is largely dependent on the beach toe SS wave
heights, as was shown in Section 4.2.3. As wave dissipation is largest for lower water levels and large wave
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heights (see Section 4.2.1), the SS wave height reduction is largest for these conditions and hence the reduc-
tion in additional setup at the beach. This effect is illustrated in Figure 8.5, where the reduction in SS beach
toe wave heights is largest for restorations on the reef flat, and larger for the artificial restoration than for the
natural restoration. The sum of the reef flat setup and the beach setup then determines the setup component
of the runup. As can be deduced from the above mentioned observations, the effects of the restoration are
contradictory. On the one hand, setup across the reef generally increases as a result of a restoration, after
which a reduction in SS wave heights across the restoration leads to a reduction in setup at the beach. The
setup component of the runup is therefore reduced under certain circumstances and increased under other.

Figure 8.5: SS wave height at the beach toe, for each restoration location (denoted by the numbers 1-6 at the x-axis) and for each restora-
tion type (natural (N) restoration or an artificial (A) reef restoration, also indicated at the x-axis). For each restoration location and type,
the SS wave height at the beach toe of the restored reef relative to the baseline scenario is calculated, for all hydrodynamic forcing con-
ditions and reef parameters. This results in box plots where for each restoration type (location and restoration height), the 25, 50 and
75 percentile are plotted as blue (artificial restoration) or turquoise (natural restoration) boxes, the upper and lower extreme data points
that are not considered outliers as coloured horizontal lines and the outliers as red pluses. The larger the spread in data, the more the
SS wave reduction is influenced by variations in hydrodynamic and profile forcing parameters. Furthermore, y-values below 1 indicate
that the SS wave height is reduced by the restoration, whereas y-values above one indicate an enhancement of the SS wave height by the
restoration

IG and VLF wave heights The effect of coral restorations on IG and VLF wave heights shows clear trends
among the model variations, as can be deduced from Figures 8.6 and 8.7.

Figure 8.6: IG wave height at the beach toe, for each restoration location (denoted by the numbers 1-6 at the x-axis) and for each restora-
tion type (natural (N) restoration or an artificial (A) reef restoration, also indicated at the x-axis). For each restoration location and type,
the IG wave height at the beach toe of the restored reef relative to the baseline scenario is calculated, for all hydrodynamic forcing con-
ditions and reef parameters. This results in box plots where for each restoration type (location and restoration height), the 25, 50 and
75 percentile are plotted as blue (artificial restoration) or turquoise (natural restoration) boxes, the upper and lower extreme data points
that are not considered outliers as coloured horizontal lines and the outliers as red pluses. The larger the spread in data, the more the
IG wave reduction is influenced by variations in hydrodynamic and profile forcing parameters. Furthermore, y-values below 1 indicate
that the IG wave height is reduced by the restoration, whereas y-values above one indicate an enhancement of the IG wave height by the
restoration
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Figure 8.7: VLF wave height at the beach toe, for each restoration location (denoted by the numbers 1-6 at the x-axis) and for each
restoration type (natural (N) restoration or an artificial (A) reef restoration, also indicated at the x-axis). For each restoration location
and type, the VLF wave height at the beach toe of the restored reef relative to the baseline scenario is calculated, for all hydrodynamic
forcing conditions and reef parameters. This results in box plots where for each restoration type (location and restoration height), the
25, 50 and 75 percentile are plotted as blue (artificial restoration) or turquoise (natural restoration) boxes, the upper and lower extreme
data points that are not considered outliers as coloured horizontal lines and the outliers as red pluses. The larger the spread in data, the
more the IG wave reduction is influenced by variations in hydrodynamic and profile forcing parameters. Furthermore, y-values below
1 indicate that the IG wave height is reduced by the restoration, whereas y-values above one indicate an enhancement of the IG wave
height by the restoration

The efficiency of the restoration is strongly linked to the generation of IG and VLF waves by the breakpoint
mechanism. As was explained in Section 2.2.1.1 and again highlighted in Chapter 7, the breakpoint mecha-
nism is most strong for low water levels, large wave heights and large forereef slopes. Next to that, wave dissi-
pation and reflection is largest for low water levels and large wave heights. Both mechanisms are clearly ob-
served in Figures D.20 to D.26 in Appendix D, where the IG and VLF wave height reduction by the restoration
is large for restoration locations that are located shoreward of the breakpoint and under the above mentioned
hydrodynamic forcing conditions (large wave heights and forereef slopes and low water levels). Restorations
that are located seaward of the breakpoint location reduce incoming SS wave heights and thereby the IG
waves that are generated by the breakpoint mechanism. The reduction of the beach toe IG wave heights
across various restoration locations is illustrated in Figure 8.6, whereas the reduction of the beach toe VLF
wave heights is displayed in Figure 8.7.

8.2.3. Bulk results
In the previous sections, the main mechanisms that lead to either an increase or reduction of the different
runup components are elaborated. In this section, a final overview is given of the hydrodynamic effects of a
restoration and the flood risk reduction potential across the different restoration locations and reef shapes.

Figure 8.8: Hydrodynamic effects of a restoration. Green arrows indicate a positive correlation (e.g. when wave dissipation across the
restoration increases, setup across the restoration increases). Red arrows indicate a negative correlation (e.g. when wave dissipation
across the restoration increases, the SS wave height behind the restoration decreases). *: HSS reduction only affects radiation stress
forcing of setup and IG waves when located seaward of the breakpoint. **: HSS−beach only minor influence on SS runup.
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In Figure 8.8, an overview of the hydrodynamic effects of a restoration is given. Across the restoration, wave
dissipation and reflection cause a decrease in infragravity (IG and VLF) and SS waves and an increase in setup.
The SS wave reduction then affects the radiation stress forcing at the breakpoint if the restoration is located
seaward of the breakpoint. If so, SS wave height reduction across the restoration causes a decrease in radia-
tion stress gradients at the breakpoint and thus setup. As the SS wave height is the controlling parameter of
the IG generation by the breakpoint forcing, an SS wave height reduction also causes a reduction in IG waves
when the restoration is located seaward of the breakpoint. The beach toe wave heights determine the runup,
in which the SS beach toe wave height affects the setup and IG wave component of the runup by reducing
radiation stress gradients and limiting the transfer of energy from SS to IG waves, respectively. The SS runup
component is relatively stable, likely as a result of the depth limitation on the SS wave height.

In Figure 8.9 a final overview of the runup reduction potential is given for each profile shape. This figure gives
insight into profile shapes with the most promising runup reduction potential, restoration locations that induce
the largest reduction in runup and the variability of the runup reduction under varying forcing conditions.

Figure 8.9: The total runup reduction plotted for (a) the typical fringing reef profile, (b) the convex profile, (c) the straight profile and (d)
the three-slope profile. In each subplot, for each restoration location (denoted by the numbers 1-6 at the x-axis) and for each restoration
type (natural (N) restoration or an artificial (A) reef restoration, also indicated at the x-axis), the runup reduction is calculated, for all
hydrodynamic forcing conditions and reef parameters. This results in box plots where for each restoration type (location and restoration
height), the 25, 50 and 75 percentile are plotted as the blue (artificial reef) and green (natural restoration) box, the extreme data points
that are not considered outliers as coloured horizontal lines and the outliers as red pluses. Above the box plots, the exact median values
are printed.

Profile shape From Figure 8.9 it is evident that restorations across the three-slope profile are most efficient
in reducing the runup (with approximately 40 % on average). The depth induced wave breaking outside
the baseline scenario surfzone, at relatively large depths, and the significant reflection at the outer edge of
the restoration causes a significant reduction in short wave heights, accompanied by a marginal increase in
setup. This again diminishes both the breakpoint forcing of IG waves at the nearshore slope and the setup
against the shore. To a lesser extent, a similar effect is discerned across the straight profile (subfigure (c) in
Figure 8.9), in which the reduced SS beach toe wave heights cause a significant decrease in runup (15 to 19 %
reduction on average). Runup reduction at the typical fringing reef profile and convex reef is much smaller
(between 5 % and 15 % reduction) due to the increase in setup across the restoration. What is more, there are
several conditions (large incident SS wave height, low water depths), under which the restoration increases
the runup, which is apparent from the 75 runup percentile depicted in Figure 8.9 that is above 1 for many
restoration locations. Clearly, profile shapes that are naturally more susceptible to flooding (the straight and
three-slope profile) benefit most from the coral restoration.

Restoration locations The effect of the restoration location varies across the different profile shapes. For
the straight and three-slope profile, the restoration location does not influence the runup reduction potential
significantly, as they are all located at larger depths away from the breakpoint location. This is different for
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the convex and typical fringing reef profile, where restorations located in the vicinity of the baseline scenario
breakpoint enhance radiation stress gradients and can therefore increase the setup with up to 70 %. Restora-
tions close to shore and at the lower forereef of the typical and convex profile do have a favourable effect
on flood risk. Clearly, restorations at the typical and convex profile must be designed with more care for the
prevailing hydrodynamic conditions on site, to prevent the unwanted increase in runup by the restoration.

Varying forcing conditions In Figure 8.9, the influence of varying model parameters can be gathered from
the boxplots. The straight profile shows the least variation in runup reduction for varying forcing conditions.
At this profile, a reduction in runup is achieved under all conditions and at all locations. For the typical
fringing reef and convex profile, the reduction of the runup is highly dependent on the restoration location
and on the forcing conditions; the boxplots show a large spread with values both below and above one. This
is due to contradictory effects of the restoration at these profiles. As can be deduced from Figures D.20 and
D.21, typical fringing reef restorations mostly increase the setup across the reef flat but reduce SS and IG
wave heights. Hydrodynamic forcing conditions determine which mechanism is dominant. Across the three-
slope profile, restorations induce a reduction in runup across all locations, although the boxplots show a
large scatter in reduction values. As can be deduced from Figures D.25 and D.26, the restorations across the
three-slope profile respond strongly to wave height and water level modulations, as expected as larger wave
heights and lower water levels will significantly increase dissipation and reflection across the relatively deep
restorations at the shelf.

8.3. Discussion

The results on the effects of coral restoration for coastal protection seem promising, as a reduction in runup
can be accomplished for each reef profile shape, the efficiency dependent on the location of the restoration.
This gives hopeful ground for future research, as much is left to discover about the effect of coral restorations.
Some caveats must be made, however, on the predictive capability of these results.

Restoration schematization Coral restorations are modeled as bed elevations with enhanced friction coef-
ficients. In nature, coral transplantations and artificial reef restorations are not impermeable, allowing some
water to flow through the canopy, which could induce a reduction in setup and reduced reflective values
compared to the impermeable bed case. Another schematization assumption is that the existing reef is of
poor quality, with sufficiently low bed elevations to be schematized as a flat bed with a low roughness, on
which restorations are imposed. If large coral colonies are present at the reef, the effect of the coral restora-
tion is diminished, as reflection and wave breaking are expected to be the main cause of the runup reduction,
which is partly taken over by existing reef communities. Hence, the schematization of the coral canopy as an
impermeable wave blocker at an otherwise flat bed defines the upper limit of the runup reduction potential.

Model limitations The reef is schematized as a 1D system, solving only variations in cross-shore direction.
The assumption of limited along shore variation in waves and currents is viable for the middle section of
long stretches of restorations. On the lateral edges of the domain, however, 2D effects such as wave induced
currents become important, creating circulation cells at the boundaries of the restoration that alter the hy-
drodynamics across the reef. Moreover, circulation cells induced by low-crested breakwaters have shown to
be a contributor to coastal erosion [126]. These effects will not be captured by the 1D model.

Model processing There are several limitations regarding the processing of XBeach data. Firstly, as was
mentioned before, the distinction between SS, IG and VLF waves is based on cutoff frequencies that deter-
mine which part of the energy spectrum is attributed to which wave component. Next to this, the total wave
heights are splitted into incoming and outgoing wave heights based on theory by Guza et al. [60]. It is, how-
ever, not possible to distinguish whether the incoming waves are in fact incident incoming waves or waves
that are reflected off of the inner edge of a restoration in the direction of the shore, which is presumed to
happen at the three-slope reef.

Hydrodynamic forcing conditions Variations in model forcing conditions and profile parameters are mod-
eled to capture some of the variability observed in nature. An important phenomenon is resonance at the
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reef, a mechanism that can be responsible for a significant enhancement of the runup and that is a func-
tion of both hydrodynamic and morphological parameters [53] [117]. An indication of this hydrodynamic
phenomenon was only observed across the steep (1:2 slope) fringing reef (see Figure 7.1), where VLF waves
showed a slightly progressively growing pattern across the reef flat, attaining their maximum height near the
coast and minimum height at the reef edge, although wave heights were very small. The resonant forcing
across these reefs is in accordance with the study of Pearson [116], who noted that resonance occurs mainly
on narrow reef flats. The effect of a restoration on the resonant forcing is difficult to gather from the current
dataset, although it is clear from Figure 8.3 that outgoing wave heights can be slightly larger shoreward of the
restoration than seaward of the restoration, an indication that waves are reflected off of the beach and then
again reflected shoreward off of the restoration. A reflection basin could be detrimental for coastal safety,
although an increase in runup by wave motions has not been observed in this dataset. Therefore a study on
resonant forcing by restorations, searching for parameter combinations that can excite resonance as a result
of a restoration, would be highly interesting to observe this effect and identify under which conditions these
restorations become problematic.

Wave dissipation processes Based on the XBeach non-hydrostatic model, it is not possible to determine
whether the wave height reduction is the effect of either frictional wave damping, wave breaking dissipation,
a transfer of energy between frequencies or reflection. A detailed analytical analysis of wave dissipation pro-
cesses across the restoration would thus be of large interest to accurately describe the wave transformation
processes across the restoration.

Coral ecology In this research, focus is on the hydrodynamic effects of coral restorations, with limited at-
tention to the ecological response of restored sections. For this, a canopy model as described by Rooijen
et al. [142] is more appropriate, with which in canopy flow and shear stresses can be modeled, which coupled
to ecological growth properties and constrictions of coral can give an insight into the growth potential and
longevity of the restored sections at different locations. Based on the current study, it can be concluded that
restorations in zones of rapid wave dissipation and hence high bottom stresses (such as the reef edge restora-
tion of the typical fringing reef) are not favourable from a hydrodynamic point of view. From an ecological
point of view, these zones are also troublesome, as bottom stresses are often too high for large canopies to
develop. For this reason, the reef edge of a fringing reef is often formed by a calcareous crest as corals cannot
grow at this exposed site. Hence, most questionable locations from an ecological point of view are already
omitted by their enhancement of the flood risk. Outside the region of rapid wave dissipation (reef edge),
wave action across the increased bed elevations of the restorations induces significant flow through the coral
canopy, transporting nutrients to the coral and flushing debris, which is ecologically favourable.

Feasibility of upscaling coral restoration In this study, it is assumed that large stretches of coral reef can
be restored. Little attention has been paid to the actual feasibility of this. It needs to be investigated whether
the large scale implementation of coral transplantation or artificial reef construction is possible, and if the
benefits of coral restoration outweigh the costs.

8.4. Conclusion

For four reef profile shapes, restorations have been designed and modeled to assess their effect on wave
transformation and flood risk reduction. A first insight is gained into profiles and locations with restoration
potential, as well as mechanisms responsible for the reduction in runup.

Restoration potential is distinctly different among varying profile shapes. The typical fringing reef and the
convex reef feature a reef flat that acts as a natural wave attenuator, diminishing the flood risk reduction ef-
fect of the coral restoration. The straight and three-slope profile are relatively unprotected from wave action,
rendering them vulnerable to coastal flooding, but also responsive to restoration measures. Runup reduc-
tions of up to 40 % are observed for the three-slope profile and up to 20 % for the straight profile, while runup
reduction across the typical and convex reef are stalled at approximately 5 %. For each profile shape, both the
most promising and the least promising restoration locations are indicated in Figures 8.10 to 8.13, in which
the reduction of different runup components is illustrated.
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In general, the main mechanisms responsible for runup reduction are the reflection and dissipation of SS and
IG wave heights across the restoration. The reduction of SS waves can cause the setup and IG wave runup to
decrease due to the reduced radiation stress gradients and breakpoint forcing, as well as a diminished transfer
of energy from short waves to the infragravity waves. Under certain conditions, runup can be increased by a
restoration as a result of a large increase in setup, which is often observed for artificial restorations across the
typical and convex reef. Possibly, runup could be enhanced due to resonant forcing, but this phenomenon
has not been observed in the current dataset. The significant reflection off of the restoration is an interesting
characteristic, as this reduces the overall wave energy shoreward of the restoration and thereby the runup.
Therefore, dense coral canopies or artificial structures are wanted as a low permeability maximizes the re-
flection.

The results of this chapter show promising terrain for restoration measures. Based on the gained insight into
the hydrodynamic effects of restorations, optimal coral restoration strategies can be formulated, although
model limitations and restrictions on the validity of the results need to be kept in mind. The study has given
ground for many future areas of study, on the topic of among other reflection and dissipation processes across
the restoration, resonance excitement by restorations and the effect of hydrodynamics on coral ecology.

Figure 8.10: Final overview of the runup reduction at the five restoration locations of the typical profile. In subfigures 1 to 5, the relative
runup reduction is depicted for the five restorations, in which the dark red and green colors indicate the artificial reef restoration, and
light red and green the natural restoration. At the depicted reef profile, restorations are coloured according to how well they reduce the
runup (green is positive, red is negative impact)
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Figure 8.11: Final overview of the runup reduction at the six restoration locations of the convex profile. In subfigures 1 to 6, the relative
runup reduction is depicted for the six restorations, in which the dark red and green colors indicate the artificial reef restoration, and
light red and green the natural restoration. At the depicted reef profile, restorations are coloured according to how well they reduce the
runup (green is positive, red is negative impact)

Figure 8.12: Final overview of the runup reduction at the three restoration locations of the straight profile. In subfigures 1 to 3, the relative
runup reduction is depicted for the three restorations, in which the dark red and green colors indicate the artificial reef restoration, and
light red and green the natural restoration. At the depicted reef profile, restorations are coloured according to how well they reduce the
runup (green is positive, red is negative impact)
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Figure 8.13: Final overview of the runup reduction at the five restoration locations of the three-slope profile. In subfigures 1 to 5, the
relative runup reduction is depicted for the five restorations, in which the dark red and green colors indicate the artificial reef restoration,
and light red and green the natural restoration. At the depicted reef profile, restorations are coloured according to how well they reduce
the runup (green is positive, red is negative impact)
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9
Conclusions

This research explores the hydrodynamic effects of coral restorations at various reef morphologies. Four main
lines of study can be distinguished: the general reef hydrodynamics, the reef profile variability, the wave trans-
formation and flooding across different reef shapes and finally the flood risk reduction of restorations across
various reef morphologies. A simple wave transformation model was developed based on an evaluation of ex-
isting wave dissipation models and a data-analysis on XBeach simulations of a fringing reef. A cluster analysis
was performed to gain insight into the reef profile variability. Furthermore, an XBeach non-hydrostatic model
was set up to discover the effect of different restoration configurations and reef profile shapes on nearshore
hydrodynamics.

9.1. Key findings

The main findings of this research are illustrated below on the basis of the research questions outlined in
Chapter 3.

What are the key hydrodynamic processes that drive inundation and flooding of reef fronted coastlines?

The runup at a reef fronted coast is highly dependent on local geometric conditions and hydrodynamic forc-
ing, showing little correlation to existing formulations for runup at sandy coastlines (e.g. Stockdon et al. [150]
and Gomes da Silva et al. [55]). New formulations for the SS and IG component of the runup at the reef beach
have been identified, based on beach toe wave heights and water levels, as the many non-linear interactions
between reef geometry and hydrodynamics make the prediction of the runup based on offshore wave param-
eters highly inaccurate. Beach toe SS wave heights and setup can be reasonably predicted with the parametric
wave model of Janssen and Battjes [73]. IG waves at relatively steep reefs (>1:20) are foremost generated by
the breakpoint mechanism [122][94], which is dependent on the wave height, water level, forereef slope and
wave length, as was also concluded by Masselink et al. [94]. The IG beach toe wave heights are modeled to be
generated at the reef crest based on an empirical parametrization of the breakpoint forcing, after which they
are dissipated by frictional wave damping and breaking, neglecting work done by short waves [162].

Newly derived runup formulations show the important drivers of runup. The IG runup is mainly dependent
on IG and SS beach toe wave heights (see Figure 4.17), indicating a significant transfer of energy from the
short waves to the IG waves between the beach toe and the shore. The short wave runup is highly correlated
with the SS beach toe wave height, wave length and the beach slope (see Figure 4.11). The setup is calculated
using the Janssen and Battjes [73] model, where setup is defined by the steady state, inviscid cross-shore mo-
mentum balance, which was shown to predict setup across the reef well by Vetter et al. [166]. This can also
be deduced from the comparison of the parametric wave model with observations of Buckley et al. [32] (see
Figure A.2). Two distinct setup zones can be discerned, one across the reef flat (if present), which increases
for larger input wave heights and forereef slopes and lower water levels, and an additional setup at the beach.
This additional setup is foremost a function of beach toe wave heights, which are again dependent on the
amount of dissipation across the reef and the water level.
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How can a large number of coral reef bathymetries be classified into a limited amount of reef profile groups,
based on the essential morphological features of the reef geometries?

Over 30.000 bathymetric profiles of coral reefs across the world have been classified based on the similar-
ity between their depths at a large number of cross-shore locations, similar to the study of Costa et al. [40].
The reef profiles are grouped into bins with similar lengths to ensure a clear resolution of reefs with different
length scales. The k-means algorithm is used to allocate the reef profiles in a length bin to different clusters.
For each clustered group, 5 representative profiles are extracted that were shown to capture the variability
within the clustered profile group. All representative profiles are then categorized based on their reef shape,
from which ten distinct shapes were discerned (see Figure 5.10). Four profiles with distinct hydrodynamic
behaviour and relatively large frequency of occurrence were then extracted for subsequent modeling steps:
the typical fringing reef, the convex reef, the straight reef and the three-slope reef (see Figure 5.12). These reef
shapes represent 70 % of the surveyed reef profiles.

How do varying reef geometries influence wave transformation and flooding?

The reef profile shape heavily influences wave transformation and flooding of the reef fronted coasts. The
forereef slope controls (1) the radiation stress gradients that cause a setup across the reef and (2) the break-
point forcing of IG waves. Both mechanisms are enhanced for larger forereef slopes, thereby enhancing the
IG and setup component of the runup. The dissipation of both low and high frequency motions across the
reef is dependent on the natural wave attenuation capacity of the profile: the reef flat width and level of sub-
mergence of the typical fringing and convex reef, the shelf width and submergence of the three-slope profile
and the forereef length of gently sloping straight reefs. Waves are dissipated by wave breaking at the outer
edge of the reef flat or shelf, while frictional dissipation further decreases wave heights. Dissipation is largest
across the typical fringing reef flat due to the shallow water depths, which enhance both wave breaking and
frictional wave damping. Slightly larger beach toe wave heights are recorded for the convex profile, while
straight profile beach toe wave heights greatly exceed wave heights of the typical profile. Dissipation across
the shelf again lessens beach toe wave heights of the three-slope profile compared to the straight reef. The re-
duction of SS waves at the beach effectuates a reduction in additional setup against the shore and a weakened
transfer of energy from the short waves to the IG waves between the beach toe and the shore. This signifi-
cantly reduces the IG and setup component of the runup. Of the four modeled shapes, the straight profile
is most vulnerable to coastal flooding, due to large setup near the shore and significant IG generation by the
breakpoint mechanism, as no reef flat or shelf is present to damp part of the incoming short wave energy.

What are the hydrodynamic effects of varying coral restoration configurations, across varying reef shapes,
and how does this affect their runup reduction potential?

Nineteen restoration locations across four reef profile shapes have been investigated on their effect on wave
transformation and runup. Forcing conditions (wave height, water level, wave steepness) and profile param-
eters (reef width, forereef slope, restoration width and height) were varied for different model runs. From the
observations of hydrodynamics across all restorations, general mechanisms of runup reduction were identi-
fied. Generally, the outward reflection of both short and infragravity (IG and VLF) motions reduces wave en-
ergy reaching the shore. The dissipation of SS and IG waves across the restoration is substantial, with largest
dissipation rates noted for restorations in shallow water depths. The reduction in SS wave heights leads to an
increase in setup across the restoration. If, however, the restoration is located seaward of the baseline sce-
nario breakpoint, the SS wave reduction decreases the radiation stress forcing at the breakpoint and hence
the setup across the reef flat. Furthermore, as the SS wave height is the controlling parameter of the IG gener-
ation by the breakpoint forcing, an SS wave height reduction also causes a reduction in IG wave height (when
the restoration is located seaward of the breakpoint). The reduction of SS beach toe wave heights reduces the
additional setup near the shore and IG wave component of the runup. Naturally, the dissipation of IG waves
also leads to a reduction in IG wave runup.

Restoration potential is distinctly different among varying reef profile shapes. The typical fringing reef and
the convex reef feature a reef flat that acts as a natural wave attenuator, diminishing the flood risk reduc-
tion effect of the coral restoration. The straight and three-slope profile are relatively unprotected from wave
action, rendering them vulnerable to coastal flooding, but also responsive to restoration measures. Average
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runup reductions of approximately 40 % are observed for the three-slope profile due to the significant reflec-
tion of waves at the shelf restorations. At the straight profile, runup is reduced with up to 20 %, while runup
reduction across the typical and convex reef are stalled at approximately 5 %.

The optimal restoration location is different for each reef type. For the straight and three-slope profile, the
restoration location does not influence the runup reduction potential significantly, as they are all located at
larger depths away from the breakpoint location. This is different for the convex and typical fringing reef pro-
file, where restorations located in the vicinity of the baseline scenario breakpoint enhance radiation stress
gradients and can therefore increase the setup with up to 70 %. Therefore, restorations at the upper forereef
and reef edge of the typical and convex profile are deemed unsuitable. Restorations closer to shore and at
the lower forereef do have a favourable effect on flood risk. Clearly, restorations at the typical and convex
profile must be designed with more care for the prevailing hydrodynamic conditions on site, to prevent the
unwanted increase in runup by the restoration.

9.2. Advances

A new, simple wave transformation model is described that gives a fair approximation of wave transformation
and runup at reef fronted coastlines. The novelty of this model lies in its ease of use, the computational effi-
ciency and the fact that it is purpose-built for reefs. It is accessible for a wide range of stakeholders involved
in coastal management and protection of reef lined areas. Moreover, it enables the quick calculation of large
numbers of profiles.

Not before has such a large dataset of reef profiles been grouped. We now know what the actual reef bathyme-
tries look like that make up the reef coastline. The schematization of the clustered profile groups then enables
the efficient modeling of different reef geometries, extending knowledge of reef hydrodynamics across a wider
range of profiles than the typical fringing reef profile.

Coral restorations are often executed for ecological reasons. Coral restoration for coastal protection is, how-
ever, marginally investigated. With this research, it is shown that coral restorations have the potential of
creating a positive impact on coastal flood risk reduction. A first guideline on how to optimize the effect of
a restoration is given, by exploring different restoration locations at various reef morphologies and under
varying forcing conditions.

9.3. Limitations

Important model and research limitations and assumptions have been described in the Discussion section
of Chapters 4, 5, 7 and 8. The main limitations are in summary:

• Limited validation of reef hydrodynamic model.

• Validity of derived empirical expressions for IG generation and runup restricted by model limitations
of Pearson [116].

• Reef profile grouping based on depth observations requires thorough supervision of the classification
process and additional steps to obtain clear results.

• 1D XBeach modeling approach neglects 2D effects such as horizontal circulation cells and longshore
currents.

• Limited variation in reef profile parameters (forereef slope, reef flat/shelf width).

• Limited variation in restoration locations and hydrodynamic forcing conditions. Significant resonant
forcing not observed for modeled parameters.

• Schematization of a restored reef as a flat bottom with low roughness on which an impermeable bed
elevation with increased friction coefficients is imposed.
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In spite of these limitations, the concept of coral restoration is believed to be a promising technique to reduce
coastal hazards. Furthermore, the reef hydrodynamic model, although not perfect, gives a good first order
assessment of reef hydrodynamics.
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Recommendations

This study can give fruitful grounds for future research, for which we can make several recommendations.

1. Collect field, laboratory and numerical data to validate and extend the current simple reef hydrody-
namic model
As coral restoration projects are executed all around the world’s reefs, often without knowledge of hy-
drodynamic effects of the restoration, there is much potential for a fast, easy to use model to predict
the wave transformation and runup across various reef shapes, with and without restorations. However,
more research is required for the model to be implemented as a trustworthy tool. Several elements of
the model could be topic of further research:

(a) Validate short wave transformation model of Janssen and Battjes [73] across different reef shapes
with field and numerical data
Various field campaigns have been executed to measure wave transformation at reefs [125]. There-
fore, suitable datasets need to be identified, as well as numerical data to support the validity of the
short wave transformation model.

(b) Improve and extend semi-empirical relations for breakpoint forcing of IG waves and runup with
numerical simulations
The empirical parametrization of IG wave heights and runup based on XBeach simulations of
Pearson [116] has shown good results for the typical fringing reef. Interestingly, the numerical sim-
ulations executed in this study show that the breakpoint forcing of IG waves is dominant across
a range of profiles. This suggests that it is possible to derive empirical formulations for IG wave
heights at reef profiles other than the typical fringing reef. Furthermore, the XBeach simulations
of varying reef shapes and restoration configurations can be used to further investigate the rela-
tion between beach toe wave heights and runup, and verify whether the obtained relations hold
for other reef profile shapes.

(c) Implement additional processes in simple reef hydrodynamic model
Several processes can be implemented to further advance the model, such as reflection at the
forereef and beach and resonance across the reef flat. Furthermore, observed effects of the coral
restoration can be incorporated in the simple reef hydrodynamic model.

2. Convert the updated reef hydrodynamic model into an interactive tool accessible to people with dif-
ferent backgrounds and education
As coral restorations are executed by a variety of actors, ranging from well informed employees of fed-
eral institutions to local populations committed to the reef’s health, it would be of great use to turn the
reef hydrodynamic model into a simple to use tool that can be distributed widely. It can also be used as
an awareness tool, giving insight into the threats to coastal safety of unhealthy reefs.

3. Carry out model runs with more variations in reef profile shapes, profile dimensions and other
model parameters
This study has focused on the effects of coral restoration on a limited number of reef profile shapes and
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dimensions. Much more knowledge can be gained about the reef geometry control on nearshore hy-
drodynamics by increasing the variation in profile dimensions. Furthermore, the reef is modeled with
one low friction coefficient. By modeling different roughness values, the effect of frictional dissipation
across varying reef profiles can be studied.

4. Improve the understanding of hydrodynamic and ecological effects of coral restoration

(a) Carry out laboratory experiments to validate the effect of a restoration on nearshore hydrodynamics
In this research, the effect of a restoration is investigated using numerical simulations. However,
no data are available to calibrate the results. Moreover, the flow through the canopy and its in-
fluence on the overlying flow is a difficult subject to model. Furthermore, reflection against a
porous restoration is different than against an impermeable bed elevation. Therefore, laboratory
experiments of different reef restoration configurations can prove highly valuable.

(b) Carry out additional model runs with more variation in restoration configurations
In this study, a limited number of different restoration widths, heights and locations is investi-
gated. It would be interesting to increase the number of parameter variations. Furthermore, the
effect of the restoration roughness on wave dissipation is an interesting topic of study.

(c) Investigate wave dissipation processes across the restoration
Based on current model results, it is hard to determine whether wave dissipation occurs as a result
of wave breaking or frictional wave dissipation. Therefore, an interesting line of research is the
elaboration of the momentum balance across the restoration, to determine the contribution of
each dissipation process. This requires careful attention, as the multiple locations of reflection at
the reef complicate the establishment of the momentum balance terms.

(d) Investigate resonance excitement by coral restoration
Coral restorations can create a basin in which resonance is enhanced. This enhancement of
low frequency motions was, however, not observed in the current dataset. This gives interest-
ing grounds for further research, searching if conditions exist under which resonance negatively
affects the runup reduction potential of a restoration.

(e) Investigate ecological aspects of coral reef restoration
In this research, little attention has been paid to the link between hydrodynamics and ecology,
while it’s a highly interesting and important topic. If corals cannot survive at the designated
restoration location, restoration efforts are useless. This will depend among others on the in situ
bed shear stresses, the presence of wave induced currents to transport among others nutrients
and coral larvae to the restoration site, and the sea temperature.

(f) Carry out case studies with coral restoration
In a field experiment, all effects of a restoration can be monitored. Not only its effect on wave
transformation and runup reduction, but also the effect on the surrounding ecology. Case studies
can also show whether restoration projects are financially viable and if upscaling of the restoration
techniques is indeed possible.

(g) Build a database of restoration works
Countless local restoration projects are being executed to combat the worldwide degradation of
reefs. It would be highly valuable if all these efforts were to be monitored and gathered in a large
database. With simple checklists that volunteers, agencies and other actors can fill in, they can
help making restoration efforts more efficient. The database can be consulted to find out how
to execute your restoration. This, of course, along with consulting the simple reef hydrodynamic
model to ensure your restoration also aids the protection of the coast.

5. Establish partnerships with restoration foundations
Different platforms exist for coral restoration, such as the Coral Restoration Foundation [2] and the
Coral Restoration Consortium [1]. Their large network connects experts and managers to share lessons
learned from coral restoration works. To raise awareness on coral restoration for coastal protection,
their network can be of invaluable worth.

The knowledge gained about coral restoration to reduce coastal hazards is only the tip of the iceberg. Every-
one is invited to further explore this highly relevant field of study, to protect vulnerable, reef fronted coastal
areas and keep them habitable for future generations.
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A
Reef hydrodynamic model formulations

A.1. Wave breaking formulations

The nearshore dissipation process of wave breaking is solved using parametric wave breaking models, that
require a formulation for the breaker height, that is the maximum stable wave height. Below, three common
parametric wave breaking formulations are elaborated, after which several breaker height formulations are
highlighted. In Section A.1.3, results of the reef hydrodynamic model with different wave breaking models
and breaker height formulations are compared to laboratory experiments of Buckley et al. [32], in order to
determine the wave breaking dissipation model that is best suited to capture the wave breaking across steep
coral reefs.

A.1.1. Parametric wave breaking models
Parametric wave breaking models describe sea state characteristics using time averaged, local parameters
[13]: the local wave height Hr ms , the water depth, the wave frequency and the fraction of breaking waves QB .

A.1.1.1 Battjes and Janssen [16]

The basis of many parametric wave breaking models is the model by Battjes and Janssen [16]. By making
the analogy with a turbulent bore the energy dissipation is predicted, assuming the wave height is Rayleigh
distributed with a cutoff function for the maximum possible wave height [16]:

p(H) =
1−exp

(
−1

2
H 2/Ĥ 2

)
, for 0 ≤ H < Hb

1, for Hb ≤ H

This leads to an expression where the dissipation is dependent on the fraction of breaking waves Qb , the
mean frequency f̄ and the breaking wave height Hb :

〈εb〉 =
α

4
Qb f̄ ρg H 2

b (A.1)

where Qb is obtained by solving the implicit function:

1−Qb

lnQb
=−(

Hr ms

Hb
)2 (A.2)

Various formulations for the breaking wave height Hb exist, of which an overview is given in Section A.1.2.
The model was validated with flume experiments carried out on both a plane beach and bar-trough beach
profile, with a slope of 1:20 and different forcing conditions. The model shows good agreement with the test
results and has proved to be very successful in the estimation of nearshore wave processes on mildly sloping
beaches [73].
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A.1.1.2 Baldock et al. [13]

On steep slopes, the dissipation term of the Battjes and Janssen [16] model is insufficient to balance the
shoaling of incoming waves [73], requiring an additional cutoff function to account for very shallow waters. To
accurately model breaking waves on steep slopes, Baldock et al. [13] modified the roller model of Battjes and
Janssen [16] by adapting the wave height distribution function. Instead of the truncated Rayleigh distribution,
the full Rayleigh distribution is used:

p(H) = 2H

H 2
r ms

exp

[
−

(
H

Hr ms

)2]
(A.3)

which leads to an explicit formulation for Qb and 〈εb〉:

Qb = exp

[
−

(
Hb

Hr ms

)2]
(A.4)

〈εb〉 =
α

4
ρg fpQ(H 2

b +H 2
r ms ) (A.5)

Any breaker height formulation can serve as input for Hb . Experimental flume tests on a 1:10 beach profile
were carried out to support the model, showing that indeed a better fit was found for the inner surf zone,
where waves are still found to be Rayleigh distributed and do not follow the cutoff function of Battjes and
Janssen [16] (H/Hr ms = Hb/Hr ms [13]). On mildly sloping beaches, the Baldock et al. [13] model gave similar
results to the Battjes and Janssen [16] model.

A.1.1.3 Janssen and Battjes [73]

Janssen and Battjes [73] observed an algebraic inconsistency in the model of Baldock et al. [13] formulation
(see Janssen and Battjes [73] for a detailed description). By eliminating this inconsistency, they obtained an
improved (explicit) expression for the wave breaking dissipation:

〈εb〉 =
3
p
π

16
B f ρg

H 3
r ms

h

[
1+ 4

3
p
π

(
(Hb/Hr ms )3 + 3

2
(Hb/Hr ms )

)
exp

[−(Hb/Hr ms )2 −erf(Hb/Hr ms )
]]

(A.6)

Predictions of the Janssen and Battjes [73] model show a good fit with observations of the wave transforma-
tion on steep beaches measured by Baldock et al. [13]. Especially the physics of the inner surf zone, where
wave heights can exceed the breaker height, are more accurately captured by the robust model, including
’shore breaks’, waves that break very near or at steep beaches. The physics of shore breaks are similar to the
reef break, where waves break at the edge of the reef, and therefore the accurate prediction of shore breaks
could also improve predictions of the wave transformation across the reef.

A.1.2. Breaker height formulations
The parametric wave breaker models are calibrated with two variables, α and γ, which determine the wave
breaking height. Often α is set to one, after which γ is empirically fitted to the data (e.g. Battjes and Stive [17]
and Ruessink et al. [143]). Massel and Gourlay [93] treat both α and γ values as variables. Below common
breaker formulations with distinct characteristics are shortly described.

• Battjes and Janssen [16] adopted a modified version of Miche [99]’s breaker height criterion, ensuring
that in shallow water Hb reduces to γ*h:

Hb = 0.142∗Lb ∗ tanh

(
γ

0.88

2πhb

Lb

)
(A.7)

A constant γ of 0.8 gave the best fit with the experimental setup as described in Section A.1.1.1.

• Battjes and Stive [17] improved the formulation for γ in Equation A.7 by calibration tests of both lab-
oratory and field data with different profile shapes (plane, bar-trough and concave beaches, slope be-
tween 1:20 and 1:40) and hydrodynamic forcing conditions. They defined γ as a function of the wave
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steepness, while keeping α equal to one. Nairn [106] further improved this formulation by adding ex-
perimental data of the Pacific coast of Thornton and Guza [157]. He found the following relation:

γ= 0.39+0.57tanh(33∗ s0) (A.8)

Now the wave breaking height is not only a function of the wave length and water depth, but also of the
wave steepness.

• Ruessink et al. [143] came up with again a different formulation for the γ-value in Equation A.7 based
on field experiments of different beaches (Duck, NC, USA, Egmond and Terschelling, The Netherlands)
and additional verification using existing laboratory data of among others Battjes and Janssen [16].
Without a physical explanation but with a better fit than Equation A.8 they defined γ as:

γ= 0.76∗kh +0.29 (A.9)

where γ is a function of the wave number and local water depth.

• Kamphuis [76] formulated a breaker parameter that is dependent on both the wave length, the water
depth and the slope (β), for both regular and irregular waves, based on 225 hydraulic test results with
beach slopes between 1:10 and 1:40. It is a modification of Miche [99]’s breaking criterion. For regular
waves, the formulation reads:

Hb = 0.127∗exp
(
4β

)
Lp tanh

(
2πhb

Lb

)
(A.10)

• Massel and Gourlay [93] studied the wave transformation across reefs, for which they fitted experimen-
tal data of several fringing reefs to the bore model of Battjes and Janssen [16]. Both α and γ were con-
sidered as free coefficients. They formulate two different breaker heights, one at the steep forereef and
one at the reef flat. The reef-face is modeled according to Singamsetti and Wind [148], who performed
laboratory tests with beach slopes ranging from 0.025 to 0.2:

Hb = 0.937∗hb ∗β0.155
(

H0

L0

)−0.130

(A.11)

Wave breaking at the reef top, where the slope is often smaller than 0.025, is modeled as:

Hb = h


√

1+0.01504h−2.5∗ −1

0.1654h−1.25∗


2

(A.12)

where:

h∗ = h

g T 2 (A.13)

This formulation is based on the study by Massel [92] on breaking wave heights at constant depths,
using a large dataset of different field observations of reefs as well as shallow water wave experiments
in a flume.

The α value was found to be a function of the non-linearity parameter as formulated by Gourlay [56]:

Fc = g 1.25 ∗H 0.5 ∗T 2.5

h1.75
e

(A.14)

where he is the water depth at the reef edge. This parameter was proposed to distinguish different wave
transformation regimes: for small values of Fco spilling waves are observed, whereas plunging waves
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are apparent when Fco is larger than 150-200. For different reef configurations, different α-values are
found. For a reef with a 1:4.5 slope, they obtained the following fit:

α=
{

0, if Fc0 ≤ 100

0.0156(Fc0 −100)0.576, if Fc0 > 100

For a reef with a 1:1 slope, α was defined as:

α=
{

0, if Fc0 ≤ 100

0.0252(Fc0 −100)0.517, if Fc0 > 100

As the formulation of Massel and Gourlay [93] is especially calibrated to reef profiles, this formulation
seems favourable. However, theα and γ values are only fitted to three different test cases, which makes
the larger scale applicability questionable.

• Su et al. [154] performed a similar analysis to Massel and Gourlay [93], deriving empirical coefficients
for an existing bore model using experimental data of Demirbilek et al. [44]. Based on the Janssen and
Battjes [73] bore model, the best fit between observed and modeled wave height transformation was
found, evaluating different existing formulas for γ (e.g. Battjes and Stive [17], [106], and Ruessink et al.
[143]). They conclude that γ is not related to the offshore wave steepness, but found a good fit for γ
related to kh:

γ= 0.431+1.032
β

kh
(A.15)

Furthermore, they support Massel and Gourlay [93]’s observation that α is related to the non-linearity
parameter Fc , resulting in:

α= 1.245+9.65∗10−5 ∗Fc (A.16)

A.1.3. Breaker formulation results
All roller models and breaker formulations are formulated based on different assumptions and model calibra-
tion data, resulting in models with different ranges of validity. Both the parametric breaker model by Baldock
et al. [13] and Janssen and Battjes [73] are adapted for steep slopes, which makes them favourable for imple-
mentation in the reef hydrodynamic model. Next to that, they are explicitly formulated, which makes them
much faster to solve than the Battjes and Janssen [16] model. For this reason, only the two explicit models are
tested.

Breaker height formulations by Su et al. [154] and Massel and Gourlay [93] are validated for reef lined coasts,
whereas other formulations are calibrated on field data of sandy coastlines. Based on Figures A.1 and A.2, it
is determined whether the range of validity of the models can be extended to the reef environment. Here,
the results of the reef hydrodynamic model using different formulations are depicted, as well as results of
laboratory experiments by Buckley et al. [32] with the following input conditions:

• Hr ms,0= 4.32 m
• Tp = 13.56 s
• Water level above reef flat = 1.44 m
• Forereef slope= 1:5 and reef width = 500 m

Both parametric wave models of Baldock et al. [13] and Janssen and Battjes [73] give a good global prediction
of the wave breaking process across the coral reef. Near the reef crest, the wave height prediction is rather
difficult due to the large gradients in bathymetry. However, at the reef flat, the wave height is accurately
represented, and as beach toe wave heights are input for the runup prediction formulas, it is most important
that these wave heights are similar to the observed wave height values. The magnitude of the setup is also
accurately captured by both models. Breaker height formulations have a large influence on the wave breaking
process depicted in Figure A.1. To have a stable wave breaking model, Janssen and Battjes [73]’s model is
chosen. The breaker height formulation of Su et al. [154] is implemented as this formulation is derived for
reef environments and shows a good agreement with the results.
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Figure A.1: The wave height transformation of incoming short waves, depicted by the coloured solid lines, and the setup, depicted by the
coloured dashed line, for various breaker height formulations, for the parametric wave breaking model of Baldock et al. [13]

Figure A.2: The wave height transformation of incoming short waves, depicted by the coloured solid lines, and the setup, depicted by the
coloured dashed line, for various breaker height formulations, for the parametric wave breaking model of Janssen and Battjes [73]

A.2. Influence of model parameters on IG wave height variability

Different model parameters influence the IG wave height at the reef crest, some of which are not taken into
account in the derived empirical formulation based on linear regression analysis. Figures A.3 to A.4 support
observations denoted in Section 4.2.2.1 of Chapter 4. From these figures, it is clear that the friction coefficient
and the reef width are important causes for scatter in the formulation for the IG wave height.
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(a) Filtered on the reef roughness

(b) Filtered on the reef width

Figure A.3: Plots of the dimensionless IG wave height calculated by XBeach versus optimized empirical formulations, sorted per wave
period group, filtered on (a) the reef roughness and (b) the reef flat width
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Figure A.4: Plot of the dimensionless IG wave height calculated
by XBeach versus optimized empirical formulation, filtered on
the roughness

Figure A.5: Plot of the dimensionless IG wave height calculated
by XBeach versus optimized empirical formulation, filtered on
the reef flat width

A.3. Runup prediction

In Section 4.2.3 of Chapter 4, a runup formulation is derived for the incident swash at the reef beach. Although
the goodness of fit is significantly increased compared to existing formulations, the formulation still shows
significant scatter. Based on Figure A.6, the sources of scatter can be determined, as is done in Section 4.2.3.

Figure A.6: Colour maps of model variables influencing the optimized incident swash formulation, where the influence of the mean
water level at the beach toe, the offshore wave height, the reef width, the beach slope and the period is depicted





B
Cluster Analysis

B.1. Analysis of cluster variables

The cluster analysis starts with the analysis of different cluster variables with one cluster method (the Gaus-
sian Mixture model). In Figures B.1 to B.5 and Tables B.1 to B.5 the results for model runs with different cluster
variables are shown: the regular depths, the normalized depths, the varying grid resolution, geographic filter-
ing and the length binning. Based on these results, conclusions on the method to define the cluster variable
are denoted in Section 5.4.1 of Chapter 5.

Figure B.1: Results of the cluster analysis with the GM model, with 20 cluster centers and regular depths as cluster variables

Table B.1: Cluster center characteristics of the GM model in combination with the regular depth as cluster variable; the size of the
represented profile dataset, the average of the RMSE of all profiles in a cluster center (RMSE 100) and the average of the 95 percentile
lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 6 7 8 9 10
Size 11969 5704 4154 1201 1262 1273 805 790 556 595
RMSE 100 3.87 3.58 3.80 3.48 3.07 3.53 2.93 3.31 2.06 1.91
RMSE 95 3.64 3.39 3.62 3.31 2.92 3.37 2.78 3.09 2.00 1.85

Cluster nr 11 12 13 14 15 16 17 18 19 20
Size 399 70 393 253 164 182 125 147 112 12
RMSE 100 2.08 2.87 2.13 2.24 1.56 2.18 2.11 1.53 1.20 1.12
RMSE 95 1.99 2.80 2.04 2.18 1.52 2.13 2.08 1.42 1.16 1.08
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Figure B.2: Results of the cluster analysis with the GM model, with 20 cluster centers and normalized depths as cluster variables

Table B.2: Cluster center characteristics of the GM model in combination with the normalized depth as cluster variable; the size of the
represented profile dataset, the average of the RMSE of all profiles in a cluster center (RMSE 100) and the average of the 95 percentile
lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 6 7 8 9 10
Size 15893 10 7346 27 39 78 3211 8 1390 205
RMSE 100 4.08 3.44 4.15 4.96 5.10 6.03 4.09 5.01 3.07 5.31
RMSE 95 3.80 3.44 3.94 4.59 4.83 5.89 3.94 5.01 2.93 5.12

Cluster nr 11 12 13 14 15 16 17 18 19 20
Size 146 934 10 1 2 322 113 92 254 79
RMSE 100 5.71 2.74 3.43 0.04 0.18 2.58 2.63 6.09 1.55 3.24
RMSE 95 5.59 2.63 3.43 0.04 0.18 2.53 2.51 5.86 1.46 3.16

Figure B.3: Results of the cluster analysis with the GM model, with 20 cluster centers and irregularly spaced depths as cluster variables

Table B.3: Cluster center characteristics of the GM model in combination with the depth at varying distances as cluster variable; the
size of the represented profile dataset, the average of the RMSE of all profiles in a cluster center (RMSE 100) and the average of the 95
percentile lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 6 7 8 9 10
Size 5211 3854 3678 2666 1798 2409 2404 1571 1018 1504
RMSE 100 3.58 2.49 2.79 2.58 2.95 2.33 2.48 3.39 3.40 2.66
RMSE 95 3.40 2.34 2.64 2.47 2.76 2.24 2.37 3.20 3.21 2.55

Cluster nr 11 12 13 14 15 16 17 18 19 20
Size 710 373 1131 73 723 266 227 191 109 250
RMSE 100 1.92 3.68 2.09 2.87 2.05 2.06 1.72 1.60 1.28 1.74
RMSE 95 1.79 3.53 2.02 2.72 2.00 2.00 1.67 1.55 1.21 1.68
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Figure B.4: Results of the cluster analysis with the GM model, with 21 cluster centers and regular depths as cluster variables, filtered per
geographic region

Table B.4: Cluster center characteristics of the GM model with the regular depth as cluster variable, filtered per geographic region; the
size of the represented profile dataset, the average of the RMSE of all profiles in a cluster center (RMSE 100) and the average of the 95
percentile lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 6 7 8 9 10 11
Size 920 239 39 808 176 51 844 401 50 401 220
RMSE 100 4.14 3.34 5.41 3.63 5.33 5.32 4.38 3.84 5.39 3.82 3.01
RMSE 95 3.93 3.08 5.26 3.40 5.15 5.18 4.14 3.60 5.16 3.65 2.85

Cluster nr 12 13 14 15 16 17 18 19 20 21
Size 1043 3305 526 9573 2881 1906 744 2425 2002 1612
RMSE 100 3.57 3.78 4.59 4.06 4.79 4.10 3.35 4.34 3.48 3.18
RMSE 95 3.37 3.53 4.31 3.80 4.50 3.93 3.18 4.13 3.38 3.08

Figure B.5: Results of the cluster analysis with the GM model, with 21 cluster centers and regular depths as cluster variables, filtered per
length bin

Table B.5: Cluster center characteristics of the GM model with the regular depth as cluster variable, filtered per length bin; the size of the
represented profile dataset, the average of the RMSE of all profiles in a cluster center (RMSE 100) and the average of the 95 percentile
lowest RMSE’s (RMSE 95), thereby removing the influence of extreme outliers

Cluster nr 1 2 3 4 5 6 7 8 9 10 11
Size 2293 1833 1491 1610 1976 857 1299 1742 1568 1474 1689
RMSE 100 3.24 2.18 2.42 2.08 2.19 2.63 3.50 2.13 2.63 2.62 3.06
RMSE 95 3.07 2.04 2.22 1.95 2.03 2.44 3.29 2.00 2.50 2.48 2.92

Cluster nr 12 13 14 15 16 17 18 19 20 21
Size 1543 1952 1144 1487 1047 1707 618 1024 688 1116
RMSE 100 3.77 2.99 4.59 3.23 2.60 3.74 3.75 2.82 2.55 2.53
RMSE 95 3.53 2.85 4.38 3.07 2.47 3.58 3.57 2.73 2.50 2.41
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In Figures B.6 and B.7, examples of cluster results are shown, pointing out the large number of profiles that
are grouped in one short cluster and little number of long profiles in another cluster.

Figure B.6: Results of the cluster analysis with the GM model fil-
tered per geographic region, displaying the three cluster centers
of American Samoa

Figure B.7: Results of the cluster analysis with the GM model fil-
tered per geographic region, displaying the three cluster centers
of Guam

B.2. Analysis of cluster methods

Different cluster methods are explored with regular depths as cluster variables, filtered per length bin. Figures
B.8 and B.9 and the corresponding tables support observations denoted in Section 5.4.2 of Chapter 5.

Figure B.8: Results of the cluster analysis with the Maximum Dissimilarity Algorithm, with 21 cluster centers and regular depths as cluster
variables, filtered per length bin

Table B.6: Cluster center characteristics of the Maximum Dissimilarity Algorithm in combination with filtering of the profiles on their
length

Cluster nr 1 2 3 4 5 6 7 8 9 10 11
Size 5067 270 280 3197 1120 126 989 935 2685 3976 624
RMSE 100 6.75 6.36 6.80 3.68 4.93 4.98 4.61 5.74 5.32 6.50 7.17
RMSE 95 6.38 6.23 6.70 3.51 4.82 4.83 4.44 5.61 5.18 6.28 7.04

Cluster nr 12 13 14 15 16 17 18 19 20 21
Size 106 3751 428 404 2971 284 117 898 13 1917
RMSE 100 7.94 7.20 7.38 8.66 6.33 5.96 5.71 4.34 5.33 4.37
RMSE 95 7.83 6.97 7.26 8.52 6.16 5.82 5.59 4.24 5.21 4.25
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Figure B.9: Results of the cluster analysis with k-means, with 21 cluster centers and regular depths as cluster variables, filtered per length
bin

Table B.7: Cluster center characteristics of the k-means algorithm in combination with filtering of the profiles on their length

Cluster nr 1 2 3 4 5 6 7 8 9 10 11
Size 1757 2159 1701 1921 1560 962 1124 1705 1780 1449 1332
RMSE 100 2.09 2.07 2.41 2.00 1.82 2.54 2.99 2.12 2.37 2.60 3.16
RMSE 95 1.99 1.98 2.23 1.90 1.68 2.38 2.84 1.98 2.26 2.44 2.98

Cluster nr 12 13 14 15 16 17 18 19 20 21
Size 1925 1952 842 1789 561 1423 1388 929 1131 768
RMSE 100 2.69 2.59 3.37 3.16 3.11 2.89 3.08 2.55 2.31 2.66
RMSE 95 2.58 2.48 3.13 3.01 2.94 2.77 2.94 2.48 2.20 2.60

B.3. Results cluster algorithm

Once the cluster variable and cluster method are established, the cluster algorithm is refined to increase the
resolution of the results. For this, first, length bin borders are identified (See Figure B.10 for an illustration
of how borders are defined). Then, representative profiles are extracted for each cluster center. In Figure
B.11 an example is shown of how profiles belonging to a cluster center are further grouped to one of the five
representative profiles. These figures support observations noted in Section 5.4.3 of Chapter 5.

Figure B.10: Visual inspection of cluster center borders in order to find borders for the length bins
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Figure B.11: Results of finding representative profiles for each cluster center that clearly show the topographic variation within cluster
centers, depicting the results for Cluster Center 8 of Length bin 1

B.4. Final results

In this section the final results of the cluster analysis are depicted.
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Figure B.12: Results of the cluster analysis for length bin 1 (0-600 m), clusters 1 to 7
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Figure B.13: Results of the cluster analysis for length bin 1 (0-600 m), clusters 8 to 11
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Figure B.14: Results of the cluster analysis for length bin 2 (600 - 1500 m), clusters 1 to 7
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Figure B.15: Results of the cluster analysis for length bin 2 (600 - 1500 m), clusters 8 to 15
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Figure B.16: Results of the cluster analysis for length bin 3 (1500 - 2600 m), clusters 1 to 7
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Figure B.17: Results of the cluster analysis for length bin 3 (1500 - 2600 m), clusters 8 to 11
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Figure B.18: Results of the cluster analysis for length bin 4 (2600 - 4000 m), clusters 1 to 7
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Figure B.19: Results of the cluster analysis for length bin 4 (2600 - 4000 m), clusters 8 to 10
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Figure B.20: Results of the cluster analysis for length bin 5 (4000 - 16930 m), clusters 1 to 7
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Figure B.21: Results of the cluster analysis for length bin 5 (4000 - 16930 m), clusters 8 to 14



C
XBeach model setup

C.1. Params file

In Figures C.1 to C.3, an example of an XBeach input (’params’) file is depicted.

Figure C.1: XBeach input file - part 1
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Figure C.2: XBeach input file - part 2

Figure C.3: XBeach input file - part 3



D
Restoration

D.1. General overview of effect restoration

In this section, figures and tables are displayed that support the noted observations of Section 8.2.1 of Chap-
ter 8. Figures D.1 to D.19 display the wave transformation of SS, IG and VLF waves and the setup across
restorations at different locations and across varying reef shapes. Waves heights are split into incoming and
outgoing wave heights, to capture the reflection at the restoration and at the steep interface of the reef. The
results are summarized in a Tables D.1 to D.11, in which the wave transmission across the restoration, the
beach toe wave heights and setup and the runup components are given. Below, all results are displayed per
reef type. All summarizing tables that are displayed in Section 8.2.1 of Chapter 8 have been omitted here.
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Figure D.1: Wave transformation and runup across a restoration at the lower forereef of the typical profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.2: Wave transformation and runup across a restoration at the upper forereef of the typical profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.3: Wave transformation and runup across a restoration at the reef edge of the typical profile, displaying the total (subplot a),
the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.4: Wave transformation and runup across a restoration at the mid-flat of the typical profile, displaying the total (subplot a), the
incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.5: Wave transformation and runup across a restoration at the inner reef flat of the typical profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.6: Wave transformation and runup across a restoration at the lower forereef of the convex profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.1: Summary of wave transformation characteristics across the lower forereef restoration of the convex reef profile (restoration 1
in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.96 0.93 (-3 %) 0.80 (-16 %) 1.13 0.95 (-16 %) 0.91 (-19 %) 0.51 0.52 (+1 %) 0.49 (-5 %)
IG 1.01 1.03 (+2 %) 0.76 (-25 %) 0.40 0.35 (-13 %) 0.30 (-24 %) 0.50 0.46 (-8 %) 0.38 (-22 %)
VLF 1.02 0.99 (-2 %) 0.67 (-34 %) 0.10 0.09 (-8 %) 0.08 (-22 %) 0.02 0.03 (+36 %) 0.01 (-20 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.08 0.24 0.22 (-9 %) 0.25 (+2 %) 0.62 0.52 (-16 %) 0.53 (-14 %)

Total 1.64 1.52 (-8 %) 1.42 (-14 %)
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Figure D.7: Wave transformation and runup across a restoration at the upper forereef of the convex profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.2: Summary of wave transformation characteristics across the upper forereef restoration of the convex reef profile (restoration 2
in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.89 0.83 (-7 %) 0.61 (-31 %) 1.11 0.93 (-16 %) 0.89 (-20 %) 0.51 0.51 (-1 %) 0.50 (-2 %)
IG 0.97 0.91 (-6 %) 0.53 (-45 %) 0.40 0.35 (-11 %) 0.27 (-32 %) 0.50 0.45 (-10 %) 0.36 (-27 %)
VLF 0.84 0.80 (-5 %) 0.50 (-41 %) 0.10 0.09 (-4 %) 0.09 (-9 %) 0.02 0.02 (+1 %) 0.02 (-12 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.01 0.05 0.24 0.24 0.25 (+3 %) 0.34 (+41 %) 0.62 0.54 (-13 %) 0.62 (+1 %)

Total 1.64 1.51 (-8 %) 1.50 (-8 %)
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Figure D.8: Wave transformation and runup across a restoration at the reef edge of the convex profile, displaying the total (subplot a),
the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.9: Wave transformation and runup across a restoration at the upper sloping part of the convex profile, displaying the total
(subplot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.3: Summary of wave transformation characteristics across the upper slope restoration of the convex reef profile (restoration 4 in
Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.90 0.79 (-13 %) 0.55 (-39 %) 1.13 0.92 (-18 %) 0.72 (-36 %) 0.51 0.51 (-1 %) 0.47 (-7 %)
IG 0.94 0.83 (-11 %) 0.57 (-40 %) 0.40 0.35 (-13 %) 0.21 (-47 %) 0.50 0.45 (-9 %) 0.33 (-33 %)
VLF 0.87 0.89 (+3 %) 0.67 (-22 %) 0.10 0.09 (-7 %) 0.06 (-40 %) 0.02 0.03 (+36 %) 0.02 (-7 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.02 0.06 0.24 0.24 0.25 (+4 %) 0.41 (+69 %) 0.62 0.54 (-13 %) 0.63 (+2 %)

Total 1.64 1.52 (-7 %) 1.45 (-12 %)
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Figure D.10: Wave transformation and runup across a restoration at the mid-flat of the convex profile, displaying the total (subplot a),
the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.4: Summary of wave transformation characteristics across the mid-flat restoration of the convex reef profile (restoration 5 in
Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.91 0.81 (-11 %) 0.55 (-40 %) 1.13 0.93 (-17 %) 0.69 (-39 %) 0.51 0.49 (-4 %) 0.45 (-13 %)
IG 0.94 0.80 (-14 %) 0.58 (-38 %) 0.40 0.35 (-12 %) 0.22 (-45 %) 0.50 0.48 (-4 %) 0.36 (-27 %)
VLF 0.98 0.81 (-17 %) 0.77 (-22 %) 0.10 0.09 (-10 %) 0.06 (-43 %) 0.02 0.02 (+14 %) 0.02 (-10 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.02 0.05 0.20 0.24 0.25 (+4 %) 0.39 (+62 %) 0.62 0.54 (-13 %) 0.60 (-2 %)

Total 1.64 1.52 (-7 %) 1.43 (-13 %)
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Figure D.11: Wave transformation and runup across a restoration at the inner reef flat of the convex profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.5: Summary of wave transformation characteristics across the inner flat restoration of the convex reef profile (restoration 6 in
Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.96 0.86 (-10 %) 0.63 (-35 %) 1.13 1.01 (-11 %) 0.72 (-36 %) 0.51 0.52 (+2 %) 0.51 (-1 %)
IG 0.97 0.86 (-12 %) 0.65 (-33 %) 0.40 0.39 (-4 %) 0.29 (-28 %) 0.50 0.49 (-1 %) 0.31 (-37 %)
VLF 1.12 1.05 (-7 %) 0.91 (-19 %) 0.10 0.10 (0 %) 0.09 (-16 %) 0.02 0.03 (+53 %) 0.02 (+27 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.01 0.02 0.11 0.24 0.23 (-3 %) 0.32 (+33 %) 0.62 0.54 (-12 %) 0.54 (-13 %)

Total 1.64 1.58 (-4 %) 1.38 (-16 %)
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Figure D.12: Wave transformation and runup across a restoration at the lower forereef of the straight profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.6: Summary of wave transformation characteristics across the lower forereef restoration of the straight reef profile (restora-
tion 1 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.98 0.94 (-4 %) 0.88 (-11 %) 2.46 2.13 (-13 %) 1.93 (-22 %) 0.60 0.56 (-7 %) 0.52 (-13 %)
IG 1.01 1.05 (+4 %) 0.93 (-8 %) 0.75 0.67 (-11 %) 0.62 (-17 %) 0.66 0.44 (-34 %) 0.43 (-35 %)
VLF 1.06 1.08 (+1 %) 0.95 (-10 %) 0.19 0.16 (-15 %) 0.15 (-20 %) 0.05 0.03 (-37 %) 0.02 (-53 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.02 0.08 0.09 (+5 %) 0.12 (+40 %) 0.95 0.72 (-24 %) 0.69 (-28 %)

Total 2.26 1.75 (-23 %) 1.66 (-27 %)
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Figure D.13: Wave transformation and runup across a restoration at the mid-forereef of the straight profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)

Table D.7: Summary of wave transformation characteristics across the mid-forereef restoration of the straight reef profile (restoration 2
in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.97 0.93 (-4 %) 0.81 (-16 %) 2.45 2.13 (-13 %) 1.96 (-20 %) 0.60 0.56 (-7 %) 0.53 (-12 %)
IG 1.01 1.02 (+1 %) 0.79 (-22 %) 0.75 0.65 (-13 %) 0.60 (-20 %) 0.66 0.43 (-34 %) 0.43 (-35 %)
VLF 1.04 1.03 (-1 %) 0.79 (-24 %) 0.18 0.15 (-19 %) 0.15 (-18 %) 0.05 0.02 (-45 %) 0.02 (-59 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.05 0.09 0.11 (+21 %) 0.14 (+55 %) 0.95 0.73 (-23 %) 0.71 (-26 %)

Total 2.26 1.75 (-22 %) 1.68 (-25 %)
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Figure D.14: Wave transformation and runup across a restoration at the upper forereef of the straight profile, displaying the total (sub-
plot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d)
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Figure D.15: Wave transformation and runup across a restoration at the lower forereef of the three-slope profile, displaying the total
(subplot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to
4 indicate the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.

Table D.8: Summary of wave transformation characteristics across the lower forereef restoration of the three-slope reef profile (restora-
tion 1 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.98 0.98 (0 %) 0.95 (-3 %) 2.47 2.17 (-12 %) 2.04 (-18 %) 0.60 0.38 (-37 %) 0.40 (-33 %)
IG 1.01 0.97 (-3 %) 0.85 (-16 %) 0.82 0.59 (-28 %) 0.53 (-35 %) 0.83 0.42 (-49 %) 0.38 (-54 %)
VLF 0.94 0.98 (+5 %) 0.85 (-10 %) 0.24 0.16 (-31 %) 0.16 (-32 %) 0.06 0.01 (-79 %) 0.01 (-82 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.00 0.06 0.04 (-37 %) 0.07 (+14 %) 0.95 0.63 (-34 %) 0.61 (-37 %)

Total 2.45 1.44 (-41 %) 1.40 (-43 %)
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Figure D.16: Wave transformation and runup across a restoration at the shelf edge of the three-slope profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to 4 indicate
the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.
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Figure D.17: Wave transformation and runup across a restoration at the mid-shelf of the three-slope profile, displaying the total (subplot
a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to 4 indicate
the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.

Table D.9: Summary of wave transformation characteristics across the mid-shelf restoration of the three-slope reef profile (restoration 3
in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the restoration),
the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table characteristics
are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.99 0.96 (-2 %) 0.91 (-7 %) 2.47 2.20 (-11 %) 2.12 (-14 %) 0.60 0.39 (-36 %) 0.41 (-32 %)
IG 0.96 0.96 (-1 %) 0.82 (-15 %) 0.82 0.58 (-29 %) 0.55 (-33 %) 0.83 0.44 (-47 %) 0.40 (-51 %)
VLF 1.01 0.94 (-7 %) 0.92 (-9 %) 0.24 0.17 (-26 %) 0.17 (-29 %) 0.06 0.02 (-64 %) 0.02 (-69 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.03 0.06 0.06 (-11 %) 0.08 (+27 %) 0.95 0.66 (-31 %) 0.64 (-33 %)

Total 2.45 1.51 (-38 %) 1.47 (-40 %)
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Figure D.18: Wave transformation and runup across a restoration at the inner shelf of the three-slope profile, displaying the total (sub-
plot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to 4
indicate the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.

Table D.10: Summary of wave transformation characteristics across the inner shelf restoration of the three-slope reef profile (restora-
tion 4 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward of the
restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other table
characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.99 0.96 (-2 %) 0.92 (-6 %) 2.50 2.24 (-10 %) 2.13 (-15 %) 0.60 0.43 (-29 %) 0.40 (-34 %)
IG 0.96 0.98 (+2 %) 0.86 (-11 %) 0.84 0.59 (-29 %) 0.57 (-32 %) 0.83 0.37 (-55 %) 0.40 (-51 %)
VLF 1.00 0.94 (-6 %) 0.88 (-12 %) 0.23 0.17 (-27 %) 0.17 (-25 %) 0.06 0.01 (-79 %) 0.01 (-84 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.03 0.06 0.08 (+25 %) 0.10 (+60 %) 0.95 0.66 (-31 %) 0.65 (-32 %)

Total 2.45 1.48 (-39 %) 1.46 (-40 %)
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Figure D.19: Wave transformation and runup across a restoration at the upper forereef of the three-slope profile, displaying the total
(subplot a), the incoming (subplot b) and the outgoing (subplot c) SS, IG and VLF waves, as well as the runup (subplot d). Locations 1 to
4 indicate the shelf edge, the mid-shelf, the inner shelf and the beach toe, respectively.

Table D.11: Summary of wave transformation characteristics across the upper forereef restoration of the three-slope reef profile
(restoration 5 in Figure 6.2), displaying the wave transmission across the restoration (ratio of wave heights shoreward versus seaward
of the restoration), the setup across the restoration, the wave heights and total setup at the beach toe and the runup components. Other
table characteristics are noted in the Intermezzo on page 78.

Wave transmission restoration [-] Beach toe wave heights [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

SS 0.96 0.96 (0 %) 0.77 (-19 %) 2.44 2.37 (-3 %) 2.16 (-12 %) 0.60 0.41 (-33 %) 0.36 (-40 %)
IG 1.15 1.01 (-12 %) 0.65 (-43 %) 0.81 0.57 (-29 %) 0.48 (-41 %) 0.83 0.41 (-50 %) 0.40 (-52 %)
VLF 1.10 0.92 (-17 %) 0.67 (-39 %) 0.22 0.16 (-26 %) 0.14 (-38 %) 0.06 0.01 (-81 %) 0.01 (-89 %)

Across restoration [m] Beach toe [m] Runup [m]
Baseline Natural Artificial Baseline Natural Artificial Baseline Natural Artificial

Setup 0.00 0.00 0.13 0.07 0.10 (+40 %) 0.17 (+133 %) 0.95 0.70 (-27 %) 0.67 (-29 %)

Total 2.45 1.53 (-37 %) 1.44 (-41 %)
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D.2. The effect of varying boundary conditions

Below (Figures D.20 to D.26), the effect of varying boundary conditions on runup is depicted for each restora-
tion separately. These plots support observations elaborated in Section 8.2.2 of Chapter 8.

(a) Lower forereef restoration

(b) Upper forereef restoration

Figure D.20: Runup at the restored typical fringing reef: (a) lower forereef and (b) upper forereef restoration. Plots of the different
runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS
wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by
differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial
restoration) markers, whose magnitude is given on the right y-axis
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(a) Reef edge restoration

(b) Mid-flat restoration

(c) Inner flat restoration

Figure D.21: Runup at the restored typical fringing reef:(a) reef edge, (b) mid-flat and (c) inner flat restoration. Plots of the different
runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS
wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by
differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial
restoration) markers, whose magnitude is given on the right y-axis



D.2. The effect of varying boundary conditions 163

(a) Lower forereef restoration

(b) Upper forereef restoration

(c) Reef edge restoration

Figure D.22: Runup at the restored convex reef: (a) lower forereef, (b) upper forereef and (c) reef edge restoration. Plots of the different
runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS
wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by
differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial
restoration) markers, whose magnitude is given on the right y-axis
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(a) Upper sloping region restoration

(b) Mid-flat restoration

(c) Inner flat restoration

Figure D.23: Runup at the restored convex reef: (a) upper sloping region, (b) mid-flat and (c) inner flat restoration. Plots of the
different runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG
and the SS wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration
(indicated by differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and
diamond (artificial restoration) markers, whose magnitude is given on the right y-axis
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(a) Lower forereef restoration

(b) Mid-forereef restoration

(c) Upper forereef restoration

Figure D.24: Runup at the restored straight reef: (a) lower forereef, (b) mid-forereef and (c) upper forereef restoration. Plots of the
different runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG
and the SS wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration
(indicated by differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and
diamond (artificial restoration) markers, whose magnitude is given on the right y-axis
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(a) Lower forereef restoration

(b) Shelf edge restoration

(c) Mid-shelf restoration

Figure D.25: Runup at the restored three-slope reef: (a) lower forereef, (b) shelf edge and (c) mid-shelf restoration. Plots of the different
runup components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS
wave height component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by
differences in transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial
restoration) markers, whose magnitude is given on the right y-axis
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(a) Inner shelf restoration

(b) Upper forereef restoration

Figure D.26: Runup at the restored three-slope reef: (a) inner shelf and (b) upper forereef restoration. Plots of the different runup
components (indicated by the different colours, from left to right the offshore water level, the setup, the VLF, the IG and the SS wave height
component), for (from left to right) the baseline scenario, the natural restoration and the artificial restoration (indicated by differences in
transparency). The total runup is indicated by orange round (baseline), square (natural restoration) and diamond (artificial restoration)
markers, whose magnitude is given on the right y-axis
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