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d TNO Human Factors, Kampweg 55, Soesterberg, 3769, DE, Netherlands

A R T I C L E  I N F O

Keywords:
Explainable AI (XAI)
Cognitive disability
Responsible AI

A B S T R A C T

Artificial intelligence (AI) is increasingly prevalent in our daily lives, setting specific requirements for responsible 
development and deployment: The AI should be explainable and inclusive. Despite substantial research and 
development investment in explainable AI, there is a lack of effort into making AI explainable and inclusive to 
people with cognitive disabilities as well. In this paper, we present the first steps towards this research topic. We 
argue that three main questions guide this research, namely: 1) How explainable should a system be?; 2) What 
level of understanding can the user reach, and what is the right type of explanation to help them reach this level?; 
and 3) How can we implement an AI system that can generate the necessary explanations? We present the 
current state of the art in research on these three topics, the current open questions and the next steps. Finally, we 
present the challenges specific to bringing these three research topics together, in order to eventually be able to 
answer the question of how to make AI systems explainable also to people with cognitive disabilities.

1. Introduction

Artificial Intelligence (AI), in combination with other Information 
and Communication Technologies (ICT) like smart sensors, cloud 
computing, conversational agents and virtual reality, is becoming part of 
our daily lives. AI technology is affecting people in a variety of processes 
and activities, both professionally and personally. Some examples are 
solutions for job application processing [1,2], investigation of criminal 
activities [3,4], e-learning services [5] and healthcare applications [6,7,
8]. Acknowledging the opportunities and risks of AI-deployment, 
research networks (e.g., CLAIRE, TAILOR) and research programmes 
(e.g., HUMANE AI) have started to investigate how to develop respon-
sible AI, aiming at fairness, accountability, transparency and ethical 
responsibility [9]. The importance of this topic is underscored by ini-
tiatives such as the new IEEE 7000 standard, to address ethical concerns 
during systems design, which advocates that intelligent systems should 
be ethically designed and responsible [10].

Responsible AI is inclusive. This means that the opportunities that AI 
provides should be accessible for all who might benefit, and should not 

disadvantage persons with specific (maybe atypical) characteristics. 
This notion corresponds with the World Wide Web Consortium’s (W3C) 
goal of making the network-access benefits“available to all people, 
whatever their hardware, software, network infrastructure, native lan-
guage, culture, geographical location, or physical or mental ability”, and 
their W3C Accessibility Guidelines (WCAG) for making web content 
more accessible to users with disabilities. However, a recent review 
shows that there is still work to do as current web accessibility standards 
insufficiently guarantee equal access for conversational agents, like 
chatbots, and that there is a lack of a coherent set of design guidelines or 
recommendations [11,12]. Additionally, responsible AI is transparent and 
explainable. Stakeholders should have appropriate insights into the way 
decisions were made (so-called process-based explanations), why a 
system acts like it does (outcome-based explanations), and how they can 
influence the consequences (so-called actionable explanations) [13,14,
15,16,17]. Consequently, AI’s explanation processes should be inclusive 
too, i.e., be able to express and process explanations for all affected 
persons (direct stakeholders), including those with specific (including 
atypical) characteristics.
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(M.A. Neerincx), L.CavalcanteSiebert@tudelft.nl (L. Cavalcante Siebert). 

Contents lists available at ScienceDirect

Technology in Society

journal homepage: www.elsevier.com/locate/techsoc

https://doi.org/10.1016/j.techsoc.2024.102685
Received 15 December 2021; Received in revised form 9 July 2024; Accepted 14 August 2024  

Technology in Society 79 (2024) 102685 

Available online 6 September 2024 
0160-791X/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by- 
nc-nd/4.0/ ). 

mailto:m.l.tielman@tudelft.nl
mailto:mcsuarez@fi.upm.es
mailto:arne.jonsson@liu.se
mailto:mark.neerincx@tno.nl
mailto:L.CavalcanteSiebert@tudelft.nl
www.sciencedirect.com/science/journal/0160791X
https://www.elsevier.com/locate/techsoc
https://doi.org/10.1016/j.techsoc.2024.102685
https://doi.org/10.1016/j.techsoc.2024.102685
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


The need for inclusive, transparent, and explainable AI for people 
with specific characteristics is closely related to Article 9 of the 
Convention on the Rights of Persons with Disabilities (CRPD). In this 
article “Accessibility” refers to “enabling persons with disabilities to live 
independently and participate fully in all aspects of life”, which includes 
“to ensure to persons with disabilities access, on an equal basis with 
others, to information and communications, including information and 
communications technologies and systems”. Another concrete example 
is the European Accessibility Act, which aims to achieve accessible 
products and services, by removing barriers for persons with disabilities 
and elderly people. We argue that these barriers also exist in AI systems 
which do not provide inclusive explanations. For instance, if an AI sys-
tem provides a non-inclusive explanation of what data it will share, it 
will prevent some people from making informed decisions about what to 
share with this system.

The term ‘explainable artificial intelligence’ (XAI) is typically used 
without an exact definition in the existing literature. For this work, we 
adopt the definition that XAI is any type of AI system that in some way 
tries to convey information to stakeholders about what it does, how it 
does that and why. This includes both information about the inner 
workings of the system, as well as about the process of how the system 
was made (such as design goals, who it was made for, etc.). Most XAI is 
focused on direct users or developers, but it can also be targeted at other 
stakeholders when relevant, such as policy makers or users’ families. 
What exactly constitutes an AI system is in itself difficult to define, as 
there is no clear consensus on what AI is. For this reason, we take the 
widest possible scope and focus on any type of system which in some 
way displays either human-like thinking or behavior; or rational 
thinking or behavior [18].

XAI has received a lot of attention in the last years [19]. The research 
started from a rather technical perspective. More recently, researchers 
advocated for a human perspective and proposed to include social sci-
ence theories & methods in XAI research & development [20,21,22]. 
However, we identify that this research has not yet fully addressed the 
issue of inclusive XAI. This is in line with the limited attention that in-
clusive AI has received in general. Despite research on inclusive tech-
nologies in general being more prominent, research in AI has been more 
focused on using AI to assist people rather than making AI itself inclusive 
in terms of explainability. For example, Schouten and colleagues [23,24] 
designed and tested an AI-agent that teaches low-literates to participate 
in society (e.g., online banking, obtaining forms from the municipal 
counter) without a capability to explain its own teaching behaviors. 
Many different forms of exclusion exist, and XAI could exclude people 
for different reasons. For instance, offering only verbal explanations 
would exclude people with hearing problems, using cultural metaphors 
or concepts could exclude different cultural groups and long complex 
sentences could exclude people with cognitive disabilities. Different 
types of disability require different types of adjustments from technol-
ogy, as well as from XAI.

Considering an explanation to be “the details or reasons that some-
one gives to make something clear or easy to understand”, it is clear that 
XAI systems should provide understandable reasons for different aspects 
of their processes. This inherently means that XAI should take into ac-
count what their users can and cannot understand. Up to now, a major 
part of XAI research has focused on “opening the black box”, often for 
the AI-developers and experts themselves. This means that explanations 
are often technically complex. Although an important first step towards 
XAI, many stakeholders impacted by AI systems are not experts in the 
field. Recently, social science contributions are being integrated into the 
research and development of explanations for less-than-expert users [25,
26]. Several algorithmic approaches have been proposed to facilitate the 
creation of explanations tailored to diverse user groups [27], spanning 
from employing machine learning methods to generate a classifier that 
produces explanations alongside classifications [28], to enabling 
personalized explanations for a different user via user interaction [29]. 
This is a step in the right direction of making XAI more inclusive. 

However, very little attention has been spent on the needs of people with 
disabilities. We argue that given the goal of XAI to “make something 
clear to understand”, special attention needs to be given to XAI for 
people with diminished cognitive abilities. In this regard, we refer both 
to (a) people with low literacy, that is, people with difficulties in pro-
cessing verbal or textual information and (b) people with cognitive and 
intellectual disabilities.

People with cognitive disabilities have certain limitations in mental 
functioning. There are many different types of cognitive disabilities, 
which affect different cognitive domains. The World Health Organiza-
tion (WHO) manual for assessment schedule evaluates cognition in the 
domains of concentration, remembering, problem solving, learning and 
communication [30]. The W3C Web accessibility initiative identifies 
cognitive challenges in memory, executive functions, reasoning, atten-
tion, language, knowledge and behavior [31]. These categories can also 
be seen in the cognitive ability domains [32], namely (a) language, 
communication, and auditory reception, (b) reasoning, idea production, 
and cognitive speed, (c) memory and learning, (d) visual perception, 
and, (e) knowledge and achievement [32], as well as in the categories of 
cognition aids which describes attention, memory, perception, decision 
and knowledge [33]. Although all slightly different, these categoriza-
tions all show the wide range of problems that can arise from cognitive 
disabilities. It is good to also mention low literacy. Although people with 
low literacy do not necessarily have a cognitive disability, many 
cognitive disabilities can lead to low literacy and given that many XAI 
methods focus on written explanations, low literacy is one of the most 
important user characteristics to take into account when designing in-
clusive XAI. For XAI to truly be responsible and inclusive, it is important 
that people with a range of different cognitive disabilities, too, are able 
to understand and appropriately trust the decision making of AI systems 
they interact with.

We have identified the need for responsible AI which is both inclu-
sive and explainable, as well as a current research gap in the area of XAI 
for people with a cognitive disability. One of the reasons for this 
research gap is that the engineers working on XAI are often unfamiliar 
with the specific needs of people with different cognitive disabilities. 
And vice versa, researchers working with people with cognitive dis-
abilities are typically unfamiliar with the inner workings of AI. We argue 
that to develop truly inclusive XAI, we need an interdisciplinary 
approach. Therefore, in this paper we present a roadmap for this 
research, identifying a vision, the state of the art in the relevant research 
fields, and a roadmap of how these fields can move forward to achieve 
this vision.

The methodology followed in this paper can be divided into four 
phases: (1) identifying the vision, where do we want to be; (2) identi-
fying the research areas, what are the main research topics which are 
important in achieving this vision; (3) gaps identification, where are we 
now, and how does this fall short of our vision; and (4) roadmap defi-
nition, how do we start addressing the gaps. Our approach is inspired by 
previous research roadmaps and approaches [34,35]. We start by 
defining our vision in Section 2, in which we sketch what we wish to 
achieve. This description of the vision then helps us with the second 
step, in which we identify the important research areas by identifying 
the key questions that need to be answered to achieve our vision. This 
step we have added to our methodology because of the inherently 
interdisciplinary nature of the problem of inclusive XAI. It is important 
to look at what research fields are involved, which questions they need 
to answer and how they connect. This is done in Section 3. Once we 
know what main research areas and questions are important, we can 
describe the state of the art. Literature on the relevant fields was 
reviewed and summarized in Section 4, which helps with the identifi-
cation of current gaps in making explainable AI inclusive to people with 
cognitive disabilities. In addition, links, connections and synergies 
among the aforementioned fields were discussed and identified. Finally, 
from this description of the field and the identified gaps, we achieve the 
roadmap to start addressing these gaps in Section 5.
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2. Towards a general vision of inclusive explanation

In this section, we work towards describing our general vision of 
inclusive XAI for people with cognitive disabilities. The core of this 
vision is that XAI needs to generate explanations that are appropriate for 
the user and the situation they are in. It is important, therefore, to un-
derstand the nature of an explanation itself. To that end, this section first 
presents a conceptual explanation framework that provides a compre-
hensive understanding of the different aspects of explanations in the 
context of intelligent systems. The main goal of such a framework is to 
explain in a visual way the key concepts and their relations with respect 
to explanations; that is, to reach a general understanding of what ex-
planations are on a conceptual level. The elements in the framework 
should be taken into account in the development of inclusive explain-
able intelligent systems. Following, we present our vision on inclusive 
XAI through two different scenarios describing how users could interact 
with an AI system and its explanations.

2.1. Conceptual explanation framework

Our conceptual explanation framework can be defined as an 
ontology and presented in a graphical way as an ontological model. We 
focus in this paper on the conceptual level of the framework; thus, we 
depict the most important concepts and relations in our framework as 
the conceptual model shown in Fig. 1 and 2.

To create this conceptual model we took as inspiration the NeOn 
Methodology for developing ontologies [36,37]. In this regard, we fol-
lowed a modelling lifecycle structured in 4 main activities: (1) analysis 
of theory related to XAI explanations, (2) analysis of resources to be 
reused, (3) development of the model, and (4) application of the model 
to a pair of use cases.

Activity (1) included the study of research works in the area of XAI 
in order to better understand the key elements involved. This study 
allowed us to create a mental map of the crucial aspects when an 
explanation is needed in the context of AI systems.

Activity (2) has been performed taking into account the reuse-based 
approach, which is considered a best practice in Ontology Engineering 
as indicated in the NeOn Methodology. In this regard, we carried out the 
following tasks: (1) searching for candidate ontological models that 
could satisfy our needs; (2) assessing whether the candidate models are 
useful for our purpose; and (3) selecting the best candidate model for 
developing our conceptual explanation framework. Such tasks have 
been conducted considering all the aspects identified in Activity (1).

Activity (3) included the reuse of the selected model, that is, the 
conceptual overview of the Explanation Ontology [38,39], which en-
codes the system and user attributes of explanations that would allow 
them to be generated computationally. We extended this model with 
explanation levels, explanation modes, explanation types, explanation 
content, user types, and language level:

⋅ Currently, we distinguish between two different explanation levels: 
(a) explanation about the process performed by the AI system and (b) 
explanation about the outputs provided by the system. These levels 
are described as individuals in the model.

⋅ An explanation mode1 can be of different types [40], thus we decided 
to consider the following ones: (a) Data Visualizations, which present 
data used in the AI system so the users can form their own under-
standing; (b) Cases or Scenarios, which present specific examples 
that support the AI system process and/or result; (c) Analytic (di-
dactic) statements in natural language that describe the elements and 

context that support a choice; and (d) Rejections of alternative 
choices (or “common misconceptions” in pedagogy) that argue 
against less preferred answers based on analytics, cases, and data. 
The considered types are represented as instances in the model

⋅ There are six different types of explaining AI decisions: (a) Rationale 
Explanation, which refers to non-technical reasons for taking a 
particular decision; (b) Responsibility Explanation that provides in-
formation about people responsible for the AI system; (c) Data 
Explanation, which informs about the data used for taking a partic-
ular decision; (d) Fairness Explanation that provides information 
about equality aspects in the taken decisions; (e) Safety and Perfor-
mance Explanation, which refers to issues related to security and 
accuracy of the AI system; and (f) Impact Explanation, which informs 
about issues regarding the AI system’s general impact.

⋅ Regarding the elements that are used to describe the explanation 
content, we consider the following ones: (a) Natural Language 
Statements, (b) Images, (c) Graphics, (d) Icons, and (e) Pictograms. 
The set of content elements can be expanded, if needed. In the case of 
Natural Language Statements, different language levels can be used; 
those levels are Technical Language, Simplified Technical Language, 
Standard Language, Plain Language, and Easy-to-Read Language. 
These levels are represented as model instances.

⋅ Users can be divided into these types (inspired from Ref. [41]): (a) 
Developers and (b) AI researchers who are involved in the develop-
ment of the AI system; (c) Domain Experts, who are specialists in the 
AI system domain and participate also in the development, and (e) 
End Users and (f) End Users with Cognitive Disabilities, who use the 
systems. Additionally, we propose to add (g) Caregivers to this 
model. For some people with cognitive disabilities, caregivers such 
as family or medical professionals might be involved to help them 
make decisions. In this case, they might also become the user for 
whom the explanation is intended. We further acknowledge that 
within these user categories, it is important to recognize that there 
might still be important differences between users. For instance, 
users with different cognitive disabilities will require very different 
explanations depending on the nature of their disability.

Activity (4) can be seen as a kind of validation since we represented 
the knowledge related to explanations for a pair of use cases. We express 
such knowledge as natural language triples (<Subject Verb Object>).

Use Case 1: A medical diagnosis AI system runs a predictive model 
about the risk of a patient of getting a heart attack [42]

<User1 isConsumerOf Explanation1>
<User1 instanceOf EndUser>
<Explanation1 instanceOf RationalExplanation>
<Explanation1 hasContent Content1>
<Content1 instanceOf NaturalLanguageStatements>
<Content1.content=Given that the patient has high blood pressure 

the rist to have a heart attack is high>
<Content1 isWrittenWith PlainLanguage>
<User2 isConsumerOf Explanation2>
<User2 instanceOf DomainExpert>
<Explanation2 instanceOf DataExplanation>
<Explanation2 hasContent Content2>
<Content2 instanceOf NaturalLanguageStatements>
<Content2.content=Given that the patient’s chest pain type is 

asymptomatic and the slope peak segment is upsloping, there ir a 89% 
probability that s(he) will get a heart attack.>

<Content2 isWrittenWith TechnicalLanguage>
Use Case 2: Credit approval [38]
<User1 isConsumerOf Explanation1>
<User1 instanceOf EndUser>
<Explanation1 instanceOf ImpactExplanation>
<Explanation1 hasContent Content1>
<Content1 instanceOf NaturalLanguageStatements>
<Content1.content=If co-signer with credit rating over 750, loan 

1 The explanation mode is different from the explanation modality, which 
mainly refers to the format. This format could be a specific document or a 
specific set of elements in the user interface of the AI application, to mention 
the most probable options.
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would be more likely to be approved.>
<Content1 isWrittenWith PlainLanguage>

2.2. Scenario examples

Having established a conceptual understanding of explanations and 
what is involved, we can describe our vision for inclusive XAI. In the two 
scenarios below, we describe this vision using the personas of Mary and 
John. In both scenarios we illustrate the possible use of a future system, 
changing the focus from defining system operations (e.g., functional 
specification) to describing people’s use and interaction with such a 
system following the scenario-based design principles [43]. This shift of 
perspective places the user and their needs at the center of the analysis. 

These two scenarios highlight a number of important things. Firstly, 
they illustrate AI systems which should have a representation of and be 
able to reason about what is important for their users to know. Mary 
wants to know what data is used, but she doesn’t really care how her 
route is determined exactly. It also acknowledges that sometimes, the 
user would wish for autonomy where it is difficult for the AI to fully 
provide all correct information. John, therefore, makes his privacy de-
cisions with the help of others, and the AI can tailor the same infor-
mation for different user groups. It is important to recognize that 
sometimes, simplification means a loss of information or nuance. In 
John’s case, this means that other people help make the decision, 

whereas in Mary’s case the AI just informs her about a loss of accuracy. 
Additionally, it shows the importance of tailoring explanations to the 
user, so of personalisation. Mary has problems with reading, so the app 
communicates verbally. John has problems with his memory, so the app 
communicates information in multiple formats and repeats it regularly. 
And the scenarios show that an AI should be able to explain different 
things. From what type of data is used, to how exactly decisions are 
made, or just how certain decisions are. Some of these are easier to 
achieve technically than others. In general, these stories show the need 
for AI systems which understand both what their users need to know, 
and which can use different types and modalities of explanations.

3. Key questions

The scenarios in the previous section show that the complexity of 
inclusive XAI lies in designing technical solutions which truly under-
stand the needs of their users. This requires knowledge from both the 
field of technology for people with a cognitive impairment and the field 
of XAI, which are also both still fully in development. They present two 
sides of the coin of ever smarter systems; new opportunities (in how 
technology can help people), and new challenges (because this tech-
nology increasingly impacts us). Both these fields are already in them-
selves interdisciplinary, involving expertise from computer science, but 
also psychology, linguistics and philosophy. This means that to achieve 
our vision we need to understand how questions from different fields are 

Fig. 1. Overview of the conceptual explanation framework.

Scenario 1: Mary is a student with a reading disability. She can read a text written according to the Easy-to-Read (E2R) Methodology, but finds 
spoken interaction easier. She is interested in Prehistoric Artifacts, so visits a museum where she uses a dialogue system called ArtTour. ArtTour 
guides users while giving personalized information about the artifacts. To calculate the best route, ArtTour learns from past experiences and 
Mary’s characteristics. It is important for Mary that she understands what data about her the system uses, but she does not really care how 
exactly the route is calculated. ArtTour explains to Mary verbally exactly which of her data it uses to generate the route. During the tour, ArtTour 
tells Mary what she is seeing verbally, slightly adjusting some difficult terminology to make it easier for her to understand. This information is 
often correct, but sometimes the easy version is factually slightly off. Mary cares about getting the right information. So whenever ArtTour 
suspects that this explanation might not be completely correct, it tells Mary verbally that this is the case, and gives her the option to hear the 
original, more complex information as well.
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relevant and how they relate to each other. In this section, we identify 
three key research questions related to these issues and demonstrate 
how they connect to our research topic.

Firstly, we need to ask: How explainable should a system be? We 
make the observation that different systems might require different 
levels of explainability depending on how they are used and what 
impact they might have. Sometimes it will be enough to offer a prag-
matic explanation that the user’s data is not shared. Meanwhile, in other 
cases, the system might use complex reasoning to determine which data 
is shared when, requiring the user to understand this reasoning itself. In 
our scenarios, for instance, we see that Mary wishes to know what data is 
used, but not how her route is determined exactly. This question about 
required levels of explainability is related to the discussion about human 
responsibility and control over AI systems. What do you as a user need to 
know to make informed decisions about using the system and what can 
be omitted and, hence, not necessarily addressed by XAI developers? 
The concept of meaningful human control has arisen from discussions on 
autonomous weapon systems, an application in which it is clear that 
decisions need to be accountable and thus explainable [44]. Explain-
ability is envisioned to empower people to meaningfully control the 
behaviour of autonomous systems, instead of just being “in the loop”. 
However, it seems clear that a system generating funny pictures might, 
for instance, require less explanation than one making life-or-death 
decisions. Moreover, for some cognitive disabilities, one might argue 
that it is more important that care-givers receive an explanation than the 
direct user. In our scenarios, we see this for John, where care-givers are 
involved because some of the decision making is too complex for him 
alone (note that shared, professional-client decision-making is an actual 
topic that XAI should address in the medical domain). These examples 
show that it is important to first know the goal of an explanation, to 
determine what you need a user to understand and in what level of detail 
or precision.

Secondly, we need to address the cognitive capabilities of the user, 
and how we can design explanations that fit those capabilities so that the 
maximum achievable understanding is reached. We need to ask: what 
level of understanding can the user reach, and what is the right type of 
explanation to help them reach this level? Even for people with no 
cognitive disabilities, an explanation suitable for, say, an engineer need 
not be the same as for a physician. Moreover, cognitive disabilities can 
be very diverse, and explanations need to suit the individual. You would 
not use the same type of explanation for someone with Alzheimer as for 
someone with low-literacy, or for someone with autism. The user’s ul-
timate level of understanding can be seen as the product of the type of 
explanation on the one hand, and the basic knowledge and capability of 
the user on the other hand. For many users, a detailed mathematical 
understanding of algorithms might be beyond them even with expla-
nations which are tailored to them. It is important to recognize the in-
dividual capabilities of the user, and to understand that their highest 
possible level of understanding can only be ever reached if the expla-
nation matches their capabilities.

Finally, we need to ask: (how) can we implement an AI system which 
can generate the necessary explanations? We observe that different 

types of implementation have different potential for explainability. 
Some data-driven systems are more ‘black-box’ than others, and some 
systems rely more on knowledge-based techniques, which are inherently 
more easily explainable because of their more conceptual representa-
tions. Additionally, some systems build on techniques that allow them to 
explain certain aspects of decisions that are made. For instance, a data- 
driven model might still be able to point out which variables had the 
most influence on the decision making [45], while an agent-based sys-
tem might be able to point out what goal was meant to be achieved, 
based on which beliefs the decision was made and which emotions can 
mediate the decision process [46]. These two examples would give 
different types of explanations, though. The way a system is imple-
mented impacts what type and level of explanation is ultimately 
possible.

We propose that if and only if these three questions are answered, 
one can determine whether and how a specific AI system can be 
explainable in a given context to a specific person with a cognitive 
disability. To understand the relationship between these questions, we 
can use the metaphor of a pole vault. The required level of explainability 
sets the bar. The user is the vaulter, and the explanation is the pole. 
These need to match, the vaulter needs to be able to use the pole to reach 
the highest possible point, i.e. level of understanding. It is important to 
note that this might still not always be enough to vault the bar, even if it 
is the highest possible for this user. And the other way around, the 
highest possible level might not always be necessary if the bar is lower. 
Finally, the system is the manufacturer of the pole. To build a good one, 
it needs to understand what the user needs to jump the bar, and be able 
to create this. See also Fig. 2. Of course this is a simplified metaphor, true 
understanding can be about different topics or levels and cannot 
necessarily be expressed in a single value, but it does illustrate the re-
lationships between these questions, and why all of them are necessary.

Given these three key questions, we know that three things need to 
be determined to develop inclusive XAI. Firstly, one needs to determine 
what level of understanding from the user would be necessary in the 
context of a specific system and application. Secondly, one needs to 

Scenario 2: John is 50 and has an intellectual disability that mainly affects his short-term memory. His doctor advised him to start eating more 
healthily for his health, so he installed the EatHealthy app to help him. The app uses personal data to advise him on what to eat using decision 
trees, and it has several data privacy settings. The more data the app has, the better its advice will be. It is important for John to agree with what 
data the EatHealty app collects, but it is difficult for him to make the trade-off between privacy and performance. Therefore, John wants to 
decide on the settings together with his family and the doctors. The EatHealthy app has generated three different written explanations of what 
data will improve its advice in what way, one for John, one for his family, and one for the doctors. The explanation for John also tells him when 
something is difficult to explain, so his family or his doctor might help to decide. During use, the app gives John written messages with simple 
advice, with a picture of an apple. For all advice, it tells John how certain it is of this advice in easy terms, using large icons with colors. The app 
also takes into account that John quickly can forget any advice or explanation it gives. So it regularly re-informs John that he decided on the 
privacy settings with his family and doctor.

Fig. 2. A metaphor of the relationship between the key questions. The first 
question is about where to set the bar: how high the level of user understanding 
should be. The second question is about the optimal match between the user 
and the pole: what explanation does this user needs to achieve a level of un-
derstanding as high as possible. The third question is about how we manufac-
ture that pole: how can a system create the necessary explanation.
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understand the cognitive abilities of the user, and what type of expla-
nation would be required for them to reach that necessary level of un-
derstanding. And if an explanation type exists that does this, the final 
question becomes how can we implement the AI system such that it can 
generate this type of explanation. We argue that these three questions 
are all crucial to provide good explainable AI for people with cognitive 
disabilities. These three main problems are tackled by different, though 
overlapping fields of research.

4. Where we are today

In the previous section, we described three main questions which we 
believe should guide research into inclusive XAI for people with 
cognitive disabilities. In order to present a roadmap towards the vision 
described in Section 2, we do not just need to know where we wish to go, 
but also where we are now. In this section, we present the current state 
of the art around research for inclusive XAI, led by the three main 
questions presented in Section 3.

4.1. How explainable should a system be?

To answer this question in a responsible and inclusive manner, we 
need to acknowledge that an AI system does not stand in itself [47,48]. 
First, it should be understood as a part of a socio-technical system, in 
which people will have different (and often conflicting) values, expec-
tations, and even different cognitive abilities. Second, context matters: a 
system’s expected level of explainability should correlate with the ex-
pected impacts of the use of the system in the context of operation. A 
system recommending a song requires less explainability than one rec-
ommending a medical treatment. Hence, defining how explainable a 
system should be requires the identification and evaluation of the ex-
pected (societal, legal, and ethical) impacts of the AI system in its 
socio-technical context.

We argue that a key element in defining how explainable a system 
should be depends on how much a human (e.g. user, developer, 
designer) can take responsibility for the identified system’s impacts to 
themselves or others. For this, we turn to the concept of meaningful 
human control, which states that humans should ultimately remain in 
control of, and thus be responsible for the actions of systems with 
autonomous capabilities [44]. In Santoni de Sio & Van den Hoven 
(2018) two necessary conditions for meaningful human control, and 
hence for humans to be able to take responsibility, are proposed: 1) the 
system should track relevant human moral reasons relevant to the cir-
cumstances (tracking condition), and 2) the system should trace its ac-
tion back to a proper moral understanding of one or more humans 
(tracing condition) [44].

The tracking condition requires a dual-relation: the system should 
track not only the environment but also the moral reasons of relevant 
humans. This requires identifying the relevant human agents and the 
relevant moral reasons at stake through a context-dependent analysis, 
considering all impacted stakeholders, in which the roles, needs, and 
responsibilities of the humans designing or interacting with the system 
are defined. The need to include stakeholders with different cognitive 
capacities makes this process even more challenging. Let us consider 
John’s scenario. John wants to make privacy-related decisions when 
using EatHealthy together with his family and doctors. Hence, the sys-
tem’s explanations should not only consider John’s personal views on 
privacy, but also take into account the opinions, reasons, and decisions 
he took together with his family and doctors. In other words, a system 
should provide explanations to John with respect to both his own rea-
sons and to the reasons raised by family and doctors; but also provide 
explanations to the family and doctors with respect to John’s reasons. In 
this manner, a system could still support John’s autonomy while 
respecting decisions he wants to make together with others.

The tracing condition of meaningful human control requires a proper 
moral understanding of one or more humans involved in the system. 

Consequently, it is necessary to estimate people’s capacity to achieve 
such moral understanding and thus to take responsibility. This under-
standing depends not only on effective communication and accessible 
information but also on one’s cognitive abilities to achieve moral un-
derstanding. Fischer and Ravizza’s theory of guidance control [49], on 
which the account of meaningful human control is based [44], argues 
that in order to be morally responsible for a given action, a person must 
have “taken responsibility” for the decisional mechanism. This condition 
aims to avoid situations where a person’s decisional mechanism can be 
bypassed or not responsive enough, e.g., direct manipulation of the 
brain, phobias, drug addiction, but also cognitive disabilities. It has been 
suggested that individuals with mild intellectual disabilities can be 
eligible for taking responsibility by those they already find themselves 
emotionally engaged with, such as family, friends and caregivers [50]. 
In Mary’s scenario we stated that she cares about getting the right in-
formation. For this reason, whenever ArtTour suspects an explanation 
might not be completely correct, it tells Mary verbally that this is the 
case, and gives her the option to hear the original museum explanation 
as well. Such personalized explanations, dependent on attributes such as 
one’s cognitive abilities, context, and moral implications should 
emphasize the need for a person to understand the explanations pro-
vided and thus its moral implications.

Lastly, answering the question of how explainable a system should be 
must not be done in isolation by designers and developers only. To 
achieve such a complex balance between responsibility and (human) 
autonomy it is crucial that people with cognitive disabilities and care-
takers are properly involved in participatory design processes from early 
on [51]. In this manner, people with cognitive disabilities (and their 
caretakers) can be properly informed of the cost-benefit trade-offs and 
limitations and align their expectations towards using such systems.

4.2. How can we best explain given cognitive disabilities?

The second main question to answer to achieve inclusive explainable 
AI is how to adapt explanations to fit the cognitive disability of the user. 
Just giving a ‘general’ explanation might miss the mark, leaving the user 
without the necessary understanding. However, this does not mean they 
will never be able to grasp what needs to be explained, it might just need 
a more tailored explanation.

Explanations can be given in different modalities and modes. How an 
explanation could be adapted to the cognitive level of a user, therefore, 
depends on the modality in which it is presented. Indeed, in some cases 
the choice of modality might even be important. Most current XAI 
research is focused on textual explanations, as people usually explain 
themselves in text. However, visual explanations are sometimes better to 
explain certain concepts, such as geographical information (e.g. ’where 
on the map do you need to go’). Depending on the cognitive disability of 
the user and what needs to be explained, either a visual or a textual 
format might suit better.

Although most focus in XAI has been on textual explanations, there is 
some work focusing on visual explanations. Most notably, visual ex-
planations have been used to explain neural networks, in particular 
those working on visual data. For such systems, pictures can show what 
part of the original visual input was most important to make the deci-
sion, for instance Refs. [52,53,54]. A form of visual explanations can 
also be seen in research on shared mental models [55], which is often 
done in the context of human-AI teamwork. Schoonderwoerd et al. 
(2021) propose to develop reusable explanation design patterns, and 
provide a first set of graphical and textual patterns for health-care 
support systems [56]. Although typically not phrased in terms of ex-
planations, often AI systems share visual maps of a common environ-
ment to show to the human what they know of the situation [57]. These 
maps explain something about the knowledge of the agent. In both these 
cases, these explanations are characterized by the fact that they are 
meant for expert users of the system. Knowing how to interpret the vi-
suals typically requires at least some knowledge about how the system 
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works. There is a gap in using visuals for explanations to laymen users, 
let alone for people with cognitive disabilities.

In many cases, a textual explanation might be preferred above a vi-
sual one. Even if only because many AI systems do not have a graphical 
interface, but rather a conversational one. Much decision making is done 
from textual information, as can, for instance, be seen in the use cases. 
Thus, adapting explanations to a reader is important in order for them to 
make informed decisions. It is not feasible to have humans adapt all 
information for persons with cognitive disabilities, especially not ex-
planations which are often generated in real-time. Therefore, we need 
services that automatically adapt explanations to make them easier to 
read and understand.

There is, however, not one way of adapting explanations that is 
suitable for all users; what works for John need not work for Mary and 
vice versa. The one size fits all approach to automatic text adaptation 
can perhaps be useful to some extent, but there will always be reader- 
specific issues that can not be neglected. For instance, it has been 
shown that persons with cognitive disabilities can find easy-to-read texts 
provided by public authorities to be difficult despite the fact that the 
texts were written with this target audience as one of their main ad-
dressees [58]. Furthermore, for individuals with cognitive disabilities, 
motivation is important for text comprehension, which means that ad-
aptations that in different ways enhance the engagement of the reader 
could be equally important as purely linguistic modifications [59,60]. 
This is especially important when the information is used for informed 
decisions as for John and Mary in our scenarios (see Section 2.2).

The research on the intercept between readers and texts is scarce, 
and especially regarding the types of text simplifications that are helpful 
for readers with different types of profiles. As for studies concerning the 
extent of increased comprehension as an effect of text adaptations, the 
results are mixed. One study found that easy to read authority texts were 
especially difficult to read for persons with cognitive disabilities, indi-
cating that the conducted simplifications were not useful [58]. Two 
studies have applied a set of (automatic) simplification operations and 
general easy to read guidelines on digital texts and showed that the 
modified texts increased reading comprehension for persons with 
cognitive disabilities [61,62]. However, some of the guidelines for the 
design of easy to read material have been questioned and further 
research is necessary.

This highlights the importance of involving the intended reader in 
the automatically simplified explanations, in order to make informed 
choices on how to adapt. Scenarios presenting interesting cases, like the 
Mary and John scenarios, may help to understand the tasks but give very 
little help in understanding their individual need for adaptation.

If an automatic explanation adaptation method or system targets a 
certain type of audience, the reader cannot be taken out of the equation. 
This end-user focus can of course take different forms. Perhaps the 
proposed method is derived from corpora with text written for a target 
audience, or the simplification operations are based on known psycho-
linguistic features. Perhaps the focus is instead manifested in the eval-
uation method.

Using data-driven methods for automatic adaptation, we must 
remember that our model can only be as good as our data. If we want to 
consider different target audiences, we should make sure that the data 
that we use for constructing our model mirrors the characteristics of 
explanations produced for that specific target group. To take a broad 
view, “simple text”, will result in general models that do not take special 
needs into account. This does not imply that all such approaches are 
problematic, it has been shown that general simplification models can 
be very useful, but we should be aware of the limitations this might 
imply. A more general approach to how an explanation is simplified 
might need a thorough evaluation on participants from the target au-
diences, before we can say something about how they work for the 
targeted audience.

One source of information to understand how to adapt texts is 
corpora with texts written for audiences from different target audiences, 

especially for persons with cognitive disabilities, cf [63]. There are 
some, but not many such corpora. Most resources comprise texts written 
for the audience by professional writers, but there are also some sources 
that contain audience-specific data, such as common errors or gaze data.

We also need to assess the usefulness of decision making based on 
adapted explanations. Text complexity measures can be used to measure 
the complexity of the simplified explanation and compare that to the 
original text, cf [64]. Since automatic text adaptation systems for target 
readers ultimately aim to simplify explanations for a reader, the ideal 
way of evaluating such systems should be by including the specific au-
diences. However, such evaluations are time-consuming and it is not 
always easy to recruit participants from the different groups. 
Eye-tracking is a method that provides insights into the reading process 
of the individual, and possibly also the target audience, but the method 
is rather resource-demanding and to get enough participants to get a 
statistically sound basis for analysis might be a challenging task. 
Another drawback of using humans to assess the performance of 
simplification systems is that the results cannot be used for the com-
parison of other similar methods or systems.

4.3. How do we design and test a system capable of generating the right 
explanations?

The first part of this section gives a short overview of recent research 
and applications of inclusive design methods, which, in our view, will 
help to develop inclusive XAI in the near future. Subsequently, we will 
discuss the requirements for the XAI technology to generate the desired 
(actionable) explanations for all potential users, and argue that the XAI 
community would profit from a shared research focus on the develop-
ment of inclusive XAI design patterns.

The Socio-Cognitive Engineering (SCE) method has been proposed 
and applied to research and develop human-centric AI, coherently 
addressing the social, cognitive and affective processes of human-AI 
collaboration and interaction [65]. This method explicitly addresses 
the individual differences in competencies and preferences to engage in 
these processes and, consequently, to develop technology that adapts to 
these differences. Techniques are provided to involve ageing people, 
people with low literacy skills and/or children in the development 
process of the information and communication technology, including 
qualitative research and analysis methods from anthropology to identify 
and interpret the user needs, values and varieties. Cremers et al. (2014) 
give an overview of these techniques with two example applications, 
following a grounded theory approach, identifying (1) usage-context 
and user-skill constraints for low-literates and (2) a value-model for 
child and parent for data-sharing (including value-tensions), which all 
should be mitigated by the technology [66]. Based on these models, 
adaptive agent technology was developed that addressed the specific 
varying user needs and usage contexts and assessed in the two case 
studies, children [67] and low-literates [23]. For the low-literates [24], 
derived a scaffolding model for an eCoach that learns low-literates 
practical skills to participate in society. For children it is noteworthy 
that they seem to prefer belief-based explanations somewhat more than 
adults, in relation to goal-based explanations [68], and that the specific 
context of the explanations can constrain children to benefit from it 
[69]. Taken together, these examples show that the SCE-method can 
help to identify “inclusion requirements” for explanations, and that such 
explanations should be grounded in a model of the user’s competencies 
and preferences, and the context in which the associated social, cogni-
tive and affective constraints appear.

By integrating XAI pattern engineering into the SCE-method, ad-
vancements in AI’s explainability (i.e., the ability to deliver explanations 
[70], can be shared and re-used, e.g., Ref. [71]. Schoonderwoerd et al. 
(2021) present such an approach, aiming at an evolving XAI pattern 
library in the research & development community. The XAI design 
patterns explicate the design rationale with a multi-disciplinary 
grounding, establishing solutions for recurring design problems. 
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Furthermore, prototyping tools can be used to create and test the 
interaction components systematically [56](cf., [72,73]). The proposed 
pattern engineering approach has not yet been applied to develop in-
clusion solutions for recurring XAI design problems.

Looking at XAI technology, a rich set of XAI methods have been 
developed [74], from which LIME [75], SHAP [76] and MDNet [77] are 
the most common now. LIME and SHAP provide model-agnostic 
methods for additive feature attribution that try to approximate 
model’s behavior or output (without accessing their internal variables). 
MDNet is more an “interpretable medical image network” for the diag-
nosis of cancer through the generation of textual diagnosis along with 
word-wise attention maps. Recent frameworks or ontologies, like the 
Unified Framework of [78] and the explanation ontology of [39], can be 
used to structure and relate the diverse XAI methods and underlying 
technology.

However, one crucial high-level requirement has received little 
attention till recently: The explanations should be actionable, i.e. the 
individual user (explainee) can process the explanations appropriately 
with his or her available momentary capacities (e.g., competence, self- 
efficacy), leading to the desired consequential behaviors. For this, the 
FACE (Feasible and Actionable Counterfactual Explanations) approach 
has been proposed that generates counterfactuals, “which are achiev-
able and can be tailored to the problem at hand” [79]. Instead of the 
current XAI-practice, these counterfactuals address the nature of the 
target counterfactual and its real-life context by uncovering similar in-
stances and feasible paths (e.g., advising a sport via example instances 
that represent the explainee’s capacity to engage in this sport or develop 
the required skills). The FACE algorithm generates explanations that 
comprise actionable and feasible paths to meet a certain goal. It uses a f 
-distance quantification of the path-length and -density trade-off, and 
allows to impose additional confidence constraints. The FACE algorithm 
was applied to the MNIST data set [79], but not tested with end-users in 
a real-world use case. To establish and apply the proposed development 
of actionable explanations, we need data-sets that provide a sound 
representation of the (future) explainees, including persons with dis-
abilities, and human-in-the-loop evaluations with these explainees.

Concerning this last requirement, human-centred evaluation 
methods and frameworks have recently been developed and proposed to 
be used by the XAI community [80,81]. For specific application do-
mains, like health care, general participatory co-design methods have 
been instantiated and applied [82,56]. A next step would be to work out 
and apply dedicated techniques for inclusiveness and accessibility into 
these iterative design approaches.

In conclusion, there is a lack of real-world studies and developments 
in XAI, which address the XAI engineering process and the application of 
XAI technology for people with cognitive disabilities. Most of the 
research, so far, focuses on presenting “feature importance” and limited 
examples of explanations that reveal the causality for the Final User. 
Personalisation and context-dependency have been recognized as 
important requirements, but proven examples have been reported 
hardly. Contrastive and counterfactual explanations can support per-
sonalisation, by enabling individual choices of the “foil” or “counter-
factual”, but do not necessarily lead to feasible and actionable 
explanations. This section pointed out the research and development 
methods and technologies that can be applied to generate inclusive ex-
planations. Sharing the concerning data-sets and design-solutions is 
needed to advance the work in this field in an efficient and effective way.

5. Research roadmap

The previous section described the state of the art in different fields 
of research which are important to design and develop more inclusive 
XAI for people with cognitive disabilities. Given the vision presented in 
Section 3, we can now start to identify how to approach this vision. This 
section will present a research roadmap towards this goal.

Firstly, we can see what the main research gaps are for each of the 

research fields from Section 4. When considering the question of how 
explainable a system should be, we see that the way forward is to 
consider the system not just as a technical entity, but within the broader 
socio-technical context. This means that the users, other stakeholders 
and context are crucial. This is because to answer this question, we need 
to understand the role of explanations in building moral awareness and 
enabling users to take responsibility. As a proper attribution of re-
sponsibility can only be determined if one understands the user’s moral 
understanding of the decisions and consequences, we need to investigate 
the role of explanations in this moral understanding. Aside from un-
derstanding the users and the context in which the system is used, this 
also means studying the role of other stakeholders should the user’s own 
moral understanding not be sufficient. Going forward, this gives us a 
number of new research questions. Firstly, how explanations of AI sys-
tems relate to the moral understanding of users. Secondly, how systems 
could start to understand and express the conditions for proper attri-
bution of responsibility. And thirdly, how we can understand and model 
the role of other stakeholders and the duties associated with re-
sponsibility taking.

The second question addressed in Section 4 is how to best explain 
given a user’s cognitive abilities. In this paper, we address this question 
mostly from the perspective of adapting explanations to the user’s 
ability, with a focus on textual explanations. This is because visual ex-
planations seem under-studied for simpler contexts and people with 
cognitive impairments, being used mostly in complex and visual do-
mains. More work is necessary in this area, especially given the preva-
lence of low-literacy in this user group. Regarding text, we see that there 
is a need to focus on more than just simplicity in text. Rather, person-
alisation and diversification are the key. This can also mean that things 
like engagement are sometimes more important than simple language, 
depending on the user. Going forward, more focus should be given to 
this personalisation aspect, text should be personalized (addressing the 
situated social, cognitive, emotional and physical processes) rather than 
just simplified. This also means that the data these algorithms are based 
on should be diversified. And finally, that we need automatic feedback 
loops, i.e. systems that can measure whether this personalisation is 
successful (for instance through automatically measuring text 
complexity or engagement).

Finally, we addressed the question of how to design explainable 
systems. Broadly speaking, there are two parts to this question. Firstly, 
how to get the relevant information from an AI system (for instance 
about relevant features), and secondly about how to turn that infor-
mation into an explanation. This section showed that while there is a lot 
of attention to XAI, it has been mostly on feature importance while the 
domain of causality remains more challenging. Going forward, gener-
ating information about causality will be crucial. Additionally, more 
research is necessary into how we can turn information into explana-
tions. To do this, we need a socio-cognitive approach to XAI develop-
ment, where the user is a part of the socio-cognitive system which needs 
to operate as a whole. The involvement of expert knowledge might be a 
way to help achieve this, as is establishing a common language about 
XAI. Viewing XAI as a social system is necessary for all XAI, but for in-
clusive XAI in particular given this user group’s need for personalisation 
of explanations. Going forward, more research needs to be done into 
personalisation and memory.

Bringing all of these fields together is necessary to truly achieve in-
clusive XAI. One red thread through all of these topics is the need for 
personalisation. In deciding what the user needs to know, in catering to 
their cognitive abilities and in how to present what information in the 
explanation. Adaptive XAI is the key to inclusive XAI. We identify three 
main steps in achieving this:

1. Understanding what the XAI system needs to adapt to.
2. Performing the adaptation; change the explanation based on per-

sonal characteristics.
3. Evaluating the adaptation.
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These three main steps describe the way forward. To understand 
what the XAI system needs to adapt to, we need to understand our user. 
The need for inclusive processes and data is key here. Users with diverse 
cognitive disabilities should be involved throughout the development 
process of XAI, and any data that is used should be representative of the 
user group. To perform the adaptation, we need the technical solutions 
to recognize the user and to know how to adapt explanations. This can 
be through machine learning methods, but could also be combined with 
expert knowledge and knowledge-based AI which allow for more 
conscious choices. Finally, evaluating inclusive XAI means that we need 
accountability and responsibility. We should have principles in place to 
check that the processes and data used in the design of such systems are 
indeed inclusive and do not cause harm to groups that are often already 
vulnerable. This requires logging and tracing of processes and algo-
rithms. It also means evaluating systems in an inclusive way, actually 
involving the end-users also at this stage.

Finally, there is a need for a lingua franca, a common language across 
disciplines. When research fields come together, miscommunication is 
easy and the field of XAI is already very interdisciplinary. Common 
terminology, methodologies and understanding are necessary to bring 
this field forward. This is especially crucial as in inclusive XAI, the 
people developing the systems will typically not have first-hand expe-
rience with the user group, while the user group will not always know or 
understand the technical challenges involved. Shared language is the 
first step in bridging this gap.

6. Conclusion

In this paper, we address the topic of inclusive explainable artificial 
intelligence. We argue that with the rising interest in responsible AI, we 
need to focus on AI that is explainable in an inclusive way, especially for 
users with a cognitive disability. We identify that there is currently a 
lack of research on this particular topic, and address this by identifying a 
roadmap for research. This starts with a vision of XAI which is person-
alized to the needs, situations and capabilities of individual users with a 
cognitive disability. We have identified three main questions which 
need to be answered to achieve this; how explainable should a system 
be?; how do we craft an explanation which matches the capabilities of 
the user?; and how do we achieve such explanations in AI? From our 
overview of the current state of the art in these fields, we identify that 
the main ways forward lie in better inclusion of end-users in all steps of 
this process, techniques which can truly personalize AI explanations and 
accountability principles for inclusive XAI.
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