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A model is presented for readout-power heating in kinetic inductance detectors. It is shown that the
power dissipated by the readout signal can cause the temperature of the quasiparticle system in the
superconducting resonator to switch between well-defined states. At low readout powers, only a
single solution to the heat balance equation exists, and the resonance curve merely distorts as the
readout power is increased. At high readout powers, three states exist, two of which are stable, and
the resonance curve shows hysteretic switching. The power threshold for switching depends on the
geometry and material used but is typically around �70 dBm for Aluminum resonators. A
comprehensive set of simulations is reported, and a detailed account of the switching process is
given. Experimental results are also shown, which are in strong qualitative agreement with the
simulations. The general features of the model are independent of the precise cooling function, and
are even applicable for resonators on suspended, thermally isolated, dielectric membranes, where an
increase in quasiparticle lifetime is expected. We discuss various extensions to the technique,
including the possibility of recovering the cooling function from large-signal measurements of the
resonance curve. © 2010 American Institute of Physics. �doi:10.1063/1.3517152�

I. INTRODUCTION

Kinetic inductance detectors �KIDs� are being developed
extensively for large-format astronomical imaging.1 They
come in a variety of forms but the basic device comprises a
microwave �f0�10 GHz� superconducting thin-film resona-
tor on a sapphire, quartz, or silicon substrate. The supercon-
ducting material is usually Al, Ta, or Nb, having a critical
temperature, Tc, of approximately 1 K, 4 K, and 9 K, respec-
tively. When an infrared, optical, or x-ray photon is ab-
sorbed, the surface impedance changes, and the resonant fre-
quency shifts. By monitoring the transmission amplitude and
phase, at a single readout frequency, highly sensitive detec-
tors can be made. KIDs can be packed into large-format
imaging arrays by lightly coupling thousands of resonators to
a single, through transmission line, which can be read out
using software-defined radio techniques.

A key issue when optimizing the performance of KIDs is
decreasing the amount of noise. It is desirable to maximize
the microwave readout power so that the transmission ampli-
tude and phase can be recorded with a high signal-to-noise
ratio, and the sensitivity of the detector is enhanced. In fact,
when using phase readout, excess noise is seen, which scales
inversely with the square root of power.2,3 This noise is often
attributed to two-level systems, originating from the refrac-
tive index of the substrate or native oxide, fluctuating as a
consequence of the movement of uncoordinated, lightly
bound, atoms. Amplitude readout is sometimes used to mini-
mize this problem.4,5 Unfortunately, as the readout power is
increased above a certain threshold, the resonant curve be-

gins to distort, and eventually begins switching hysteretically
as the readout frequency is swept up and down. This behav-
ior is seen in all devices, although the exact power level at
which the distortion appears varies from material to material.
It can also vary between films of notionally identical material
manufactured by different groups.

The power handling capability of superconducting reso-
nators is also important from the point of view of detector
linearity, because as the incident photon rate increases, the
density of nonequilibrium quasiparticles increases.

In this paper, we present a model describing nonlinear
behavior in KIDs due to microwave-readout heating. As
power is applied, the temperature of the quasiparticle system
rises until a balance is reached between the rate at which
microwave energy is dissipated in the resonator, and the rate
at which energy is transferred from the quasiparticle system
of the superconductor to the phonon system of the substrate.
We present simulations showing that our model accounts for
the functional form of what is seen experimentally, and gives
rise to multiple temperature states. These states manifest
themselves as hysteretic switching in the resonance curves.

Nonlinearities in superconducting films and resonators
are widely studied in the context of high-Tc superconductors
for different applications,6 with critical temperatures ranging
from 9 K �niobium� to 87 K �YBCO�. Nonlinear behavior is
found to originate from thermal instabilities due to local hot
spots7,8 and vortices9–11 leading to a power-dependent sur-
face impedance.12,13 Other effects involve a Kerr
nonlinearity14–16 or weak links in the film,17,18 leading to a
nonlinear inductance at high current density. Intermodulation
measurements can indicate which mechanism causesa�Electronic mail: p.j.devisser@tudelft.nl.
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nonlinearities.14,19 In most mechanisms, the superconductor
film quality plays a crucial role in the power handling.6

Quasiparticle heating is sometimes mentioned but ne-
glected due to the relatively high thermal conductivity of
high-Tc superconductors. Where thermal effects play a role,
they are caused by local heating due to film
inhomogeneities8,20 or measured by an external resonant
probe.21 We emphasize that some of these effects may still be
present in low-Tc resonators but the temperature-state
switching described here is likely to dominate at the very
low operating temperatures, Tc /10, of KIDs, especially
where Tc�1–2 K. Another global heating model, based on
the substrate thermal conductivity, was previously
described.22 Data presented in this reference was taken on
resonators using more than 8 orders of magnitude more
power and at temperatures from 40–70 K, which makes it a
totally different regime than we study in this paper.

Nonlinear resonators can also be used for parametric
amplifiers15,16 or intermodulation amplifiers.23 This is usually
done by introducing a nonlinear element in the resonator.
The Josephson bifurcation amplifier is a well-known ex-
ample. For a review, see Ref. 24, and references therein.
Interestingly, this amplifier could be useful to enhance the
sensitivity of the readout of KIDs.5

The paper is structured as follows: In Sec. II the pro-
posed theory of readout-power heating in superconducting
resonators is described, and then in Sec. III simulations are
reported. In Sec. IV, experimental results are presented,
which indicate that the simulations have the correct general
forms. Finally, in Secs. V and VI we reflect on the findings
and describe various ways in which the study might be taken
forward.

II. THEORY

A. Superconducting microstrip resonators

The microscopic picture of the electrodynamic response
of superconductors was developed by Mattis and Bardeen.25

According to this theory, the complex conductivity,
�=�1− i�2, describing the response of both Cooper pairs and
quasiparticles to a time-varying electric field is given by
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and f�E� is the Fermi function. �N the normal-state conduc-
tivity, and � the angular frequency. To determine the conduc-
tivity as a function of temperature, it is necessary to know
how the energy gap, ��T�, changes with temperature. It can
be calculated by numerically inverting the integral equation
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where N�0� is the single-spin density of states at the Fermi
surface, Vsc is the scattering parameter or potential energy
describing phonon exchange, � is the reduced Planck’s con-
stant, �D is the Debye frequency, T is the temperature, 	 the
energy relative to the Fermi level, and kB is Boltzmann’s
constant.

The surface impedance of a superconducting film can be
calculated from the complex conductivity. For arbitrary
thicknesses t, the surface impedance Zs, in the dirty limit, is
given by26

Zs =� i
0�

�
coth��i�
0�t� , �6�

where 
0 is the permeability of free space and � the complex
conductivity.

Knowing the geometry of the resonator, and the surface
impedance as a function of temperature, it is possible to cal-
culate the microwave loss as a function of temperature. Un-
fortunately, calculating the loss of a thin-film transmission
line is more difficult than calculating the characteristic im-
pedance and modal propagation constant, because it is nec-
essary to know the detailed way in which the induced current
penetrates into, and flows around, the waveguiding structure.
To explore the basic properties of the model, it is beneficial
to use a microstrip geometry so that we can take advantage
of the equations developed by Yassin and Withington.27

These equations, based on conformal mapping, allow the
loss to be calculated accurately and analytically. Using them
results in the propagation constant, �=�+ i, which includes
the losses, and the characteristic impedance of the line, Z0.

The input impedance of a shorted transmission line, Zline,
is

Zline = Z0 tanh �l = Z0 tanh	 

2Qi
+ i
l , �7�

where l is the length of the line. For an ideal line �=0, and
so when l=� /4, the input impedance Zline→�. We have ex-
pressed the result in terms of the internal quality factor Qi

= / �2��, which describes the losses. Obviously, an ideal
line has an infinite Qi.

The resonator is capacitively coupled at its open end to a
readout line. A schematic of the relevant circuit components
is given in Fig. 1. The capacitance of the gap, Cg, loads the
resonator, and so at resonance the line is not exactly � /4
long. Rather, resonance occurs when the capacitive imped-
ance looking into the gap is equal in magnitude to the induc-
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tive impedance looking into the resonator. The total series
impedance, as seen by the readout line, is given by

ZL =
1

i�Cg
+ Z0 tanh �l , �8�

where the second term is given by Eq. �7�. In reality, the
whole element consists of a through transmission line with
the gap and resonator connected in parallel at some interme-
diate position. The forward scattering parameter between the
input and output ports, S21, becomes

S21 =
2

2 + Ztrl/ZL
, �9�

where Ztrl is the characteristic impedance of the through line
and ZL the impedance looking into the coupling gap, as given
by Eq. �8�. S21 can be written in terms of its amplitude �S21�
and phase �, according to �S21�ei�, which are the quantities
recorded by the readout electronics.

B. Power dissipation

Now we are able to calculate the amplitude and phase of
the resonance curve as a function of temperature. For tem-
peratures well below Tc, the losses are exceedingly small but
nevertheless finite, and therefore the resonator absorbs
power. The quality factor of the resonator can be defined as
1 /Q=1 /Qc+1 /Qi, where Qc is the coupling quality factor.
At low temperatures, the Mattis and Bardeen theory predicts
that the internal quality factor, Qi, should increase exponen-
tially as the temperature is lowered. Measurements show,
however, the internal quality factor saturates at values of
around 105–106 at T /Tc�0.2 for our resonators, which
means that an additional dissipative mechanism is present.
The source of this loss may be due to excess quasiparticles,28

loss at the surface of the superconductor, or in the dielectric
material but the exact origin is not known.29,30 To make an
improved estimate of the dissipated power, we take this satu-
ration into account by modifying the internal quality factor in
Eq. �7� by

1

Qi
=

1

Qi,MB
+

1

Qsat
, �10�

where Qsat is the saturation quality factor and Qi,MB the qual-
ity factor following the Mattis–Bardeen equations. In the cal-
culations presented here we assume that the additional loss is
due to quasiparticles, which is reasonable since we are inter-

ested in high readout powers, and dielectric loss saturates at
power levels well before nonlinearities occur.30,31 This re-
finement is not central to the model, and changes the results
very little but it does ensure that the model is consistent with
what is seen experimentally.

Finally, we need to calculate the power dissipated in the
resonator, which proceeds as follows. The power available
from a microwave source, which we shall call the readout
power, is taken conventionally to be

Preadout =
Vsource

2

4Ztrl
, �11�

where Vsource is the Thévenin equivalent circuit voltage of
the source. If this source is connected to the through trans-
mission line of a KID, and the through line is terminated
with a matched load, the current, IL, flowing into the parallel
component representing the coupling gap and resonator is
given by

IL = Vsource
ZL

Ztrl/ZL + 2
, �12�

where ZL is the parallel load impedance, which is given by
Eq. �8�. Finally, the power dissipated in the load, Pdiss, which
is actually the power dissipated in the resonator because the
coupling gap is lossless, is given by

Pdiss = �IL�2RL, �13�

where RL is the resistance of the load, which is given by the
real part of Eq. �8�.

The dissipated power depends on how much power is
coupled into the resonator, and therefore peaks at the reso-
nant frequency. The resonant frequency is temperature de-
pendent, and therefore the dissipated power is temperature
dependent. In fact, we can define a resonant temperature for
a particular readout frequency. This effect is shown in Fig. 2,
where the dissipated power has been calculated for an Al
microstrip resonator as a function of temperature, for differ-
ent readout frequencies. The geometrical factors used in the
simulation are listed in Table I, and the parameters of
Al were taken to be N0Vsc=0.17, TD=420 K, and

FIG. 1. Circuit schematic of the resonator, with ZL the loaded impedance of
the resonator, Zline the resonator impedance without coupling gap, Cg the
capacitance of the coupling gap, Vsource the voltage of the source, IL the
current in the load, and Ztrl the impedance of the throughline.

FIG. 2. �Color online� Power dissipated in an Al microstrip resonator as a
function of temperature for different readout frequencies. The low tempera-
ture resonance frequency f0=4.263 02 GHz. The readout power is �57
dBm. The dashed line shows the electron-phonon cooling power as a func-
tion of temperature according to Pe−ph=V��Tel

5 −Tph
5 �, for a phonon tempera-

ture of 120 mK.
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�=2.4 
� cm.32 The simulations were carried out with a
readout power of 2 nW ��57 dBm� and a bath temperature
120 mK.

We observe that the resonant temperature falls as the
readout frequency is increased, as expected, because the
resonant frequency always falls as the temperature is in-
creased. At the highest readout frequencies, where the zero-
temperature resonant frequency is approached, a plateau ap-
pears as a direct consequence of the saturation of the quality
factor, Eq. �10�.

C. Heat transport

The energy absorbed by the resonator leads to a heating
of the quasiparticle system, which cools by transferring en-
ergy to the phonon system of the superconductor, and from
the phonon system of the superconductor to the phonon sys-
tem of the substrate. Equilibrium is established, for a particu-
lar readout frequency and readout power, when these rates
are equal. The rate of heat loss will certainly increase as the
temperature of the quasiparticles increases relative to that of
the phonons but what is the functional form of this relation-
ship?

In the case of a metal, the rate of energy transport, from
electrons to phonons, is described by the power law33

Pe−ph = V��Tel
5 − Tph

5 � , �14�

where Tel is the electron temperature, Tph the phonon tem-
perature, and V the interaction volume. � is a material con-
stant, and in the calculations reported in this paper, we used
a value of �=0.2�109 W m−3 K−5 for Al, as measured us-
ing a Coulomb-blockade electrometer.34 The volume was
calculated through V=wtl, where w and l are the width and
length of the microstrip line, and t is the thickness of the
film. For an Al microstrip with the dimensions given in Table
I, V�=480 nW K−5. The dashed line in Fig. 2 shows the
power transported by electron-phonon coupling as a function
of temperature, for a phonon temperature of 120 mK.

The system comes into equilibrium where the heating
and cooling curves cross, and it is seen that multiple solu-
tions can exist. As will be described, these different solutions
give rise to hysteretic switching. A key point, however, is
that although we might question whether Eq. �14� has the
correct functional form for a superconductor, and whether
the interaction volume should be reduced to account for the
current density varying along the length of the resonator, the
qualitative behavior remains unchanged. Widely varying

cooling curves result in the same generic behavior. We have
carried out simulations using exponential cooling functions,
and the same behavior is seen.

A further complication is that the Kapitza boundary con-
ductance between the phonon system of the film and the
phonon system of the substrate might affect the functional
form of the cooling. Kapitza coupling is described by the
power law

PKap = A�Kap�T4 − Tbath
4 � , �15�

where A=wl is the area of the microstrip line and �Kap de-
pends on the materials used. In general, this conductance
needs to be added in series with that of the quasiparticle-
phonon coupling. From Ref. 35 we estimate �Kap to be
850 W m−2 K−4 and A�Kap=10 
W K−4, and therefore in
the simulations that follow, we assume that the Kapitza con-
ductance can be neglected.

A further possibility is that resonators are fabricated on
thin ��1 
m� silicon nitride membranes for the purpose of
increasing the quasiparticle lifetime, which has certain po-
tential advantages for KIDs. The thermal transport properties
of suspended membranes have been studied extensively in
the context of low-noise Transition Edge Sensors. The ther-
mal conductance of a mesoscopic dielectric support depends
on a number of factors, including the dimensionality of the
phonon system, which effectively varies with temperature.
The power flow from a suspended membrane to the bath is
described by

Pmem = K�Tn − Tbath
n � , �16�

where K is a geometry-dependent factor and n the power-law
coefficient, which has been shown by a number of groups to
have a value in the range 3–4, depending on the geometry
and material used.36,37 Over the temperature range 50–300
mK, structures can be produced that have thermal conduc-
tances in the range 0.1 pWK−1 to 500 pWK−1.

The key point about this discussion is that, for all of the
mechanisms listed, the relationship between power flow and
temperature takes the form of a simple power law. Thus,
although the quantitative details will differ, Fig. 2 indicates
that the different cooling functions will give rise to the same
general behavior.

D. Steady state temperature

To this point we have said nothing about how the equi-
librium temperature can be determined numerically. Calcu-
lating the steady-state temperature for different readout fre-
quencies and power levels is equivalent to finding the
intersection points of the heating and cooling curves in Fig.
2. For low readout power levels, the curves have only one
intersection point, which occurs at temperatures very close to
the bath temperature, and ideally, one would always operate
a KID in this way.

For the readout power used in Fig. 2 �2 nW�, however,
the number of intersection points depends on the readout
frequency. For the lowest frequencies, f1 and lower, there is
only one intersection point, which is close to the bath tem-
perature. For high frequencies, f4 and higher, there is again

TABLE I. Parameters of the microstrip resonators simulated.

Parameter Symbol Value

Strip length l 4 mm
Strip width w 3 
m
Film thickness t 200 nm
Dielectric height h 200 nm
Gap capacitance Cg 5 fF
Relative permittivity of dielectric 	r 11
Throughline impedance Ztrl 20 �

Designed resonant frequency f0 4.263 02 GHz
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only one intersection point but now it is significantly above
the bath temperature. Frequencies in between show three in-
tersection points, implying that there are three different so-
lutions to the heat balance equation.

It is easy to show that the highest and lowest temperature
solutions are stable but the middle one is not. Imagine that
some external source of energy, or fluctuation such as
generation-recombination noise, causes the temperature of
the quasiparticle system to increase or decrease impulsively.
Inspection of Fig. 2 shows that for the highest and lowest
solutions, the temperature will relax back to its equilibrium
state after the impulse has finished. The middle point, how-
ever, will either flip to the upper solution, because heating
dominates cooling, or to the lower solution because cooling
dominates heating, respectively.

In our simulation software, the steady-state temperatures
were calculated, for every frequency, using a root-finding
algorithm. The algorithm searches for the temperature that
reduces the error ��T�= Pdiss− Pe−ph to zero. The iterative
procedure

Tk+1 = Tk − �
�T

��
��Tk� , �17�

where Tk is the temperature at iteration k, is particularly ef-
fective because it has a quadratic rate of convergence near
the solution. � is a multiplicative constant having a value of
between 0 and 1; typically 0.7. It determines the size of the
step taken at each iteration, and its value does not affect the
final solution but only the rate and stability with which the
solution is found. Almost any guess can be used to initiate
the procedure but in the case where some parameter is var-
ied, say the readout frequency or readout power, the solution
of the previous calculation can be used as the starting point
of the next calculation.

For low power levels the implementation of the algo-
rithm is straightforward since there is only one solution to
the steady-state temperature, which is close to the bath tem-
perature. In the case of multiple solutions, then by using the
solution of the previous calculation, say when sweeping the
frequency, as the starting guess of the next calculation, the
procedure will follow the desired root in a smooth manner.
Only when a root ceases to exist will the procedure switch to
an available solution. Sweeping up or down in frequency
leads to jumps, which as will be seen are hysteretic.

A calculation was performed using the algorithm de-
scribed above for the Al resonator of Sec. II B, with a pho-
non temperature of 120 mK. The resulting quasiparticle tem-
perature and transmission amplitude are plotted as a function
of frequency in Figs. 3 and 4. The markers used are the same
as those of Fig. 2, in the sense that a given symbol marks the
point on Fig. 3, and Fig. 4, where the corresponding fre-
quency curve of Fig. 2 has a solution by crossing the cooling
curve. The solid symbols correspond to tracing the solution
when the frequency is increasing �the low-temperature solu-
tions�, and the open symbols to the case when the frequency
is decreasing �the high-temperature solutions�.

The origin of the hysteresis in the resonance curve can
be explained by comparing Fig. 2 with Figs. 3 and 4. Sweep-
ing up in frequency means starting at a frequency f1 or

lower, which has only one solution, close to the bath tem-
perature. When the frequency is increased to f2, three solu-
tions are possible, of which only the lowest and highest are
stable, as discussed previously. If there are no large noise
fluctuations, it can be assumed that at f2 the system will
remain in the low temperature state �indicated with a “�”�.
The same situation prevails at f3, as indicated by the symbol
“�.” By f4 the low-temperature state is unavailable, and the
system switches to the high-temperature state, as indicated
with the symbol “�.” As a consequence, the resonance
curve, Fig. 4, has a sharp downward transition. For frequen-
cies f5 to f7, the steady-state temperature decreases again,
which completes the resonance curve for sweeping up in
frequency. It is also clear that the noise spectrum of the read-
out signal will be altered significantly in the region close to
the transition, an effect that is seen experimentally.

Sweeping down in frequency means starting at a fre-
quency f7 or higher, giving a steady-state temperature close
to the phonon temperature. Frequencies f6, f5, and f4 show
an increasing temperature, until the region is reached where
three solutions are available, f3. Again, assuming that the
temperature noise levels are small, the quasiparticle system
will initially be in the high-temperature state, marked with
the symbol “�” in Fig. 2. By the time f2 is reached, as
marked by the symbol “�,” a noise fluctuation is able to
drive the instantaneous temperature below the middle state,
and the system switches to the low-temperature state, as

FIG. 3. �Color online� Steady-state temperature of the quasiparticles due to
readout-power heating, assuming quasiparticle-phonon limited cooling. The
markers correspond to the points of intersection of the heating and cooling
curves in Fig. 2. The filled/open symbols show when the temperature is in
the first/second stable state. The low temperature resonance frequency f0

=4.263 02 GHz.

FIG. 4. �Color online� The resonator response curves, �S21�, corresponding to
the temperature curves in Fig. 3.
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shown in Fig. 3. The noise is no longer sufficient to switch it
back. Interestingly, the overall Q of the resonator influences
the exact frequency at which switching occurs. Finally, as the
frequency comes down to f1 and lower, only the low-
temperature state is available, and the cycle is completed.

So far, �1 and �2 are calculated in every iteration step by
numerically integrating Eqs. �1� and �2�, and � is calculated
by numerical inversion of Eq. �5�. At low temperatures and
frequencies, �� ,kT�2�, the integrals for �1 and �2 can be
expressed analytically.38 If one would also take a fixed value
for �, Pdiss can be expressed analytically. The steady state
temperature still needs to be solved with a nonlinear solver
but the procedure will be much faster. This analytical ap-
proach gives results reasonably close to the numerical strat-
egy for T /Tc�0.2. Since we did not want to limit ourselves
to a certain temperature range, we used the full numerical
approach for the calculations presented in this paper. We also
performed a full set of simulations using the analytical for-
mulae, which shows they are accurate to within 10% for the
operation temperature and overestimate the power handling
by only 3 dB, provided the temperature does not exceed
T /Tc=0.2.

III. EXTENDED SIMULATIONS

In this section we present an extended set of simulations,
which explore additional features of the model.

A. Switching and hysteresis in the resonance curve

We have still to consider how the shape of the resonance
curve changes as the readout power level is increased. In
Figs. 5 and 6 the steady-state quasiparticle temperature and
transmission amplitude of the Al resonator described previ-
ously are shown as a function of frequency for a set of read-
out powers. It can be seen that below 10 pW the internal
temperature rise is small, and the resonance curve shows a
deep symmetrical response. At 100 pW the quasiparticle
temperature at resonance is already 30 mK above the phonon
temperature, making the resonance curve less pronounced.
At 200 pW there is a 50 mK temperature rise, and the reso-
nance curve becomes asymmetrical. By 500 pW switching
with hysteresis appears, with the hysteresis becoming more
pronounced as the power is increased further.

Since the phonon temperature appears in the power law
for heat transport, Eq. �14�, the power at which sufficient
heating occurs for switching, decreases slightly if the phonon
temperature is increased for the same resonator. If the pho-
non temperature is increased from 80 to 150 mK, switching
occurs for the Al resonator at half the power level. The
power threshold for switching will increase if the electron-
phonon coupling ��� is stronger.

The power at which switching occurs increases with ap-
proximately the thickness squared in the simulations. The
thickness dependence of the surface impedance and the
thickness dependence in the heat transport law, Eq. �14�, con-
tribute to this dependence. In Fig. 6 for a 100 nm film,
switching occurs at �63 dBm �500 pW� where for a 40 nm
film, the switching occurs at �71 dBm and for 250 nm at
�59 dBm. The power handling decreases if the length of the
resonator decreases �and the resonance frequency increases�
because the dissipation volume decreases. In the frequency
region of interest �1–10 GHz� there is no significant reso-
nance frequency dependence if one leaves out the change in
dissipation volume.

A higher conductivity of the film, �N �or a lower resis-
tivity ��, will lead to a decrease in resistive losses and there-
fore the power handling will be larger.

In general, the dissipated power into the quasiparticle
system can be related to the readout power and quality fac-
tors by4 Pdiss= Preadout�2Q2 /QiQc��qp, valid at resonance,
where �qp=Qi /Qi,qp is the fraction of the dissipated power
that goes into the quasiparticle system. In this paper we as-
sumed �qp=1 as discussed in Sec. II B. This formula implies
that the maximum readout power absorption occurs when
Qi=Qc. If the quality factor is limited by coupling �Q�Qc

�Qi�, a lower Qi will give a higher dissipation, leading to
switching at lower readout powers.

B. Niobium and tantalum

The simulations reported so far have been limited to Al.
Other materials, such as Nb �Tc�9 K� and Ta �Tc�4 K�,
are also interesting for KIDs, and so it is beneficial to explore
their behavior. In fact we have performed a full set of simu-
lations for these materials, and found the same general be-
havior as for Al.

Looking at the power law for quasiparticle-phonon lim-
ited heat transport, Eq. �14�, we expect that for higher Tc

FIG. 5. �Color online� Calculated steady-state temperature of the quasipar-
ticle system due to microwave heating for an Al microstrip resonator, shown
as a function of frequency for different readout power levels and with f0

=4.263 02 GHz.

FIG. 6. �Color online� The resonator response curves, �S21�, corresponding to
the temperature curves in Fig. 5.

114504-6 de Visser, Withington, and Goldie J. Appl. Phys. 108, 114504 �2010�

Downloaded 20 Dec 2010 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions



materials, more power is needed to set-up a significant tem-
perature difference. Superconducting resonators are operated
ideally at T�Tc /10.1 For a Nb resonator with the same ge-
ometry as in Table I but with N0Vsc=0.306, TD=228 K, �
=14 
� cm, and a phonon temperature of 1 K, the power
needed to get sufficient heating for switching is 10 
W
��20 dBm�, assuming the same quasiparticle-phonon cou-
pling. For a Ta resonator with the same geometry, and
N0Vsc=0.25, TD=247 K, �=13 
� cm, and a phonon tem-
perature of 0.4 K, the power needed for switching is 300 nW
��35 dBm�, assuming the same quasiparticle-phonon cou-
pling. Inspection of Eq. �14� shows that for a material with a
higher Tc, the power that can be transported by electron-
phonon coupling can be much higher, before a temperature
of Tc /5 is reached. Therefore, the model predicts a higher
power handling for materials with a higher Tc. The men-
tioned power levels for Nb and Ta are sufficiently high that
another mechanism may cause the resonator to saturate, be-
fore the heating described here comes into effect. A detailed
experimental study is needed before this question can be an-
swered but it is interesting to note that Nb resonators show,
experimentally, the same general behavior as our simulations
predict.42

C. Resonators on membranes

In Sec. II C, we mentioned the possibility of fabricating
superconducting resonators on suspended silicon nitride
membranes. The heat transported through thin legs can be
described by Pmem=K�Tn−Tbath

n �, with K=10 pW /Kn as an
achievable but low value and n is about 3. The quasiparticle-
phonon coupling and Kapitza coupling will generally be
much greater, and therefore the most significant temperature
difference will be between the membrane and bath. Using
this new power law, with a bath temperature of 120 mK, the
steady-state temperature of a membrane-supported Al KID
was calculated for a number of readout power levels. The
curves are the same as those in Fig. 6, only the power levels
are different. Hysteretic switching is present for power levels
of 200 fW and higher, which is three orders of magnitude
lower than for the quasiparticle-phonon limited heat trans-
port but high enough to operate as a detector.

IV. EXPERIMENTAL RESULTS

To illustrate the key features of readout-power heating,
we present a set of experimental results that are characteristic
of the behavior seen in many low-Tc materials, measured by
a number of different groups. A 100 nm thick Al film was
sputtered onto an R-plane sapphire substrate under ultra high
vacuum conditions. The critical temperature of the film Tc

was 1.228 K, the low temperature resistivity � was
0.63 
� cm, and the residual resistance ratio 5.2. A copla-
nar thin-film waveguide resonator was used in the experi-
ment, and therefore we can only make a qualitative compari-
son with the simulations. The chip was cooled in a cryostat
with an adiabatic demagnetization refrigerator to a bath tem-
perature of 81 mK, and the complex transmission S21 was
measured using a cooled high electron mobility transistor
�HEMT� amplifier and a vector network analyzer.

�S21� is shown as a function of frequency in Fig. 7, for a
range of readout power levels. Below �81 dBm, at the chip,
the resonance curve was independent of the incident readout
power, and it is in this range that a KID would normally be
operated. A decrease in the absolute amplitude of the noise
was observed as the readout power was increased, which is a
well-known phenomenon. As the readout power was in-
creased further, up to �70 dBm, the curve distorted, which is
a sign of heating, because the resonance frequency shifts in
the same direction as when the bath temperature is increased.
Crucially at �69 dBm a discontinuity appeared. Although
not shown here, because different apparatus had to be used to
avoid blanking of the readout signal during frequency
sweeping, it has also been confirmed that the resonance
curves are hysteretic with the frequency interval between the
switching events in the two sweep directions increasing as
the power level is increased. It was also observed that the
spectrum of the noise fluctuations on �S21� changed markedly
when the device was read out at a single frequency close to
one of the discontinuities. All of these observations are con-
sistent with the phenomena predicted by our simple model.

V. DISCUSSION

The major assumption behind the simple model devel-
oped in this paper is that the quasiparticle distribution under
microwave absorption can be described as a thermal distri-
bution at elevated temperature. Second, that the limited
electron-phonon transport, which leads to the elevated tem-
perature, can be described by a power law. Although the
nonlinear behavior is well described by this model, the de-
scription of the microwave absorption can be refined, to cor-
rectly account for the microscopic properties of the super-
conductor. The microwave field in the resonator varies along
the length of the resonator and therefore microwave absorp-
tion will have a spatial dependence. Eliashberg and
co-workers39,40 formulated the rate with which the quasipar-
ticle distribution is changed by the vector pontential of the
microwave field. Given this rate of change, the framework of
Chang and Scalapino41 provides a way to calculate the
steady state quasiparticle- and phonon distributions in the
superconductor if the electron-phonon coupling and the pho-
non escape time in the film are known. In future research, we
will include this framework, together with the spatially vary-

FIG. 7. �Color online� Experimental resonance curves of an Al coplanar
waveguide resonator for different readout power levels. The bath tempera-
ture was 81 mK and f0=4.559 29 GHz.
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ing field, into the model and compare it with the thermal
approximation we made here. The framework may also be
used to model and optimize the detector sensitivity.4

Because the work reported here was undertaken to estab-
lish the principles of the approach, the simulations were car-
ried out using the loss equations of a microstrip line, which
are particularly straightforward to use. Similarly accurate
equations for coplanar line are not readily available. Also, we
have used a cooling curve that was formulated for normal
metals rather than superconductors, and therefore it is not
possible to perform a detailed numerical comparison. It is
essential to appreciate, however, that the key elements of the
model follow directly from the general shape of the power-
absorption curve of the resonator, and the general shape of
the cooling curve of the quasiparticle system; the observed
behavior does not depend in a critical way on experimental
parameters. The current distributions, and therefore the
losses in the two geometries, are not dramatically different,
and therefore we would expect the power levels at which the
effects are seen to be of the same order of magnitude.

We also assumed a volume V=wtl in which the micro-
wave power is dissipated and the electron-phonon transport
takes place. The microwave field only extends about the dis-
tance of the penetration depth into the metal, which is around
80 nm for Al, of the order of the film thickness. However, the
quasiparticle diffusion time on the scale of the strip width
�3 
m� is less than a nanosecond. Since the relaxation pro-
cesses are slower, the assumption of uniform electron-
phonon transport over the strip cross-section is justified. On
the length of the strip, the current distribution is proportional
to cos2�x�, with x the coordinate along the length of the strip.
Since this is a smoothly rising function, we estimate the error
of taking the whole length of the strip to be a factor of 2 at
maximum.

We have assumed that dielectric loss is not present at
any significant level but we did restrict the Qi to some maxi-
mum value Qsat, and it is known that dielectric loss decreases
with increased power.30 If dielectric loss, or even radiation
loss, is present then we might expect switching to occur at a
slightly higher readout power. Power dissipation in the su-
perconductor and the dielectric could be distinguished in the
model. From the simulations we would expect that switch-
ing, in the case of quasiparticle-phonon limited transport, for
a 100 nm thick film, to be present for powers higher than
�63 dBm �500 pW�, whereas we get a value of �69 dBm
�125 pW� from the measurements presented in Fig. 7. Given
the assumptions made, these are pleasingly similar. We are
currently carrying out a detailed quantitative study, compar-
ing simulated resonance curves with experimental measure-
ments on films having different thicknesses �10–100 nm�,
and these will be reported shortly.

The resonance curves presented in Fig. 7 are representa-
tive of all of the superconducting resonators we have mea-
sured over a number of years: many Nb, Ta, and Al resona-
tors on a variety of substrates, in a number of different
cryogenic systems. Although the results are quantitatively
different they are all qualitatively the same. The only differ-
ence was in a single measurement on a Nb resonator, when
two discontinuities where seen when sweeping the frequency

in the same direction.42 This observation can now be under-
stood in terms of an inadvertent double-dip on the power
absorption curve of the resonant circuit, leading to three
stable and two unstable quasiparticle temperature states.

If it is demonstrated that the mechanism described in this
paper is responsible for the observed behavior of KIDs, as
distinct from say exceeding the critical current at the edges
of the film, where the current density is high, then the heat-
ing model will be of considerable importance. For example,
it is interesting to observe that if we can calculate the power
absorption curve of the resonator accurately, then it should
be possible to recover, from large-signal measurements of
resonance curves, the precise functional form of the
quasiparticle-phonon cooling function, which would be of
great interest in its own right. Both the distortion of the reso-
nance curve, and the frequencies of the switching events, can
be used to uncover information about the microscopic phys-
ics involved.

An alternative approach is to measure the scattering pa-
rameters, both S11 and S21, as a function of bath temperature
for low readout powers, and thereby calculate the absorbed
power as a function of bath temperature. Assuming that the
observed heating is the same as when power is absorbed by
the quasiparticle system directly, then the cooling curve can
be recovered from high readout-power measurements at the
bath base temperature, without the need for microwave simu-
lations.

VI. CONCLUSIONS

We have presented a model for nonlinear behavior due to
readout-power heating in KIDs. It has been shown that the
power dissipated in a superconducting resonator, as a func-
tion of temperature, has a peak such that when combined
with a typical monotonically increasing cooling curve, leads
to two stable and one unstable quasiparticle temperature
states. The exact form of the cooling curve, whether due to
quasiparticle-phonon coupling or Kapitza boundary effects,
does not change the general form of what is seen: at low
power levels, the intrinsic behavior of the resonator is mea-
sured, at medium power levels, the resonance curve distorts,
and at high power levels, switching appears. The switching is
hysteretic in the frequency domain, and the frequency differ-
ence between the transition points increases as the readout
power is increased. All of these effects are seen in both the
simulations and in experiments.

Not only is our model potentially important for optimiz-
ing the behavior of KIDs, it may also open the door to inter-
esting physics. For example, it should be possible to recover
the precise functional form of the cooling mechanism. The
work also shows that it should be possible to operate reso-
nators on suspended membranes, and therefore it should be
possible to study the way in which the cooling changes as a
function of the dimensionality of the phonon system of the
substrate.

Intriguingly, using the hysteresis, it may be possible to
make a photon-counting detector that latches after an event
has occurred, and which is then reset by offsetting the fre-
quency of the readout source.
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