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Abstract

This study investigates the effectiveness of Large
Language Models (LLMs) in identifying and clas-
sifying subjective arguments within deliberative
discourse. Using data from a Participatory Value
Evaluation (PVE) conducted in the Netherlands,
this research introduces an annotation strategy
for identifying arguments and extracting their
premises. Then, the Llama 2 model is used to test
three different prompting approaches: zero-shot,
one-shot and few-shot. The performance is eval-
uated using the cosine similarity metric and later
enhanced by introducing chain-of-thought prompt-
ing. The results show that zero-shot prompting
unexpectedly outperforms one-shot and few-shot
prompting, due to the LLM overfitting to the ex-
amples provided. Chain-of-thought prompting is
shown to improve the argument identification task.
The subjectivity of the annotation task is reflected
by the low averaged pairwise F1 score between an-
notators, and the considerable variance in the num-
ber of data items marked by each annotator as not
being arguments. The subjectivity of the task is
further highlighted by a pairwise chain-of-thought
prompting analysis, which shows that annotators
with more similar annotations received more sim-
ilar LLM responses.

1 Introduction

Public deliberation is a way in which citizens can exchange
opinions and discuss problems in detail. It fosters respectful
and thoughtful discussions on urgent, significant, controver-
sial, and complex issues across the globe [1]. An important
element in deliberative discourse is constituted by arguments,
defined as social and verbal means used to address conflicts
or differences between at least two parties [2]. Arguments
involve advancing a claim, which can be an opinion or an
assertion [2].

As defined by James Fishkin, deliberation is the process of
‘weighing’ competing considerations by means of discussion
[3]. Fishkin states that the attainability and effectiveness of
deliberation, both in theory and practice, is based on argu-
ment formalization and the participants’ attitude towards the
deliberation. He outlines three criteria for arguments within
deliberative discourse. First, arguments should be ‘informa-
tive’, supported by appropriate and accurate facts. Second,
arguments should be ‘balanced’ such that discussions also in-
clude contrary arguments. Third, arguments should be ‘sub-
stantive’, evaluated solely on their merits rather than the man-
ner or source of presentation. Therefore, argument formaliza-
tion plays an important role in creating a beneficial delibera-
tive discourse, enabling informed, balanced, and substantive
discussions.

However, subjectivity, which refers to an individual’s feel-
ings, opinions, or preferences [4], is an inherent challenge
in public deliberation. The diversity of beliefs, backgrounds,
and perspectives among those formalizing arguments intro-

duces variance in how arguments are perceived and anno-
tated. Despite the expectation of neutrality, moderators might
influence discussions by summarizing arguments or advocat-
ing certain viewpoints [5].

Other difficulties associated with deliberation are the large
volumes of data produced in such debates [1] and the low
accuracy of results, partly attributed to low participation
rates [1]. A solution would be leveraging LLMs to classify
deliberative discourse elements. In this way, discourse mod-
erators would be able to comprehend and analyse different
viewpoints better, resulting in more accurate deliberation
outcomes. Consequently, increased accuracy may incentivize
greater citizen participation.

Building upon these observations, this study aims to ex-
plore the question: ”Can LLMs detect the subjective argu-
ments that support different stances in a deliberation?”.

In order to answer the main focus of the research, three
subquestions were created:

* How can LLMs flag and classify subjective arguments
in public discourse?

* What evaluation metrics can be used to assess the per-
formance of LLMs in argument extraction?

* How do few-shot and zero-shot approaches compare,
and what impact does adding chain-of-thought reason-
ing have on their performance?

Section 2 of this paper provides the background of the re-
search, summarizing previous studies and highlighting key
findings and research gaps. Section 3 highlights the dataset
used for the research, along with the annotation process. Sec-
tion 4 showcases the methodology. Section 5 outlines the
experimental setup and the results of the experiments, while
Section 6 discusses these findings. Section 7 displays the lim-
itations and future work. Section 8 indicates the responsible
research aspects associated with this study. Section 9 states
the conclusions.

2 Related work

Argument mining is an area of research that is concerned
with automatically extracting argumentative structures such
as premises, conclusions and corresponding indicators, from
given data entries.

In most existing literature, argument mining is approached
as an unsupervised learning task. These methods often gen-
erate large corpora of arguments that could be hard to process
for discourse mediators. For this, Bar-Haim et al. [6] pro-
posed a base framework for summarizing the arguments in
form of key points that encapsulate the main ideas, making it
easier to digest and utilize the information.

Less research has been conducted on argument mining as
an LLM task. Chen et al. [7] have evaluated the performance
of language models in two types of tasks: argument mining
and argument generation, as they argue these are the most im-
portant tasks in the computational argumentation field. For
the argument mining task, they adhered to a standardised
prompt structure which defines the task and the required out-
put format. They used zero-shot and few-shot approaches



to examine the effectiveness of LLMs in directly performing
argument-related tasks without any prior fine-tuning. Zero-
shot prompting involves providing the model with no task-
specific examples, relying on its pre-trained knowledge to
generate responses [8]. In contrast, in few-shot prompting,
the model is provided with one or more examples to guide its
responses [8].

To augment the efficiency of zero-shot and few-shot learn-
ing, Wei et al. [9] advocate for the use of chain-of-thought
prompting. According to them, this method involves provid-
ing a series of intermediate reasoning steps in the prompts
given to the LLM. By doing so, the model’s performance
improves across various tasks, including arithmetic, com-
monsense and symbolic reasoning [9], category into which
argument extraction fits. The results indicate that chain-
of-thought prompting enables LLMs to decompose complex
problems into manageable steps, leading to a better perfor-
mance compared to standard prompting.

The gap in the literature regarding argument extraction
concerns the role of subjectivity in performing this task. This
research aims to address this gap by examining how subjec-
tivity influences argument extraction. Specifically, it seeks to
determine whether LLMs can effectively identify and classify
subjective arguments within deliberative discourse.

3 Dataset

This research used the dataset from the Participatory Value
Evaluation (PVE) conducted by Spruit and Mouter [10],
aimed at supporting the municipality of Sidwest-Fryslan in
the Netherlands in co-creating an energy policy. This PVE
involved 1,376 participants who were asked to distribute 100
points among six policy options, described in Table 1, and
provide textual motivations for their choices. The creation
and details of this dataset are described in the study by Liscio
etal. [11].

Policy Description

option

01 The municipality takes the lead and unburdens
you

09 Inhabitants do it themselves

03 The market determines what is coming

04 Large-scale energy generation will occur in a
small number of places

05 Betting on storage (Sudwest-Fryslan becomes
the battery of the Netherlands)

06 Become a major energy supplier in the Nether-
lands

Table 1: Policy options and their descriptions [11]

Annotating the dataset

The method employed for annotating the dataset involved
generating a set of rules for annotators to follow.

Firstly, the definition of an argument was established:
”An argument is a set of claims in which one or more of
them—the premises—are put forward so as to offer reasons

for another claim, the conclusion” [12]. An argument may
have several premises, or it may have only one [12].
Therefore, it can be concluded that an argument can be ex-
pressed using a mathematical formula:

n
argument = Zpremisei + conclusion
i=1
Secondly, examples of premises and conclusions were pro-
vided to the annotators, as well as examples of text that were
not arguments altogether.
Thirdly, the labelling style was indicated to the annotators.
An example argument would be ”I am installing solar
panels on top of the roof next year because I care about sus-
tainability”. In this argument, the premise is ”I care about
sustainability” and the conclusion is I am installing solar
panels on top of the roof next year because I care about sus-
tainability”. What this research was concerned with extract-
ing out of this sentence was the phrase I care about sustain-
ability”. Therefore, using this definition of argument, this
research is concerned with extracting the premise(s) of an
argument if the data entry is an argument or stating None if
the data entry is not an argument.

4 Methodology

To address the detection of subjective arguments within de-
liberative discourse, this research leveraged the Llama 2 large
language model [13] with the default prompt temperature set-
ting!.

The experiments in this research consisted of four steps, as
highlighted in the next subsections: using a zero-shot LLM
approach for extracting arguments, using a few-shot(one or
more) LLM approach for extracting arguments, using a chain-
of-thought approach for extracting arguments and applying
the cosine similarity metric to assess and compare the results.
The three mentioned prompting techniques were chosen to
evaluate the performance of LLMs under different conditions.
Zero-shot prompting was used to evaluate the model’s base
pre-training, as no task-specific examples are provided [8].
Few-shot prompting evaluates the model’s ability to generate
answers when provided with one or more examples to guide
its responses [8]. As argument extraction is viewed as a step-
by-step task in Subsection 3, the chain-of-thought reasoning
approach was applied to both zero-shot and few-shot methods
to determine if it enhances their performance.

4.1 Prompting strategy

The behaviour and responses of an LLM can be guided by
different roles assigned in a chat. In this research, two roles

!"The temperature parameter associated with a prompt influences
the probability distribution of the output. Higher temperatures in-
crease randomness, resulting in more diverse outputs [14]. While
higher temperatures are often associated with increased creativity,
there is no strict correlation proving this [14]. Instead, higher tem-
peratures are linked to the novelty of the LLM’s responses [14].
Therefore, because there is no clear association between a specific
temperature range and increased creativity, this research used the
default temperature setting of Llama 2 for all prompts.



are used: ‘system’ and ‘user’. The ‘system’ role is used to
set the context and guidelines for the chat. It defines how the
LLM should behave and respond throughout the interaction.
The ‘user’ role expresses the requests sent to the LLM.

{"role": "system",

"content": "You are an expert in identifying
arguments and their premises in a text.
An argument is a set of claims in which
one or more of them, the premises, are
put forward so as to offer reasons for
another claim, the conclusion. A text
that does not provide support or reasons

for a conclusion is not an argument."}

Listing 1: System role of the basic prompt

The snippet in Listing 1 outlines the basic system role
prompt used in the research. At first, the role of the LLM
in the interaction is established, and then the definition of an
argument is provided.

{"role": "user",

"content": "Can you extract the words in this
sentence that state the premise or
premises of this text: {argument} or
extract "None" if the text is not an

argument .
Return the following JSON with the
premises found in the text:

{

"premise_1": s

3
3
Listing 2: User role of the basic prompt

The snippet in Listing 2 showcases the basic user role
prompt utilized in the research. At first, the requested ac-
tion is addressed to the LLM in a concise manner. Then, the
format of the output is indicated.

Zero-shot approach

In the zero-shot approach, the LLM model has to perform
the request indicated in the user role relying solely on its base
pertaining and the information present in the prompt. This ap-
proach was performed using two different prompts: the basic
prompt showcased in Subsection 4.1 and an enhanced prompt
that also includes the policy option described in Section 3.

One shot approach

In the one-shot approach, the model uses a single provided
example as a reference to perform the task on new inputs.

The snippet in Listing 3 highlights the addition to the basic
prompt:

{"role": "user",

"content":(...) An example for this task is
for input: {input}, the output is: {
output}."}

Listing 3: One-shot addition to the user role basic prompt

Besides the prompt provided to the model in the zero-shot
approach, an example of what result the model should output
is provided. The example is chosen to be a data item that
annotators labelled most similarly.

Few-shot approach

In the few-shot approach, the model uses three provided ex-
amples as a reference to perform the task on new inputs.

The snippet in Listing 4 highlights the addition to the basic
prompt:

{"role": "user",
"content": "An example for this task is for
input: {input_1}, the output is: {
output_1}. Another example for this task
is for input: {input_2}, the output is:
{output_2}. Another example for this

task is for input: {input_3}, the output
is: {output_3}."}

Listing 4: Few-shot addition to the user role basic prompt

The examples provided to the model are chosen using the
following criteria: the first example is, as in the one-shot ap-
proach, a data item that annotators labelled most similarly,
the next example is a data entry which annotators labelled
most differently and the last example is a data item that all
annotators labelled as being *None’.

Chain-of-thought reasoning

In chain-of-thought reasoning, the LLM model is provided
with a step-by-step approach to the problem. Additionally,
the outputs of the examples provided in the one-shot and few-
shot approaches are accompanied by step-by-step explana-
tions of the decision-making process. This systematic break-
down allows the LLM to develop a more structured and co-
herent overview of the process.

{"role": "user",

"content": "Let’s think step by step. Can you
extract the words in this sentence that
state the premise or premises of this

text: {argument} or extract "None" if
the text is not an argument.

Step 1, determine if the text provides any
support or reasons for the conclusion.
If it does not provide support or
reasons for the conclusion, return {"
premise_1": "None"} and don’t execute
the next steps.

Step 2, If it does provide support or
reasons, return the following JSON with
the premises found in the text:

{

"premise_1": ,

}."3
Listing 5: Chain-of-thought addition to the user role basic prompt

Listing 5 showcases the addition of chain-of-thought rea-
soning to the basic user role prompt. Initially, the LLM is
introduced to the concept of systematic thinking by the first
sentence “Let’s think step by step” [15]. Following this, two
steps are introduced and logically connected to each other.



4.2 Cosine similarity
“Cosine similarity is a measure of similarity between two
vectors of an inner product space that measures the cosine of
the angle between them” [16]. Tt is a method often employed
for determining text similarity.

In this paper, cosine similarity was utilized as follows and
also illustrated in Figure 1:

* For each pair of (LLM response, annotator label) for an
entry, the cosine similarity matrix was computed.

* The similarity value of elements with similarity below
0.2 was set to 0, indicating no significant similarity.

* The highest similarity value in the matrix was selected
for each LLM response.

* The similarity values were averaged across the entire
dataset.

* The similarity values were further averaged over 10 dif-
ferent runs.

Repeat 10 times
and make average

(I:-);aset * Row in dataset
'y

v

LLM Annotator
response label

{"premise_1": “*,

“premise_2”": “”,

{"premise_1": «,
“premise_2”: 7,

“premise_n”: “”} “premise_n”: “’}

Average over dataset

Similarity matrix

I Filter using threshold

Filtered similarity matrix

\

Choose highest similarity

Figure 1: Cosine similarity evaluation metric

5 Results

This section highlights the experimental setup of this research
and the results obtained from performing the experiments.

5.1 Experimental setup

The experiments of this research? were performed taking into
consideration two types of dataset labels: individual annota-

*https://github.com/adina-dobrinoiu/Argument_Extraction

tor labels, as illustrated in Figure 2, and majority vote labels,
as displayed in Figure 3.

The prompts mentioned in Section 4 were provided to the
LLM with or without the policy option associated with the
data entries for individual annotator labels. For majority la-
bels, only the prompt with policy option was used.

Each prompt mentioned in Section 4 was executed 10 times
for each type of label. Given that the prompt temperature was
not set to 0, the LLM could produce different outputs for each
of the 10 runs. This method prevented bias that could result
from relying on a single set of results. Consequently, the final
results represent the average of multiple LLM responses to
the same prompt.

zero- one- few-
shot no# shot no # shot no
policy \ policy policy
10x 10x 10x
zero-shot zero-shot
Qa}olicy cot Individual Lpolicy
10x annotator labels 10x

one-shot in LLM examples one-shot
policy cot olicy

10x

i ; 10x
few-shot policy jgno policy few-shot
CE/olicy cot (Jpolicy
10x 10x

Figure 2: Individual annotator labels experiments, where cot =
chain-of-thought

Majority vote
labels in LLM
examples

policy

few-shot
policy cot

one-shot
policy cot

10x 10x

Figure 3: Majority vote labels experiments, where cot = chain-of-
thought

5.2 Subjectivity of the annotation process

To address the issue of subjectivity in the annotation pro-
cess, experiments have been conducted focusing on annotator
agreement and the identification of non-arguments.

Agreement between annotators

To assess the agreement between annotators, various metrics
were considered and evaluated. Initially, Kappa metrics were


https://github.com/adina-dobrinoiu/Argument_Extraction

explored, known as a standard for interrater agreement [17].
The original Kappa index, introduced by Cohen in 1960, was
designed to measure agreement between two annotators using
nominal or categorical labels [18]. Fleiss extended this index
to accommodate more than two annotators [19]. However,
Kappa indices are not well-suited for tasks involving text span
extraction [20], as they rely on the calculation of negative
cases which cannot be defined for text spans, being sequences
of words with variable lengths.

Therefore, an alternative metric was chosen: the pairwise
F1 score. This metric computes agreement by treating one
annotator’s annotations as groundtruth and another’s as pre-
dictions [21]. Tt has a range between 0 and 1, O being total
disagreement and 1 being full agreement.

The resulting averaged pairwise F1 score for the labels pro-
vided by the 5 annotators of this research was 0.2447. This
number indicates a significant disagreement between the an-
notators, showcasing the subjective nature of the annotation
task. It’s important to note that disagreements do not imply
incorrect annotations; rather, they reflect differences in how
individuals interpret the argument extraction task.

Annotators 1 2 3 4 5
1 1 0.18 | 035 | 04 | 0.39
2 0.18 1 0.11 | 0.14 | 0.16
3 035 | 0.11 1 0.26 | 0.19
4 04 | 0.14 | 0.26 1 0.27
5 039 | 0.16 | 0.19 | 0.27 1

Table 2: The pairwise F1 score between the 5 different annotations
of the dataset

Table 2 showcases the pairwise F1 score between the 5
different annotator labels of the dataset. What can be high-
lighted is the big difference between the highest agreement:
0.4, between annotators 1 and 4, and the lowest agreement:
0.11, between annotators 2 and 3. This illustrates that the
argument extraction labelling task is subjective and prone to
individual interpretation, even when annotators are given the
same guidelines.

Non-arguments

Another subjective factor to be considered during the annota-
tion process is whether the annotator believes the given text
is an argument or not. As seen in Table 3, there is a big dis-
crepancy between how many data items Annotator 2 consid-
ered not to be arguments compared to the rest of the anno-
tators. Given the subjective nature of the argument identi-
fication task, it is important to acknowledge that Annotator
2’s thought process is not necessarily incorrect relative to the
others.

Ann.1 | Ann.2 | Ann. 3 | Ann. 4 | Ann. 5
13 35 13 18 22

Table 3: How many data entries each annotator marked as not being
an argument, where Ann = annotator

Subjectivity in annotation can lead to variations in how

data is labelled, which is evident from the differing judgments
of the annotators. This variance highlights the importance
of understanding individual annotators’ perspectives and the
criteria they use for classification. Even though all annota-
tors have been given the same instructions for annotating the
dataset, there are subjective factors such as feelings, opinions
and preferences [4] that influence the annotation process.

5.3 Individual annotator labels

Tables 4 and 5 highlight the results of applying the average
cosine similarity between the annotators’ labelled data and
the LLM responses. The key difference between the two ta-
bles is that in Table 4 the LLM is not provided with policy
options related to the data, while in Table 5, the policy op-
tions are given. As expected, providing the LLM with more
information regarding each data entry results in higher cosine
similarity scores, which occurred in 8 out of the 15 cases. Al-
though adding the policy option did not improve the results
in all cases, it was included in the prompt for all subsequent
computations to better resemble the annotation process, as an-
notators also had access to this information when performing
the task.

Annotators LLM method - no policy
Zero-shot | One-shot | Few-shot
Annotator 1 0.266 0.248 0.293
Annotator 2 0.063 0.017 0.086
Annotator 3 0.317 0.205 0.294
Annotator 4 0.169 0.187 0.241
Annotator 5 0.159 0.161 0.173

Table 4: LLM methods no policy

Annotators LLM method - with policy
Zero-shot | One-shot | Few-shot
Annotator 1 0.297 0.243 0.261
Annotator 2 0.086 0.051 0.104
Annotator 3 0.283 0.239 0.259
Annotator 4 0.233 0.214 0.208
Annotator 5 0.161 0.147 0.139

Table 5: LLM methods with policy

When considering Table 5, an unexpected result was that
the zero-shot approach generally outperformed the one-shot
and few-shot approaches. This is attributed to the LLM over-
fitting to the provided examples in the one-shot and few-shot
prompts, as seen in Table 6. Table 6 highlights the number of
LLM outputs that match the example responses given in the
prompt for each approach, indicating that the LLM overfit to
the given examples.

After removing the faulty data entries, the cosine similar-
ity scores were recalculated for the remaining data. The up-
dated results presented in Table 7 showcase that there is no
longer a significant score difference between the various ap-
proaches. The one-shot approach outperforms the zero-shot
approach in 4 out of 5 cases. However, the few-shot approach
still shows a worse performance compared to the zero-shot



Annotators | # of overfitting examples
One-shot Few-shot
Annotator 1 15 3
Annotator 2 0 0
Annotator 3 25 7
Annotator 4 10 2
Annotator 5 12 6

Table 6: Number of LLM outputs that are the same as the examples
provided in the prompt

and one-shot approaches. This could be caused by multiple
examples generating a more subjective environment for the
LLM, which could negatively alter the decision-making pro-
cess. Another reason could be the inconsistencies between
the examples provided.

Annotators LLM method - removed data
Zero-shot | One-shot | Few-shot
Annotator 1 0.297 0.299 0.27
Annotator 2 0.086 0.051 0.104
Annotator 3 0.283 0.321 0.283
Annotator 4 0.233 0.26 0.217
Annotator 5 0.161 0.173 0.159

Table 7: LLM methods with removed faulty data entries

As mentioned in Section 3, the argument extraction task
involves following multiple steps. To guide the LLM through
these steps, chain-of-thought reasoning was used. The same
approach of removing data items having outputs that overfit
to the examples provided in the prompt was employed.

Ann. | LLM method - with or withoutchain-of-thought
V/ 7-C o 0-C F F-C
1 0.297 | 0.233 | 0.299 | 0.225 | 0.27 0.245
2 0.086 | 0.374 | 0.051 | 0.147 | 0.104 | 0.174
3 0.283 | 0.318 | 0.321 | 0.361 | 0.283 | 0.311
4 0.233 | 0.234 | 0.26 | 0.222 | 0.217 | 0.207
5 0.161 | 0.271 | 0.173 | 0.168 | 0.159 | 0.143

Table 8: LLM methods with or without chain-of-thought, where Ann
= annotator, Z = zero-shot, O = one-shot, F = few-shot, C = chain-
of-thought

As shown in Table 8, applying chain-of-thought reasoning
resulted in better outcomes in 8 out of the 15 cases. This
approach was particularly effective for Annotator 2. When
analyzing the LLM outputs, it appears that chain-of-thought
prompting helps the LLM better recognize the possibility of
there being no arguments in the text, leading it to label more
data items as "None” compared to when this method is not
used. As discussed in Subsection 5.2, Annotator 2 frequently
labels data items as "None.” Thus, the significant increase
in cosine similarity score for Annotator 2 can be attributed
to the LLM labelling more data items as "None.” Therefore,
chain-of-thought reasoning proves to be efficient for the task
of argument identification. However, no clear trend has been
identified regarding its efficiency for premise extraction.

5.4 Majority vote labels

For determining the majority vote labels, a threshold of three
annotators has been applied. This means that only labels
annotated by at least three annotators are considered when
aggregating the labels. If the majority vote results in labels
where one label is a subset of another, only the subset label is
considered. If no label meets the threshold of being annotated
by at least three annotators, the threshold is lowered by one,
and the process is repeated.

Instead of individual annotator labels, these labels were
used as example input for the LLM in the one-shot chain-
of-thoughts and few-shot chain-of-thought approaches. The
cosine similarity was used to evaluate the similarity between
individual annotator labels and LLm responses.

Ann. | Individual labels vs majority vote
(6] O0-M F F-M
1 0.225 | 0.232 | 0.245 | 0.189
2 0.147 | 0.15 0.174 | 0.128
3 0.361 | 0.337 | 0.311 | 0.274
4 0.222 | 0.211 | 0.207 | 0.174
5 0.168 | 0.15 0.143 | 0.104

Table 9: LLM methods with policy and chain-of-thought, and with
or without majority vote, where Ann = annotator, O = one-shot, F =
few-shot, M = majority vote

For most annotators, using majority vote labels showed
decreased performance compared to individual annotator la-
bels. This result showcases the importance of the examples
provided in the prompt of the LLM. With majority vote la-
bels, the examples are not tailored to specific annotators, and,
considering the significant disagreement between annotators
highlighted in Subsection 5.2, a decrease in similarity be-
tween the LLM response and individual annotations is ex-
pected. This highlights the subjective nature of the task, as
the LLM’s outputs are less aligned with individual annota-
tions when using majority vote labels for examples.

5.5 Pairwise chain-of-thought analysis

To further evaluate the subjectivity of the task, the LLM
responses for the one-shot chain-of-thought and few-shot
chain-of-thought approaches have been compared using pair-
wise annotator cosine similarity.

Table 10 showcases the cosine similarity score between
the LLM responses in the one-shot chain-of-thought prompt-
ing approach. For the example provided to the LLM in the
prompt, Annotators 1, 4, and 5 had the exact same label,
while Annotator 3’s label differed slightly. However, Anno-
tator 2 had a completely different annotation compared to the
rest. This difference is reflected in the lower similarity scores
between Annotator 2 and the others, compared to the other
combinations. This highlights the subjectivity of the task:
when the LLM is provided with similar examples, it produces
similar outputs, but when it is given a considerably different
example, the output varies significantly.

Table 11 showcases the cosine similarity score between the
LLM responses in the few-shot chain-of-thought prompting
approach. Three examples have been provided to the LLM



Annotators 1 2 3 4 5
1 1 0551071 | 0.71 | 0.69
2 0.55 1 06 | 059 | 0.6
3 071 | 0.6 1 0.68 | 0.68
4 0.71 | 0.59 | 0.68 1 0.69
5 069 | 0.6 | 0.68 | 0.69 1

Table 10: The one-shot pairwise cosine similarity score between the
different LLM responses for each annotator

Annotators 1 2 3 4 5
1 1 0.39 | 0.57 | 0.65 | 0.64
2 0.39 1 042 | 043 | 0.43
3 0.57 | 0.42 1 0.58 | 0.61
4 0.65 | 0.43 | 0.58 1 0.64
5 0.64 | 043 | 0.61 | 0.64 1

Table 11: The few-shot pairwise cosine similarity score between the
different LLM responses for each annotator

in the prompt. The first example is the one associated with
Table 10, described in the paragraph above. The second ex-
ample had different labels from most of the annotators. The
last example had 100% annotators agreement, with all of the
annotators outputting the same label. The results in Table 11
show lower values compared to Table 10, especially for An-
notator 2. This indicates that the examples provided in the
prompt significantly influence the LLM’s output. With more
examples that diversify the annotation profile of each annota-
tor, the similarity between LLM responses decreases.

Therefore, this comparison showcases that the argument
extraction task is highly dependent on the examples provided
in the prompt, making it a subjective task.

6 Discussion

The results highlighted in Section 5 of this research provide
insights into the performance and subjectivity of LLMs in
the task of argument extraction. This discussion section ad-
dresses these findings by showcasing the impact of the differ-
ent experimental setups, the role of subjectivity in annotation,
and the effectiveness of different prompting techniques.

6.1 Efectiveness of policy information

The experiments demonstrated that providing policy informa-
tion to the LLM generally improves performance, as reflected
by the higher cosine similarity scores in 8 out of 15 cases
when compared to not providing such information. This sug-
gests that additional context information assists the LLM in
producing responses that better align with human annotators.

6.2 Performance of zero-shot, one-shot and
few-shot approaches

Contrary to initial expectations, the zero-shot approach of-
ten outperformed both the one-shot and few-shot approaches.
One cause was due to instances where the LLM overfit to the
examples provided in the prompt, as shown in Table 6. Af-
ter filtering out these faulty data entries, the performance of

the one-shot approach surpassed the one of zero-shot. How-
ever, few-shot did not improve considerably. This could be at-
tributed to the examples provided creating a more subjective
environment for the LLM, resulting in increased randomness
in its responses.

6.3 Chain-of-thought reasoning

Applying chain-of-thought reasoning showed mixed results.
While it led to better outcomes in 8 out of 15 cases and
was particularly effective for Annotator 2, it did not con-
sistently improve performance for all annotators or prompt
types. Chain-of-thought reasoning proved to be efficient for
the task of argument identification, but it did not show clear
improvements for premise extraction.

6.4 Majority vote labels

Using majority vote labels instead of individual annotator la-
bels generally resulted in decreased performance. Knowing
the significant disagreement between annotators, this finding
showcases the subjectivity of the task by highlighting that
LLM responses generated using majority vote labels as ex-
amples negatively influence the similarity with individual an-
notations.

6.5 Subjectivity

The low averaged pairwise F1 score between annotators of
0.2447 showcases significant subjectivity of the annotation
task. The variance in annotations, even when being provided
with the same instructions, reflects individual differences in
interpreting and applying the rules. The subjectivity is fur-
ther illustrated by the varying number of data entries marked
as non-arguments by different annotators, with Annotator 2
marking significantly more entries as non-arguments com-
pared to others.

The pairwise chain-of-thought cosine similarity analysis
revealed that the LLM’s responses were more consistent with
annotators who had similar labels in the examples provided
to the LLM. The lower similarity scores for Annotator 2, who
had more different annotations, highlight the impact of sub-
jective annotation on LLM performance.

7 Limitations and future work

Several limitations regarding the results highlighted in this
paper must be acknowledged. Firstly, the results were limited
to evaluating the performance of LLMs using only 50 data
row annotations of the dataset. This relatively small sample
size limits the generalization of the findings. Secondly, the
nondeterministic nature of LLMs does not allow for the exact
replication of results. Thirdly, LLMs showcased a tendency
to overfit to the specific examples provided in the prompts.

To address these limitations and further advance the re-
search, the following directions are proposed:

* Implementing automatic key point extraction [6] to gen-
erate a set of labels to be used for annotation. This would
ensure better consistency among annotators and would
transform the task into a classification task.

¢ Generating more annotations for the dataset to obtain
universal results.



* Refining the prompts to mitigate the LLM overfitting
tendencies.

e In case automatic key point extraction is not imple-
mented, investigating alternative evaluation metrics,
such as BERTScore [22], BLEU [23] or ROUGE [24].

8 Responsible Research

In this section, a reflection on the ethical considerations
present in this research is conducted, and a discussion on the
reproducibility of the methods is introduced.

8.1 Private dataset

Given that the dataset used for this research is private, several
safety measures were taken to ensure there was no distribu-
tion of information from this dataset. Firstly, the dataset was
not added to any university or personal repository. Secondly,
the dataset entries were not provided to the browser version of
any LLM model to prevent the private data from being used
to train the models.

8.2 Annotators’ privacy

Given that the dataset was annotated by five different mem-
bers, each annotator’s submission underwent anonymiza-
tion to disassociate it from the specific annotator. This
anonymization process was implemented to ensure that the
labelled datasets could not be linked back to any particular
annotator. It consisted of randomly assigning a number to
each annotated dataset.

8.3 Reproducing the results

Due to the random nature of LLMs, the results of this study
cannot be perfectly reproduced. Since the temperature is not
set to zero, the Llama2 model is not deterministic, meaning
that it is likely to produce different outputs when prompted
with the same inputs at different times. However, to mitigate
this variance, the results are obtained as an average of run-
ning the experiments 10 different times. This approach en-
sures that the results are distributed over multiple iterations,
thereby minimizing the influence of any inherent bias within
the LLM across a given iteration.

Another factor that might hinder reproducing the results is
the annotator labels. When the same experiments are per-
formed on other data annotations, the results will differ.

9 Conclusions

This paper investigated whether LLMs can effectively iden-
tify and classify subjective arguments within deliberative dis-
course.

First, an annotation strategy for the dataset created by
Lisco et. al. [10] was proposed. Following this strategy,
annotators first determined whether the data entry was an ar-
gument or not, and, if so, they extracted its premises.

Then, three prompting approaches were used to evaluate
the performance of the Llama 2 model in argument premise
extraction: zero-shot, one-shot and few-shot, with perfor-
mance evaluated using cosine similarity. Each method was

further enhanced with chain-of-thought reasoning and evalu-
ated. It was noted that the LLM tended to overfit to the pro-
vided examples in one-shot and few-shot settings. As a con-
tributing factor, zero-shot was unexpectedly performed better
than few-shot and one-shot.

Chain-of-thought reasoning proved to be efficient for the
task of argument identification, but it did not show clear im-
provements for premise extraction.

Subjectivity was highlighted in several ways. Firstly, the
low averaged pairwise F1 score between annotators reflected
variance in annotations, even when given the same instruc-
tions, indicating individual differences in interpreting and ap-
plying the rules. Secondly, there was a variance between how
many data entries each annotator recognized as not being an
argument. Thirdly, the pairwise chain-of-thought cosine sim-
ilarity analysis revealed that the LLM’s responses were more
consistent with annotators who had similar labels in the ex-
amples provided to the LLM, showcasing the subjectivity of
the task.
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A Use of Large Language Models

In this research project, ChatGPT? was solely used to improve
and correct writing mistakes. For this, the following prompts
were employed:

"Can you make this sentence/paragraph more
clear: {text to be improved}?"

"Can you make this sentence/paragraph more
concise: {text to be improved}?"

"Can you review this sentence/paragraph: {
text to be improved}?"

These prompts were used for certain sentences and para-
graphs of the paper to ensure clarity and correctness in the
writing. All LLM responses were reviewed and only the sat-
isfactory changes were incorporated into the paper.
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