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Abstract
SnV centres in diamond are a promising candidate for quantum internet applications because of their
strong spin-photon interface, long spin coherence times, and insensitivity to electric fields. Integrating
them in diamond waveguides could strongly improve entanglement rates and could make for a scal-
able design. In this thesis, we show using simulations that rectangular <110> waveguides are good
candidates for high emitter-waveguide coupling, reaching a maximum of 79%. Optimal dimensions are
250 nm x 120 nm (width x height). This also falls inside the single-mode regime for the emitted light.
The measured lifetime limits for the linewidth of Γ = 25 MHz, dephasing of Γ𝑑 = 10 MHz, and >10
seconds long spectral stability in the bulk diamond sample, together with an APD dark count rate of
171 Hz should lead to a tranmission dip around resonance of Δ𝑇/𝑇 = 25%, which we predict using a
different simulation. The currently obtained taper coupling from diamond waveguide to optical fiber is
approximately 10%. This is probably enough to see the transmission dip, but it needs to be improved
for future experiments. Post-selecting SnV centres in waveguides and using Purcell enhancement to
boost ZPL emission can further improve these results.
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1
Introduction

A Potential Building Block for the Quantum Internet
At its birth early in the 20th century, the theory of quantum mechanics was proposed to describe the
behaviour of nature on the smallest scale known. Later during the 20th century, the idea arose to
develop technology based on building up large systems of particles which still shows this ‘quantum
behaviour’. One of the applications the scientific community is working towards is the quantum in-
ternet, enabling fundamentally secure communication, remote access to future quantum computers,
distributed quantum computing, and possibly various applications still unknown [25].

A reliable quantum internet requires its constituent quantum bits to fulfill certain criteria, proposed
by David DiVincenzo in 2000 [6]. In addition to the requirements for quantum computation, quantum
communication requires a strong interface between stationary and flying qubits and a way to faithfully
transmit the flying qubits from one place to another. Photons seem apt for the role of flying qubits. This
has drawn attention to color centres in diamond because of their efficient spin-photon interface.

Negatively charged tin-vacancy centres are promising candidates for use in a quantum internet
because of their large orbital splitting [11], which reduces the effect of a decoherence mechanism that
plays an important role in other color centres at low temperature. Furthermore, their high quantum
efficiency [12] and Debye-Waller factor [9] promise high entanglement rates. Lastly, their insensitivity
to fluctuating electric fields arising from the centrosymmetric defect structure gives us the possibility of
integrating them in nanophotonic devices which can increase entanglement rates even further and at
the same time make the system scalable [19, 24].

For the future quantum internet, we would need the possibility to mass-produce the structures in
which the qubits are located, and the ability to integrate them on a platform to access them individually
such as a photonic integrated circuit. A step towards this goal is embedding negatively charged tin-
vacancy centres in diamond waveguides, which is the subject of this project.

Project Goal
This project works towards a better understanding of tin-vacancy centres in diamond waveguides. The
original goal of the project was to measure optical non-linear behaviour of a tin-vacancy centre in a
waveguide, accessed by optical fibers. In the end, the sample on which we plan to measure this was
delayed. We do have a sample with ‘empty’ waveguides (without tin-vacancies) and a ‘bulk’ diamond
sample with tin-vacancies (that is, without waveguides). The thesis is therefore structured as follows:

Thesis Structure
The first part of the project focuses on the requirements for the waveguides that I determined from
simulations (Chapter 3). The second part aims to measure characteristics of our experimental setup
and of the tin-vacancy centres in bulk diamond (Chapter 4). The third part is a simulation for if and
how strongly we expect to measure an optical non-linearity created by the emitter-waveguide system
(Chapter 5).
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2
Theory

2.1. Motivation for Using SnV Centres in Diamond
Group IV color centres in diamond, like the SiV, GeV, SnV, and PbV have a strong spin-photon interface
[17]. Of these group IV centres, the negatively charged tin vacancy (SnV−) centre is very promising.
It has a high quantum efficiency (∼80%) [12] and high Debye-Waller factor (∼60%) [9]. The fact that
the SnV has a larger orbital splitting of the ground state than other group IV color centres [4], sug-
gests that SnV centres might be less affected by phonon-induced orbital relaxations, resulting in longer
spin coherence times around 1K [12]. These factors result in fast generation and long retention of
entanglement, making the SnV centre a good candidate for a next generation of qubits for quantum
networks.

Another advantage of SnV centres is their first-order insensitivity to fluctuating electric fields [20],
arising from their predicted electronic structure [11] because of the 𝐷3𝑑 symmetry of the defect (see
figure 2.1). This makes them suitable for use in nanophotonic waveguides and cavities [2], improving
the spin-photon interface by way of a strong coupling of the photonic mode in the waveguide to the
dipole. This promises higher entanglement rates in future quantum networks and could improve the
scalability of the system [24]. It is therefore interesting to investigate how exactly we should integrate
SnV centres in waveguides and what coupling we can achieve.

Figure 2.1: Defect structure of group IV vacancy centres in diamond. Adapted from [17].

2.2. Location of the SnV Centre in the Diamond Crystal
The diamond crystal structure is composed of regular repetitions of the unit cell shown in figure 2.2.
All black balls are carbon atoms, forming two FCC lattices, one offset (14 ,

1
4 ,
1
4) from the other. The

crystallographic directions <100>, <110> and <111> have been visualised. Note that there are many
directions which are equivalent to these because of the symmetries of the arrangement. The carbon-
carbon bonds all coincide with a <111> direction. Since the Sn atom sits at the interstitial position
between two neighbouring carbon atoms, the symmetry axis of the defect is always in one of the<111>
directions.
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4 2. Theory

Figure 2.2: Ball-and-stick model of a unit cell of the diamond crystal structure, with one SnV centre in it. The black balls are carbon
atoms, the white balls indicate where two carbon atoms are missing. The blue ball is a tin atom. Three important directions that
will be used in this thesis are indicated with red arrows.

2.3. Level Structure of the SnV Centre
The SnV centre has many of the same properties of a different group IV color centre which about which
more is known, the SiV (silicon-vacancy) centre. Both defects consist of the group IV atom at the
interstitial position of two missing carbon atoms, and the electronic structure is formed by 6 electrons
from the dangling bonds in addition to 4 from the group IV atom and one free electron which is captured.
For the SiV centre, Hepp calculated the electronic structure from symmetry groups using group theory
[11]. Currently, the theoretical model for the SnV centre is being revised, but Hepp’s model of the SiV
centre suffices for the purposes of this thesis.

The level structure resulting from this model is shown in figure 2.3. Both the ground state and excited
state are four-fold degenerate. At B=0, both states are split by a combination of spin-orbit interaction
and the Jahn-Teller effect. If a magnetic field is present, the spin up and down states will be split by the
Zeeman effect. We are planning to use the two spin states of the lower orbital branch of the ground
state as the two qubit levels (dashed box in the figure). Microwave driving between these two levels
is not yet possible, as this transition requires flipping both the spin and the orbital state. Straining the
diamond mixes up the spin states slightly more and might lead to functioning microwave driving of this
transition in the future.

The transition between the ground state and excited state which will be mentioned often in this
thesis is indicated in red. This transition of 2.0eV corresponds to a photon with free-space wavelength
of approximately 619nm. It will be used to excite the SnV centre and will be what the SnV centre mostly
emits in the zero-phonon line.

Figure 2.3: Model for the level structure of SnV− centres. It shows the splitting of the excited state and the ground state, first at
B=0 by a combination of spin-orbit coupling and the Jahn-Teller effect, and then at B≠0 by the Zeeman splitting. The levels that
we plan on using as a qubit in future experiments are indicated in the dashed box. It also indicates the transition corresponding
to a photon with 619nm free-space wavelength.
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2.4. Dipole Emission of the SnV Centre
Calculating the emission pattern of the transition between two atomic states can be done using a hybrid
quantum-classical approach. In this approach, we are looking for the interaction between the emitter
which we treat quantum mechanically and the electro-magnetic field, which we treat classically.

The classical electro-magnetic field is described by the Maxwell equations. To obtain a particularly
useful description of the interaction, we use a derivation explained in [10], in which the Göppert-Mayer
gauge is chosen. This results in the following Hamiltonian:

�̂� = p̂2

2𝑚 + 𝑉Coul(r̂) − D̂ ⋅ E(r0, 𝑡). (2.1)

This Hamiltonian is nothing more than a standard Coulomb Hamiltonian with an interaction term added
of an electric dipole interacting with the electric field. This result is useful, because it allows for a simple
way of modeling the emission pattern of our SnV centres. We can just use classical EM finite element
simulations to find the emission pattern of a dipole emitter to determine the coupling of the centre to a
waveguide.

2.5. Reshaping the Emission Using Waveguides
The standard free-space emission pattern of a dipole is not ideal for a high photon collection efficiency,
since the radiation intensity does not depend on the azimuth. Dipoles therefore emit in many directions,
but changing the dielectric environment of the emitter can reshape its emission pattern. In our case, we
try to do this using a waveguide. The waveguides we use are long thin beams made of a material with
a higher refractive index than the surrounding material, shown in figure 2.4a. The diamond in which the
SnV centre is located (𝑛 ≈ 2.4) serves as an excellent material. When surrounded by air or vacuum
(𝑛 ≈ 1) this is expected to display clear waveguiding properties.

We expect the waveguide to reshape the emission pattern such that most of the radiation will be
emitted inside the waveguide. The effect is visualised in figure 2.4b, which shows one of the simula-
tions that are discussed in the next chapter. From the figure it is clear that most light stays inside the
waveguide, and I will quantify this effect later on.

Figure 2.4: Typical result of dipole emission in a waveguide. (a) shows the the waveguide geometry and the surrounding volume
of vacuum. The waveguide is just a diamond cuboid. (b) shows the electric field norm on a slice through the waveguide. It is
clear that most of the radiation stays inside the waveguide. How much exactly will be quantified later. Simulated using COMSOL
Multiphysics.

2.6. Taper Coupling Fibers to the Waveguides
The light emitted into the waveguide can then be coupled into optical fibers by what is called a tapered
coupling. The ends of both the waveguide and the fiber are tapered at a very sharp angle, such that
the mode will transfer into the evanescent field as we move to the tip of the structures. If we bring these
together very closely, the two evanescent fields will couple and a shared mode comes into existence,
which adiabatically changes from the waveguide mode to the fiber mode in the space domain. A more
in depth analysis of this phenomenon (including experiments) is made in [5].

Figure 2.5: Taper coupling between optical fiber and waveguide.
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2.7. Waveguides in the Single Mode Regime
It is possible to calculate certain modes of the EM waves inside the waveguides. Each mode can carry
part of the radiated emission. Emission into multiple modes can make photons distinguishable, will lead
to deterioration of the collection efficiency, and scrambles the phase of emitted photons. Therefore, we
need to make sure we allow only a single mode in the waveguide. After this, we can optimise the
coupling of the emitter to this mode.

Whether a waveguide allows multiple modes or only one is determined by multiple characteristics.
Clearly the geometry of the waveguide cross-section plays a role. The shape and size of the cross-
section determine which modes ‘fit inside’ for a certain frequency. The ratio between the refractive
indices also has an influence. An illustration of different possible modes is shown in figure 2.6.

(a) Geometry (b) 1st order TE (c) 1st order TM (d) 2nd order TE (e) 2nd order TM

Figure 2.6: Modes of a waveguide of 460nm x 350nm. (a) shows the geometry of the waveguide and the surrounding vacuum
or air. The other four images show the electric field norm in a cross-section of the waveguide and the area around it. We see
that the mode is not located fully inside the waveguide. Free-space wavelength of light is 620nm.

We will use 2D FDTD simulations using COMSOL Multiphysics to find all possible modes for dif-
ferent parameter values, in order to determine when the waveguides are in the single-mode regime.
Because of the numerical approach, we are free to choose shapes that are relevant for the fabrication
methods that we will use later on. The results of the simulations, together with the known inaccuracies
resulting from fabrication, will be used to find optimal parameters for fabricating the waveguides for the
experiments.

2.8. Dipole Emitter Coupling to Waveguide Modes
Once we establish the requirements for a single-mode waveguide, we should make sure that it optimally
couples to the emitted light in order to maximize the photon collection efficiency. We define the coupling
by the factor 𝛽 = 𝑃𝑤𝑔/𝑃𝑡𝑜𝑡𝑎𝑙, the ratio between the power emitted into the waveguide mode and the
total emitted power.

A practical way of calculating the radiated power by a dipole in a dielectric environment is by cal-
culating the work it exerts on the electric field. The power of a current dipole on the electric field [15]
is

𝑃𝐸 = −
1
2ℜ(j ⋅ E) (2.2)

Here, the current dipole

j = 𝜕
𝜕𝑡p =

𝜕
𝜕𝑡 (p0𝑒

−𝑖𝜔𝑡) = −𝑖𝜔p0𝑒−𝑖𝜔𝑡 = −𝑖𝜔p (2.3)

where p is the charge dipole moment. From this, we get

𝑃𝐸 = −
1
2ℜ(−𝑖𝜔p ⋅ E) =

𝜔
2 ℑ(p ⋅ E) (2.4)

With this result, we can calculate our coupling factor with

𝛽 =
𝑃𝑤𝑔
𝑃𝑡𝑜𝑡𝑎𝑙

=
ℑ(𝐸�̂�(rfar))
ℑ(𝐸�̂�(r0))

. (2.5)

Where 𝐸�̂� is the electric field component in the direction of the dipole. In order to calculate the coupling,
we therefore only have to evaluate the electric field in the direction of the dipole resulting from the
simulation in two locations: the location of the dipole itself, and a location far away in the waveguide.
The location of rfar is the same as the dipole in the cross-section of the waveguide, but moved a long
distance (> 5 wavelengths) away in the propagation direction [16]. How this is done in practice is
explained in section 3.4.
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2.9. Purcell Enhancement in Waveguides
Embedding the dipole in a nanophotonic structure not only affects the coupling to certain photonic
modes, but it can also change the total emission rate. The waveguide acts as a very weak cavity,
meaning we have to take some Purcell enhancement into account. This can be expressed as the ratio
between the power emitted by the dipole in the waveguide, compared to the power that the same dipole
would emit in a homogeneous medium. Similar to the situation before, we can express this as [21]

𝐹𝑃 =
𝑃𝑊𝐺
𝑃𝐻𝑜𝑚

=
ℑ(𝐸𝑊𝐺�̂� (r0))
ℑ(𝐸𝐻𝑜𝑚�̂� (r0))

(2.6)

2.10. Non-Linear Response of Waveguide-Emitter System
Waveguides not only allow for enhanced collection efficiencies which would improve entanglement
schemes based on spin-selective excitation, but also open up the possibility for coherent interaction
between the emitter and photons. SnV centres in the waveguides will interact with photons resonant
with the optical transition. This interaction has been described in [1]. In the case of a waveguide
containing a two level system, this results in reflection of resonant photons sent through the waveguide,
which has been worked out in [14, 21]. This effect shows up as a Lorentzian dip around the resonance
frequency in the transmitted light through the waveguide, as shown in figure 2.7. The transmission
factor on resonance (deepest point of the dip) is then calculated to be

𝑇 = 1 − 𝛽(2 − 𝛽)
(1 + 2Γ𝑑/Γ)(1 + 𝑛𝜏/𝑛𝑐)

(2.7)

where 𝛽 is the coupling of the emitter to the waveguide mode, which we determine with simulations in
3.4. This 𝛽 depends on the waveguide geometry, the dipole orientation, and the dipole location in the
waveguide. On top of this, 𝛽 accounts for the quantum efficiency and the Debye-Waller factor of the
defect. Furthermore, Γ𝑑 is the pure dephasing rate, Γ is the optical decay rate, taking into account the
Purcell enhancement. 𝑛𝜏 is the mean photon number in the input field within one lifetime of the emitter,
and 𝑛𝑐 is the critical photon number given by

𝑛𝑐 =
1 + 2Γ𝑑/Γ
4𝛽2 (2.8)

𝑛𝜏/𝑛𝑐 is therefore a measure for the saturation of the defect. These parameters not only change the
depth of the dip, but also its width. The width (FWHM) is (Γ + 2Γ𝑑)√1 + 𝑛𝜏/𝑛𝑐. This means that
dephasing with make the dip wider and more shallow. Increasing the input power towards or past the
critical power has the same effect. Lastly, imperfect coupling to the waveguide mode (𝛽 < 1) will also
make the dip more shallow, but might also decrease the width slightly. All these effects are visualised
in figure 2.7. Keeping below saturation of the defect leads to the requirement of low laser power, but
this will also decrease our signal-to-noise ratio. I will therefore simulate the transmission dip we expect
for different input powers in Chapter 5.

(a) (b) (c)

Figure 2.7: (a) Transmission dip for different coupling factors. Strong coupling increases the depth of the dip. (b) Transmission
dip for different dephasing rates. More dephasing decreases the depth of the dip and makes it wider. (c) Transmission dip at 0
detuning for different input powers. More power saturates the emitter and makes the dip less deep.





3
Waveguide Coupling Simulations

The simulations are designed such that we can extract optimal fabrication parameters. As became clear
from the theory section, we are looking for waveguides that allow only a single mode to propagate and
that maximize the coupling to this mode. We will run these simulations separately.

3.1. Fabrication Process and its Implications for the Geometry
The fabrication process consists of multiple steps and these can be done in different ways. A possibility
for the implantation is to use shallow ion implantation and growth (SIIG), in which the Sn ions are
implanted at low energy, followed by a CVD overgrowth of the diamond to tune the depth of the resulting
SnV centres. At the moment of writing, we have not yet succeeded at this for <100> diamonds. We will
therefore start by using high energy implantation (HEI), in which the depth of the Sn ions is controlled up
to a certain precision by the amount of energy carried by the ions. Annealing is then used to combine
the ions with vacancy centers and partially heal the damage to the crystal caused by implantation.

After the implantation, the waveguides must be etched. The shape of the waveguide will be etched
anisotropically from the top, deeper than the actual waveguide needs to be. Then a quasi-isotropic
etch is used to release the waveguide from the bulk. This process does leave an uncertainty in the
final bottom shape of the waveguide since it can leave slanted edges at an unknown angle, which I will
include in the simulation. The fabrication process [18] and resulting geometry are shown in figure 3.1.

The process also allows us to tune the width and height of the waveguide and the depth of the
defect. Each of these parameters comes with its own uncertainty. There are also uncertainties arising
from other imperfections in the process. There is some variance in the location of the defects, and
there might be multiple defects in a single waveguide. In the simulations the waveguide width, height,
and bottom angle will be varied, along with the location of the defect within the waveguide.

(a) (b)

Figure 3.1: Waveguide fabrication process and resulting geometry. (a) shows the fabrication process, consisting of the
anisotropic and quasi-isotropic etches, adapted from [18]. (b) shows the resulting cross-section of the waveguide and the loca-
tion of the defect (black ball with arrow). It also indicates the relevant parameters.
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10 3. Waveguide Coupling Simulations

3.2. Simulations for Finding the Single Mode Regime
First, we want to make sure the waveguides only allow one mode as argued in section 2.7. First,
the width and height are swept for the rectangular waveguide (angle = 0). The results of this sweep
are visualized in figure 3.2. In general, higher order modes do not ‘fit’ inside the waveguide as well
as the first order modes, pushing them into the air. This means that their effective refractive index is
lower. Because of this, the transition between the single-mode and multi-mode regime is very clear
from looking at the smallest refractive mode index. Note that a higher effective refractive index does
not mean that the coupling will also be larger. Conclusions about the coupling can only be drawn from
the second simulation.

We then turn to finding out how the angling on the bottom affects the transition into the multi-mode
regime. We simulate the region which has been shown in figure 3.2 for 0∘, 15∘, 30∘, and 45∘. The
results have been shown in the inset.

From the figure we can find an upper bound for how large the waveguides are allowed to be. We
must make sure that, considering the uncertainties in fabrication, the waveguide is no larger than the
transition to the multi-mode regime. We now also know how uncertainties in the bottom angle will
impact the transition from single-mode to multi-mode regime.

Figure 3.2: The smallest effective refractive indices for different combinations of width and height of a rectangular waveguide. The
minimum refractive indices show very clearly where the transition between the single-mode and multi-mode regime is (transition
from red to blue). The black rectangle indicates the area shown in the inset, which shows the effect of the different angles.
Figures for bottom angles of 0∘, 15∘, 30∘, and 45∘ have been overlaid and the transitions to the multi-mode regime are indicated
for each angle. The original figures with data for different angles can be found in appendix A.
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3.3. Different Orientations of the Waveguides
While the directions of the dipole emitters with respect to the crystal lattice are fixed, the waveguides
can have different orientations. However, the possible directions are restricted by the stability of the
lattice planes. We know that the fabrication process works well for at least two different waveguide
directions, <100> and <110>. These directions have been indicated in figure 2.2, and figure 3.3 shows
these directions relative to the bulk diamond (in top view) and to the dipole direction.

The figure illustrates that the <100> waveguides have a component of the dipole in the direction of
the waveguide, while the <110> waveguides do not. If we look at the two components of the dipole
in the rectangular cross-section of the waveguide (perpendicular to the waveguide direction), we can
see the dipoles in the <100> waveguides have a component of √1/3 in each of the directions. For the
<110> waveguides, this is √2/3 and √1/3. Intuitively, we therefore expect the dipoles to couple more
strongly to the <110> waveguide modes. I have done simulations for both directions.

Figure 3.3: Different ways of etching the waveguides. The left and right show <100> and <110> waveguides respectively. The
red lines indicate the dipole direction, the black dashed lines indicate the direction of the waveguide.

3.4. Simulations for Optimizing the Emitter-Waveguide Coupling
Having waveguides in the single mode regime makes sure that we can get coherence of the emitted
photons, but it does not give information about how we can get the optimal coupling. For this, we can
use the calculation made in section 2.8. From equation 2.5, we can tell that the important values of
the electric field are located at r0 and rfar. However, we can not just take any point for rfar. Figure
3.4 shows the electric field in the direction of the dipole. We can take the amplitude of the wave and
compare it to the electric field at the dipole location to find the coupling. This is similar to the methods
used to calculate the coupling in [21] and [16].

Figure 3.4: Imaginary part of the electric field in the direction of the dipole, generated by the emitter, normalized by the strength
of the dipole. On the horizontal axis (y) is the distance in the direction of the waveguide. Scattered points indicate the result from
the simulation. The blue line is a fit. In this case, the dipole was oriented in the x-direction, so only the TE mode was excited, and
the fit indicates a single cosine wave. We see that the E-field deviates from the fit at the location of the emitter, and transitions
to the cosine wave (the mode in the waveguide) when moving further away from the defect. Dashed lines indicate the amplitude
at r0 and in the far field. The ratio between the amplitudes (the lengths of the two red arrows) yields the coupling factor, which
in the case of this figure is 87%.
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In general, the waveguides in the single-mode regime allow both a TE and a TM mode, which can
have different wavelengths (since they can have different effective refractive indices). The electric field
is therefore fit to a sum of two cosine functions. The plot in figure 3.4 is a special case where the dipole
was pointed in the x direction, leading to the excitation of only the TE mode. For the experiments, we
are interested achieving an optimal coupling to only one of the modes. The value plotted in the rest of
the results is therefore always the maximum of the two amplitudes, not the sum. The other light will
also go through the waveguide, but will not be of use for anything which requires indistinguishability or
coherence of the light.

In order to find the optimal size of the waveguide, the width and height of the waveguides are
swept. The resulting coupling factors for both waveguide orientations are shown in figure 3.5. There
is an optimum in waveguide size for getting a maximum coupling, and the <110> waveguides clearly
outperform the <100> waveguides. This is consistent with our expectations since the dipole has a
larger component in the direction of the electric field of the mode.

Figure 3.5: Coupling factors 𝛽 between dipole and waveguide. <100> and <110> waveguides are shown separately. Both
figures contain values for various sizes of the waveguides, with the dipole located exactly in the middle. The figure shows some
missing values, resulting from curve fitting which was not accurate enough. More information about the calculation is in the
appendix. The maximum couplings obtained are 50% and 79%, for <100> and <110> waveguides respectively. The 79% is
not too far off from the maximum estimated in [23], which is 81%. The area shown is already an optimised regime, a broader
scan can be found in the appendix.

3.5. Simulating an Offset of the Dipole
We don’t have full control over the exact location of the defect, so I simulated the effects of an offset
in the x and z direction (the directions in the cross-section of the waveguide). The waveguide size will
now be fixed to 250nm x 120nm and the location of the dipole will be varied. The results are shown in
figure 3.6. From the figures, it can be seen that the <110> outperforms the <100> waveguides in most
locations. It is also clear that the coupling does not drop off dramatically for most of the waveguide in
the <110> direction, only at the edge.

Figure 3.6: Coupling factors 𝛽 between dipole and waveguide. Figures show the <100> and the <110> waveguides. Both
figures contain values for various locations of the dipole within the waveguide (bottom left is the centre), while the waveguide
size is fixed to 250 nm x 120 nm. For <100>, the coupling in the centre is 49.18%, which drops to 30.30% and 24.26% in the x
and z directions respectively, when getting all the way to the edge of the waveguide. For <110>, the centre is 77.24%, dropping
of to 14.39% and 42.81%.
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3.6. Waveguides in <111> Samples
All the waveguides considered in this thesis concern those fabricated in <100> grown diamond sam-
ples. Another possibility would be to use a sample that has been overgrown in the <111> direction.
In that case, we could create waveguides in the plane which have 1 in 4 dipoles oriented in a very
advantageous way. Figure 3.7 shows the results for this simulation. It can be seen that the optimal
regime here is where the waveguides are higher and more narrow.

The figure shows that the<111>waveguides can reach coupling factors of up to 89%which is really
impressive, and an improvement over the <110> waveguides. However, the waveguide fabrication
recipe we use relies on etching along definite crystallographic planes to suspend the structures. It is
unclear whether this recipe would work on <111> oriented samples.

The fact that our current process would not work is not in itself a good reason to not do it, but the
problem is not just that it would take more work. In the <111> samples, we would need to either come
up with a differently shaped waveguide (for which it is still uncertain how good the coupling factors will
be), or the waveguides will turn out with a high amount of imperfections and surface roughness (which
likely also impacts the coupling efficiency). For these reasons, I decided not to further investigate this
type of waveguides, in consultation with people working on fabrication.

Figure 3.7: Simulated coupling factors for waveguides in <111> samples. Maximum coupling reached is 89%.
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3.7. Simulations for Purcell Enhancement
The previous simulations have made clear that the regime for optimal coupling is reached for waveg-
uides in the <110> direction, and for widths between 200-300nm, and heights between 75-150nm. For
these values, I have simulated the Purcell enhancement. Based on equation 2.6, I do this by simulating
the situation of the dipole in the waveguide, and comparing this to the situation where the same dipole
is located in a homogeneous medium. The ratio of the E-field values in the direction of the dipole on
the location of the dipole gives the Purcell factor. The results are shown in figure 3.8. This is done for
various waveguide sizes and dipole offsets.

Figure 3.8 shows that the Purcell factor varies from 1.75 to 2.5 throughout the regime. It also
seems to be quite sensitive to small changes in dimensions. These changes are arguably too small
to take into account during fabrication. Since the coupling is also a more important figure of merit for
the waveguides, we will not optimise the design for a high Purcell factor. However, it is important to
know that the Purcell factor is not negligible and that we have to take it into account when doing further
simulations and analysis of our experiments.

The figure on the right shows that the Purcell factor is very sensitive to an offset in the x-direction. It
even dips below 1, meaning the decay rate of the emitter will be lower than in a bulk sample. An offset
in the z-direction does not seem to have a big impact on the Purcell enhancement.

Figure 3.8: Purcell factors for <110> waveguides. On the left, the results with a centered dipole for different waveguide sizes are
shown. On the right, the results for a 250 nm x 120 nm waveguide with varying dipole offsets from the centre are shown. Color
scales are the same for both figures.

The Purcell enhancement can in some cases be used to boost the Debye-Waller factor. This is
possible because the Purcell factor could be different for emission of light with different frequencies.
We can also test what the impact of this will be on these waveguides. In figure 3.9, the Purcell factor is
calculated for light with a free-space wavelength of 620 nm (close ot the ZPL) and longer wavelengths
which appear in the PSB. The figure makes clear that the Purcell factor for these wavelengths is not
significantly different in the waveguides. The Debye-Waller factor is therefore expected not to change
from the bulk case.

Figure 3.9: Purcell factor for photons emitted by a SnV centre in a 250 nm x 120 nm <110> waveguide. The Purcell factor stays
somewhere around 2 and starts to drop off more strongly around 700 nm. Since most of the PSB is emitted between 620-680
nm [20], this is no significant difference.
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3.8. Conclusions for Optimal Waveguide Design
From the simulations, we can draw several conclusions for the waveguide fabrication process:

• In terms of coupling factor 𝛽, waveguides along the<110> crystal plane clearly outperform
the waveguides along the <100> plane. In every simulation, the <110> waveguides come out
on top in terms of coupling between dipole and waveguide. This is also what is to be expected
intuitively, as the dipole has no component in the direction along the waveguide anymore. During
fabrication we noticed that the<110>waveguides were not significantly more difficult to fabricate.

• An ideal waveguide is relatively thin and wide, with a size of approximately 250 nm x 120
nm. The highest coupling factors for waveguides in the <110> direction is not all that sensitive to
small changes in waveguide size, as long as it is in that region. It is important that the waveguides
are larger in width than in height.

• Good coupling factors can be reached even if the dipole is not located exactly in the cen-
tre of the waveguide. The coupling factor is quite forgiving as to where the dipole is located
exactly. For the <110> direction, especially the vertical shifts do not change too much, but also
the decrease from a horizontal shift is manageable. This is good, since we don’t have very much
control over the horizontal location. If we had no control at all over the location of the SnV and we
assume they are uniformly distributed, there is still a 60% chance of 𝛽 > 0.5 and an 80% chance
of 𝛽 > 0.4.

• The upper bound for waveguide size imposed by the single-mode regime is not limiting.
To ensure that a waveguide only allows a single mode to propagate, there is a maximum size we
can make them. However, the optimal coupling factors are reached for even smaller waveguides,
so this is not limiting. We can see that the transition to the multi-mode regime happens around
340 nm x 340 nm, while optimal coupling is reached for waveguides of sizes in the range of 200
nm x 200 nm to 250 nm x 120 nm. Large angles on the bottom of the waveguide restrict this a
bit further, but do not get close to being a limiting factor. Even in a very extreme scenario with a
bottom angle of 45∘, the maximum size lies around 310 nm x 310 nm.

• The Purcell factor of the emitter is roughly 2, but will not be used as a design criterium.
The Purcell factor is not an important figure of merit for the waveguide, but it is useful to have an
estimation of how large it is. For waveguides that have been fabricated according to the criteria
mentioned above, the maximum Purcell factor is in the range of 1.75 to 2.5.





4
Experimental Determination of

Parameters
For predicting whether a dip caused by the SnV centres will be visible in the transmission of the waveg-
uides, we need to know certain parameters of the SnV centres that will be located in the waveguides.
In order to make some estimations, I have measured some properties of the SnV centres located in
the bulk sample in which we will later fabricate the waveguides. The parameters needed for a realistic
simulation are the following:

• Coupling 𝛽. This is the coupling of the emitter to the waveguide that we will be able to reach.
This was simulated in the previous chapter, and will have to be multiplied by 50% to account for
the quantum efficiency and Debye-Waller factor of the SnV centre.

• Optical Transition Decay Rate Γ. This determines the minimum width of the transmission dip
and also has its effects on the depth of the dip and critical photon number. Furthermore, 𝑛𝜏 is
defined as the mean photon number in the input field within the SnV lifetime, which depends on
Γ. Γ could also change after waveguide fabrication because of an additional Purcell factor, which
we estimated to be between 1.75 and 2.5.

• Spectral Stability and Spectral Diffusion. Ionisation of the defect will remove the line entirely.
Determining the how long this takes depending on the input power allows us to make a predic-
tion about which powers we can use in the transmission dip measurements, and how long the
measurements can take. I will also model the spectral diffusion based on measurements.

• Pure Optical Dephasing Rate Γ𝑑. This parameter affects the width and depth of the transition
dip, and also has impact on the critical photon number of the SnV centre. This parameter could
be different in the waveguides compared to the bulk sample because of extra surface charges,
but we know from literature that SnV centres in waveguides can have narrow lines [18]. We will
also determine how this depends on input power and on temperature.

• Saturation Power 𝑃𝑠𝑎𝑡. The spectral stability will vary depending on the input power. We can
determine exactly how much power is reaching the defect, by finding its relation to the saturation
power. The simulations of the transmission dip will determine at which fraction of the saturation
power the S/N ratio will be the largest. From there I will determine the stability of the emitter at
this power.

• Taper Coupling 𝜂𝑇. High laser power will saturate the emitter and decrease the transmission dip
contrast. At low laser power, an inefficient taper coupling decreases the signal strength, leading
to a lower signal-to-noise ratio. Knowing the taper coupling efficiency will allow us to determine
whether our S/N-ratio will be high enough to see the transmission dip.

• APD Dark Count Rate 𝛾𝑑𝑎𝑟𝑘. Laser reflections and scattering will not play a large role in trans-
mission measurements, so we suspect that most of the noise in the system will arise from dark
counts on the APD.
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All measurements on the SnV centres in bulk were carried out in a confocal setup which allows for
resonant and off-resonant excitation, and allows for collection of the ZPL and PSB of SnV centres. The
sample is a <100> grown electronic grade diamond. SnVs were implanted with 350keV, translating
to 80nm depth. The dose was 1e11 ions/cm2, the sample was annealed at 1200𝑜C. The setup for
waveguide measurements is explained in section 4.5.

4.1. Optical Transition Decay Rate
In order to separate the contributions to the linewidth from the dephasing and from the lifetime limit,
we need to measure the lifetime. We do this by shining the resonant laser on an SnV centre for a
very short time interval, and subsequently record the photons emitted in the phonon side band (PSB).
After repeating this many times, we divide the photon counts in several time bins and expect to see an
exponentially decaying occurrence of photon counts.

I carried out this experiment for 9 different SnV centres in various locations in the sample and
the lifetimes resulting from the exponential fitting are shown in figure 4.1 (blue data), along with the
corresponding lifetime limited linewidths (secondary y-axis). The fits are quite good, resulting in small
error bars. I suspect this is an underestimation of the real error since the pulse signal has not quite
vanished in the measurements. (See appendix for individual measurements.) Also, the result seems
to change when changing the time window for the fit. From the measurements, the lifetime limited
linewidth is estimated at roughly Γ ≈ 25 MHz, which would be improved to roughly 50 MHz with the
Purcell factors simulated before. The measurements for the broadened linewidth are shown in red. A
typical measurement for this is shown in figure 4.2.

Figure 4.1: Excited state lifetimes and corresponding lifetime limited linewidths of 9 different emitters in the sample. Decay
measurements were carried out as described in B.1, with 113 nW of red power and 10uW of green power. Red power for
measuring the broadened linewidths of SnV’s 1 through 5 was 1nW, and 0.5nW for SnV’s 6 through 9, because the latter SnV’s
had brighter lines. The lifetimes are not that far off from the literature values of 5 - 7 ns [12, 22]. I suspect the deviation from this
value can be attributed to having low signal strength and the pulse not entirely being suppressed.

Figure 4.2: Linewidth measurement of a SnV centre. Scan taken at 0.8nW red power, only repumped with green laser when line
disappeared. The average duration of the line here is 14.8 scans (29.6 seconds). The top part of the figure shows the summed
up counts, the bottom part contains all the individual scans, where more counts are indicated by a darker shade of blue. It can
be seen in the figure that the line sometimes disappears, and then later comes back because of a green repump.
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4.2. Spectral Stability
SnV centres do not have a permanent electric dipole moment, making them first-order insensitive to
electric fields. The higher-order response does still play a role, but only at large E-fields. There are two
effects that I will take into account separately. First is the concept of ‘blinking’, or the disappearance
of the line, possibly caused by (de-)ionisation of the defect [8]. Second is the spectral diffusion, or the
movement of the peak of the transition line. In the following part, I describe how I have analysed the
measurement data to determine an accurate way of implementing these effects in the simulations.

Blinking
I have looked at the average number of scans that can be performed before the line disappears and the
emitter has to be repumped. The results for different powers have been shown in figure 4.3. The jumps
in the figure are due to new SnV centres appearing at higher powers. An example of what happens at
SnV 1 is shown in figure 4.4. I excluded these data points from the fit.

Figure 4.3: Stability for 5 different SnV centres for different powers. Lines are fitted to a curve y=c/x+2 [s]. The offset is 2 seconds
since the worst case stability is a disappearance after one scan. The fits are not very good, but we can conclude that at 0.2nW
of laser power, most SnV centres remain stable on the order of 10 seconds. Crossed markers indicate the points where a new
SnV centre appears in the scans, which are excluded from the fit. An example of when this happens at SnV 1 is shown in figure
4.4.

Figure 4.4: Example of a new SnV centre appearing at higher powers and starting to affect the results. (a) shows a measurement
of a SnV centre. (b) shows the measurement for a higher power where the SnV is less stable. (c) shows a measurement at even
higher power, where a new SnV centre has appeared, from which the script wrongfully concludes that the same SnV centre is
now very stable.
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Spectral Diffusion
For the spectral diffusion we must have a measure for how much the line moves around before disap-
pearing. Figure 4.5a shows the movement traces of recorded lines at different powers. Just like we
saw when looking at the blinking, the traces for higher red power are generally shorter. Figure 4.5b
shows overlapped histograms of the line locations for each power, fitted to a Gaussian. Surprisingly,
the distributions don’t differ that much, and there is no pattern that can be recognised. This is probably
caused by the fact that, although higher power causes faster diffusion, the line has a shorter time to
diffuse since it disappears more quickly.

(a)

(b)

Figure 4.5: Examples of spectral diffusion of 5 different SnV centres, for various powers, 100 scans each. (a) shows traces of
each separate line, relative to the start of the line. (b) shows a histogram of all the detunings for the different powers. Histograms
are transparent and overlapped (not summed), fits are Gaussian.

For implementing this in the simulation, I can now separate these two effects. I will come back to
the blinking in figure 4.3 to judge whether the line stays long enough to do the dip measurement for the
required power. I will model the spectral diffusion as an effect independent of power, with a spread of
17 MHz, the average over the fits in the figure.

4.3. Pure Optical Dephasing Rate
We can measure the dephasing of the optical transition by comparing the linewidth of the transition
to the lifetime-limited linewidth. I determined the linewidth of several SnV centres in the sample by
performing 100 consecutive PLE scans over the optical transition for several different laser powers.
These linewidths can be estimated for all SnV centres for different powers. The results have been
shown in figure 4.6a.

Figure 4.6a also calculates at which red laser power the emitters saturate. The values are shown
in the legend. This allows us to link the spectral stability of the SnV that we determined before, to the
power that will interact with the defect as required by the simulations of the transmission dip. Some
uncertainty remains in the saturation powers, since the error bars in the figure are large. It does however
give an indication of the order of magnitude, and tells us that the linewidth is good in the regime that
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is important for the transmission dip measurements (below saturation). I also tried a different way of
measuring the saturation power, which is shown in figure B.3.

Figure 4.6b shows the temperature dependence of the linewidth. An increase in temperature results
in a larger presence of phonons which can excite the SnV centre to the upper orbital branch of the
ground state. We expect this process to be the main contribution to dephasing at low temperatures.
The dephasing rate should be proportional to the excitation rate for this single-phonon process, which
is [13]:

𝛾+ = 2𝜋𝜒𝜌Δ3𝑛𝐵𝐸(Δ, 𝑇) (4.1)

Here, Δ is the SnV ground state splitting of 850GHz, and 𝜒 and 𝜌 are proportionality constants for the
interaction frequency |𝜒𝑘(Δ)|2 ≈ 𝜒Δ and for the density of modes 𝜌(Δ) ≈ 𝜌Δ2. 𝑛𝐵𝐸 = 1/(exp(ℏΔ/𝑘𝐵𝑇)−
1) is the Bose-Einstein occupation of phonons with energy ℏΔ at temperature 𝑇.

(a)

(b)

Figure 4.6: Linewidths including errors for different powers (a) and for different temperatures (b). 4 different SnV centres are
shown in figure (a). Data have been offset slightly in the x-direction to make the error bars visible. It is clear that increasing
the power also increases the linewidth. This is done for the same 5 SnV centres shown in figure 4.3. I manually excluded the
measurements for a fifth SnV centre since it has a weird lineshape which does not fit a Lorentzian peak. The data for this centre
can be found in appendix B.2. The lines indicate a fit to 𝐿𝑊 = 𝐿𝑊0√1 + 𝑃/𝑃𝑠. (b) shows the temperature dependence of the
linewidth, where the fit assumes a single-phonon process exciting to the upper orbital branch of the ground state.

A realistic value for the single-scan linewidth at low power in this sample is Γ + 2Γ𝑑 ≈ 35 ± 5 MHz.
As for the temperature dependence, we have seen that we can obtain a temperature of 5K with the
fibers mounted. From the fit, this leads to an estimated additional increase of 3.2±2.0MHz. Taking the
pessimistic ends of the confidence intervals from the results in the past two sections yields an estimate
for the total dephasing of Γ𝑑 ≈ 10 MHz.
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4.4. Taper Coupling
For transmission measurements, we will need to optimise two taper couplings. The transmission that
results gives an indication of the combined efficiency of the two tapers, but we get no information about
the individual efficiencies. We will therefore start by optimising a single taper coupling.

Single-Sided Taper Optimisation
We use waveguides which have a tapered end on one side, and a Bragg mirror on the other side. The
reflected light is then the result of the square of the taper coupling efficiency, a constant factor of the
reflectivity of the Bragg mirror, and other constant losses in the fiber system. The resulting structure is
visualised in figure 4.7.

Figure 4.7: Structure for measuring the 1-sided taper coupling. On the left is an optical microscope image of an array of waveg-
uides. The inset shows a schematic of what each waveguide looks like. Blue areas are a cut-out of the diamond. What remains
is a waveguide with a tapered end on the left and a Bragg mirror on the right. It is supported by cross-beams on both sides. The
extra beams parallel to the waveguide are redundancies from other plans that we had with the sample. The numbers on the
microscope image indicate an index for the length of the taper. We will use this to find the optimal taper length for our system.

A schematic of the measurement setup for single-sided taper coupling is shown in figure 4.8. It
shows the components that are relevant for the measurements. It also shows the definitions of 𝑃𝑖𝑛
and 𝑃𝑜𝑢𝑡, along with the equation that relates them. The fraction of power that is transmitted for a
certain wavelength is determined by the transmission of the beam splitter, the loss in the splice, the
taper coupling efficiency, the reflectivity of the Bragg mirror for the wavelength, and the reflectivity of
the beam splitter. The white laser, which sends out light with a broad spectrum, can be switched out
for a red laser. For the measurements shown in the main text, the red laser has been used. In these
measurements, the losses in the beam splitter have been corrected for, but not the losses in the splice
or losses in fiber-fiber connectors. This will be done for the 2-sided coupling measurements.

Figure 4.8: Schematic of the setup for reflection measurements.

I found that the way to most consistently obtain a stable coupling was by making use of the Van
der Waals force between the tapered fiber and the waveguide. This coupling is quite strong as can be
seen in figure 4.9. The lengths of the tapers were determined using SEM images of the sample. From
index 0 through 3 these were 11.29, 9.71, 8.00, and 6.50 𝜇𝑚 respectively. I had problems obtaining
consistent coupling on the latter two sizes. Obtaining a strong enough attraction requires some overlap
of the fiber with the waveguide.

In order to achieve minimal losses through the Bragg mirror, I compared the spectrum of a white
laser (after a 600-700nm band pass filter) after reflection off the Bragg mirror to the spectrum of the
input light. Both spectra are shown in figure 4.10. The spectra show that losses in the Bragg mirror
reflection are minimized for light with a wavelength of 620nm (among some other suitable wavelengths,
but 620 is obviously the most representative of the light we are interested in).
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(a) (b)

Figure 4.9: Illustration of the Van der Waals force between the tapered fiber and the waveguide. The fiber was moved to the
waveguide and subsequently pulled back in the direction that it came from.

(a) (b)

Figure 4.10: Comparison between the laser spectrum at the input (a) and the reflected light (b). The reflectivity of the Bragg
mirror is based on a photonic band-gap. As a consequence, not all wavelengths are reflected effectively. Also, we suspect that
the Bragg mirror together with the support structure creates a weak cavity which might affect this behaviour.

The resulting coupling factors achieved for the two suitable taper lengths, for various taper overlap
lengths, are shown in figure 4.11. The resulting efficiency is not high. Other losses could have occurred
in the splice and in fiber to fiber connectors. These have remained constant during the experiments
for the results in the figure, and therefore do not affect the conclusions for optimal taper length and
overlap. These results have been used in the next round of sample fabrication.

Figure 4.11: Resulting single-sided taper coupling factors. Laser light reflected by other imperfections was measured by discon-
necting the tapers and measuring the reflection of the laser. This was subtracted from the results. The taper with length 9.71
𝜇𝑚 shows the highest coupling efficiency of (11.2 ± 0.6)% around 6 𝜇𝑚 overlap.
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Two-Sided Taper Coupling
The next step is checking whether we can also achieve taper coupling on two sides of the waveguides.
For this we use a sample that contains many arrays of 10 waveguides each. This is illustrated in figure
4.12.

(a) (b)

Figure 4.12: Structures for measuring the 2-sided taper coupling. (a) shows an optical microscope image of the arrays on the
sample. Each small square is a cut-out that contains an array of 10 waveguides. The sample contains waveguides in both the
<100> and the <110> directions. (b) shows a fiber which is taper-coupled to one side of a waveguide.

The windows in the cryostat cause optical aberrations when working with a high NA objective. How-
ever, the resolution of the imaging is too low when using an objective with low NA, as can be seen in
4.13a. This can be partly compensated by using an LED with shorter wavelength. The image using a
blue LED and objective with NA=0.5 is shown in figure 4.13b.

(a) (b)

Figure 4.13: Waveguides used for 2-sided taper coupling. (a) shows an unclear image obtained with NA=0.5, (b) shows the
image after changing to an objective with NA=0.8.
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The setup used for these measurements is shown in figure 4.14. For these measurements, I also
wanted to correct for the losses in the splices and in the fiber-fiber connectors. The setups used for
this are shown in figure 4.15. We are interested in the efficiency of the taper coupling and would like
to correct for the losses in splice 1, connector 1, and splice 2. For splice 1 and connector 1 this is
straightforward. For splice 2, we cannot directly splice the beam splitter to a fiber, so we need to
characterise the fiber-fiber connection 2 separately. Note that we can only use ratios between power,
since the laser light fluctuates over the time that is takes to change the setup and splice the fibers. For
the different subfigures, the ratios of power that we will measure can be described as follows, and it
allows us to calculate a value for the efficiency of the taper coupling:

𝑃𝑎/𝑃0 =
𝑟𝐵𝑆
𝑡𝐵𝑆
𝐶1𝑆1𝑆2𝜂2𝑇 𝑃𝑏/𝑃0 =

𝑟𝐵𝑆
𝑡𝐵𝑆
𝐶1𝑆1 (4.2)

𝑃𝑐/𝑃0 =
𝑟𝐵𝑆
𝑡𝐵𝑆
𝐶2𝑆2 𝑃𝑑/𝑃0 =

𝑟𝐵𝑆
𝑡𝐵𝑆
𝐶2 (4.3)

𝜂2𝑇 =
(𝑃𝑎/𝑃0)(𝑃𝑑/𝑃𝑜)
(𝑃𝑏/𝑃0)(𝑃𝑐/𝑃0)

(4.4)

Where 𝜂2𝑇 is the total loss in the two tapers which are not necessarily equal. 𝐶1, 𝑆1, 𝐶2, and 𝑆2 are the
transmission coefficients of connectors and splices 1 and 2. 𝑟𝐵𝑆 and 𝑡𝐵𝑆 are the reflection and transmis-
sion coefficient of the beam splitter respectively. The fiber-fiber connectors have a different efficiency
every time they are connected, so we have to carefully choose the order of doing the measurements.

Figure 4.14: Setup for measuring 2-sided taper coupling efficiency. It shows the components of the setup, the locations where
the power is measured, and all the locations where the largest part of the losses occur.

(a) (b)

(c) (d)

Figure 4.15: Setups used for measuring, in order to correct for losses in splices and fiber-fiber connections. (a) shows the
measurement of 𝑃𝑎/𝑃0 mentioned before in which the taper couplings contribute to the loss in the system. (b), (c), and (d) are
measurements to correct for other losses in the system. Red arrow indicates the laser input.
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The resulting coupling factors obtained for a different waveguides are shown in table 4.1.

Waveguide Max 2 sided coupling Average efficiency per taper coupling
1 0.0040(4) (6.3±0.3)%
2 0.0075(7) (8.7±0.4)%
3 0.0074(7) (8.6±0.4)%
4 0.0030(9) (5.4±1.5)%
5 0.0062(15) (7.9±2.0)%

Table 4.1: Summary of 2-sided coupling factors for 5 different waveguides.

Though we can most likely see a transmission dip with these coupling factors (see next chapter),
they do not get close to the near-unit coupling that we would eventually like to achieve or to the 50%
coupling achieved in [3]. Below is a list of several factors which limit the achieved couplings, including
recommendations to improve this further:

• The waveguides in this sample were likely multi-mode, which might lower the coupling efficiency.
The waveguide widths are approximately 350 nm, but the thickness varies from 400 to 500 nm,
with a large surface roughness. For the next samples, we try to make the waveguides small
enough to only allow a single mode.

• The taper couplings were optimised manually. In the future we should have a script with a more
sophisticated way of optimising both taper couplings in three dimensions.

• The waveguides are too close together. The Van der Waals binding of the fiber to the waveguides
creates quite some hysteresis in the movement of the fiber. The distance needed to get the fiber
loose is larger than the spacing of the waveguides. In future designs, we should have fewer
waveguides per array.

• The fiber sometimes tends to touch the surrounding diamond before touching the waveguides
with the tip. Etching a larger area in the direction of the waveguides should resolve this problem.
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4.5. Experimental Setup
For measuring the transmission dip, we are working on a setup which has been shown in 4.16. For
creating the taper coupling with the fibers, we want two piezo stacks inside the cryostat, one for each
fiber. This is shown in figure 4.17. It also shows the heat shield which surrounds it, and the closed
cryostat with fibers and electrical connections in the feedthroughs.

Figure 4.16: Experimental setup. Different lasers can enter the system via polarisation control and a 99:1 beam splitter. Both
ZPL and PSB can be collected for the transmitted and reflected light. We use the free-space path for imaging and for off-resonant
excitation.

Figure 4.17: Inside of the cryostat where the fiber coupling takes place.

Left: fiber holders on top of piezo stacks, surrounding the sample platform. The sample platform is gold-coated to pre-
vent oxidation which is detrimental for the thermal contact. Next to the sample, a temperature sample is mounted. The copper
wires are the control for the piezos. Each piezo requires 2 connections for setting the position, and an additional 3 connections
for reading out the position.

Middle: heat shield has been mounted over the fiber holders. It shields the insides from thermal radiation and is ther-
malised at 40K during operation. The top has a window to allow for free-space access via an objective. The window is coated to
prevent most of the 273K thermal radiation from entering. Most of this radiation has significantly longer wavelength than the vis-
ible light that is of interest for the imaging. The electrical wires have been wrapped around the bottom of the sample holder stage.

Right: closed cryostat. The wires and fibers have been led through the appropriate feedthroughs. The objective above
is the Multitoyo 0.5 NA objective. Seal is air-tight (pressure goes down to 1.4E-5 mbar), and the temperature goes down to 5K.
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4.6. APD Dark Count Rate
Whether we can eventually measure a visible transmission dip depends on the strength of the signal
that we can get out of the system, compared to the noise. For some experiments, it is possible to run
measurements with high input power, with many repetitions, or for a long time. This makes sure that
the S/N ratio is higher, or that the noise cancels out on average. In this case, we are limited in time and
in power that we can input by the spectral stability of the defect.

We suspect that most of the noise will arise from dark counts in the APDs. The measurement to
obtain a realistic estimate for the dark counts was run by plugging a fiber into the APD with one end,
as it will be done in the experiments too. The other end of the fiber was spliced to a tapered fiber which
was mounted on the fiber holder in the cryostat. The lights in the room and the LED illuminating the
sample were turned off, as we will do so too in experiments.

The count rate that was detected by the APD for 100 measurements of 1s each averaged out at:

𝛾𝑑𝑎𝑟𝑘 = 171.7 ± 12.9𝐻𝑧 (4.5)

The detections are assumed to be independent events that happen with a small probability in each
time bin. The limit of this is the Poisson distribution. Figure 4.18 shows a comparison between the APD
counts and a sample of the Poisson distribution that I will use in the simulation for the transmission dip.

Figure 4.18: Comparison between the counts from the APD, measured in 100 measurements of 1s each, and samples from
a Poisson distribution with expectation value of 171Hz. The close resemblance means that the Poisson distribution is a good
approximation.



5
Transmission Dip Simulations

5.1. Transmission Dip as a Function of Laser Power
The simulations for the transmission dip are set up to closely mimic an actual experiment. How this
is implemented is described in appendix C. The parameters we used were estimated in the previous
chapter and are summarized in table 5.1. The simulation is run for a range of laser input powers. A
transmission on resonance of 1 means that no dip is visible, 0 means perfect reflection on resonance.
The results are shown in figure 5.1.

Parameter Sign Value Unit
Emitter-waveguide coupling 𝛽 0.2
Single taper coupling 𝜂𝑇 0.1
Lifetime limited linewidth Γ 50 MHz
Dephasing Γ𝑑 10 MHz
APD dark count rate 𝛾𝑑𝑎𝑟𝑘 171.7 Hz

Table 5.1: Parameters used for the transmission dip simulation.

Figure 5.1: Transmission on resonance of the SnV-waveguide system, as a fraction of the off-resonant transmission. 1 means
no dip, 0 means total reflection on resonance. Simulation is run for multiple input powers, and a fit is made to a Lorentzian
line shape. The fit has a large error for low powers due to a low S/N ratio. For higher powers, we can see the emitter starts to
saturate. NB: the error bars are not uncertainties in how large the induced non-linearity will be, but a confidence interval we can
expect from a Lorentzian fit after an experiment. The optimal result is 75(4)%.
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We see that there is an optimal power. Too little laser power will result in a low signal to noise ratio,
too much results in saturation of the emitter which also makes the dip more shallow. For the chosen
parameters, the optimum is found approximately at 𝑃/𝑃𝑠𝑎𝑡 = 1%. This is determined by checking the
values for 𝑛𝜏/𝑛𝑐 for the data points. At this power a transmission of 75(4)% is predicted.

Themost important question is whether we expect the SnV centres to remain spectrally stable within
the time that this measurement takes. Judging by the figure, we are interested in the stability of the SnV
centres when scanning over their resonance with laser light at 1% of their saturation power. Looking
back at the results from figure 4.6a, this power lies somewhere in the range from 0.1-0.7 nW for the
measured SnV centres. Considering the stability of the SnV centres displayed in figure 4.3, we can
check for each SnV centre that the stability of their lines at these powers exceeds 10 seconds. This
is more than enough to be able to carry out the experiment before the line disappears. We should
therefore be able to see a transmission dip with transmission of 75(4)% on resonance, assuming all
parameters mentioned above will remain accurate after fabrication of the waveguides.

5.2. Improvement of Waveguide-Emitter Coupling
For the coupling, I now assumed a relatively safe value of 0.2, which we should be able to obtain pretty
consistently judging by the earlier simulations. If we do post-selection on the waveguides containing
particularly strongly coupled SnV centres, we could improve this to 𝛽 ≈ 0.4. Further into the future, we
may be able to find a way to boost the ZPL emission while suppressing the PSB. In that case, we might
be able to optimise towards 𝛽 ≈ 0.79. With stronger couplings, we could obtain a larger non-linearity.
The result for different coupling values is shown in figure 5.2.

Figure 5.2: Dependence of transmission dip on coupling 𝛽. The transmission dip becomes deeper as the coupling gets stronger.
We can reach 32(14)% for 𝛽 ≈ 0.79
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5.3. Improved Taper Coupling
The simulation in the main text is run for 𝜂𝑇 = 0.1, or a very inefficient taper coupling. However, we can
also run it for perfect taper coupling, but this does not improve the results much as is shown in figure
5.3. The S/N ratio is higher since less signal is lost, meaning we need less input power and we can
work further below saturation. However, the transmission dip is not significantly deeper.

Figure 5.3: Transmission on resonance for different powers, with 𝜂𝑇 = 1. The optimal value here is 74(2)%, which is not a big
improvement over the 75(4)% at 𝜂𝑇 = 0.1.

5.4. Repeated Measurements
Instead of choosing a power close to saturation, we can also choose a lower power and repeat the
frequency sweep many times (or do a slower sweep). This has also been simulated, and the results
for different numbers of repetitions is shown in figure 5.4.

Figure 5.4: Transmission dip results for different numbers of repetitions of the experiment. We can see that the uncertainty in
the fit becomes somewhat smaller, while not being at the cost of saturating the emitter. However, we cannot get the uncertainty
down to the levels achieved at higher powers. This is due to the effect of the spectral diffusion at longer time scales. Also, there
is a large chance the emitter will disappear during 100 scans, even at low power.





6
Conclusion & Outlook

The results of the simulations from last chapter predict that we will indeed be able to measure a trans-
mission dip with a contrast of Δ𝑇/𝑇 = 25%. But for this to be the case, many assumptions must turn out
to be valid. Will the dephasing rate of the emitters stay the same after waveguide fabrication? Will the
Purcell factor indeed be approximately 2? Will we be able to obtain 𝛽 ≈ 0.2? These are only examples
of the unknowns. Previous work on group IV color centres makes us optimistic [3, 5, 18, 19].

Apart from this, the predicted contrast of the dip is definitely not optimal. From the simulations, we
could see that there is one particularly effective improvement that can be made to enlarge the contrast:
a larger 𝛽. This can be done by post-selecting waveguides containing SnV centres which have a strong
coupling, and by boosting the ZPL emission of the SnV centres.

There are also improvements we can make which don’t necessarily improve the transmission dip,
but will become important on the longer term. The taper coupling efficiency, for example, doesn’t impact
the contrast of the dip (see Appendix C), but it will become an important photon loss contribution if we
start using this for entangling the emitter with a single photon. An inefficient taper coupling will lead to
a great reduction in entanglement generation rate in such a case.

Strongly coupled SnV-waveguide systems will open up new possibilities for engineering a useful
quantum internet [24]. As discussed in the introduction and theory chapters, SnV centres have many
advantageous properties when it comes to building a quantum internet. However, SnV centres also
come with their own challenges, which should be investigated further in the coming years:

• There are still many unknowns about the dynamics of the SnV centre and the interactions with
its surroundings. As mentioned before, the model for the electronic structure is currently being
revised. The decoherence and ionisationmechanisms are also not yet completely clear. Recently,
Görlitz c.s. were able to provide some insight into one mechanism, including a way of overcoming
it [8], but there remains a lot to be done.

• Coherent driving of the prospective qubit states has not been demonstrated very reliably. The
inefficient transition between the two levels may be overcome by strain tuning. Once this is
established for bulk samples, we should also look at how to engineer this in the waveguides. We
could then look into spin-state-dependent reflection of single photons by an SnV centre. This step
will be essential in making the SnV useful as a qubit.

• The first-order insensitivity to electric fieldsmakes DCStark tuning of the SnV centremore difficult.
We will need to find a different method of adjusting the resonance frequency, or this might become
a problem for generating heralded spin-spin entanglement between SnV centres.

These are some improvements that could enhance the transmission dip that we can see, or make
these experiments more interesting. Next to these, there are some challenges that must be faced
when turning SnV centres into useful building blocks for scalable quantum network nodes:
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• The SnV centre optical transition energy corresponds to a photon in the visible spectrum. These
619nm photons have a large attenuation rate in optical fibers. Since compatibility with existing
fiber-optic infrastructure would make setting up additional, distant connections way more efficient,
it would be very advantageous to be able to efficiently convert these 619nm photons to telecom
photons while retaining their phase.

• The spin dephasing time of SnV centres is too short for use as a memory qubit. A problem with
current quantum network experiments is that entanglement is lost more quickly than it is gener-
ated. There are multiple ways to overcome this problem, but memory qubits offer a particularly
attractive option. Carbon-13 spins are naturally present in diamond. Making use of this could im-
prove coherence times of the stored entanglement, and provide the possibility of storing multiple
entangled pairs of qubits per communication channel.

• Controlling single SnV centres per network node will result in an impractically low quantum in-
formation bandwidth. Multiple SnV centres in waveguides, control electronics, read-out devices,
and photon routing paths could all be integrated on chips to increase this in the future.

It will take time and effort before these challenges are overcome. Other problems might arise, but up
until this point we have not seen a show stopper. The progress seen so far is promising, and qualifies
SnV centres as apt candidates for a future quantum internet.



A
Waveguide Simulations Methods and

Settings

A.1. Finding the Single Mode Regime
The simulation uses the electromagnetic waves, frequency domain physics in the radio frequency pack-
age in COMSOL Multiphysics. A mode analysis is done in a 2D geometry representing a cross-section
of the waveguide. This study finds all allowed modes for a given set of parameters.

The geometry consists of a polygonal waveguide cross-section surrounded by a rectangle of air.
The waveguide material is polycrystalline CVD diamond by Dore et al. from 1998 [7]. This material
contains optical properties measured in the infrared spectrum, but this results in relative errors of <1%
and therefore insignificant with respect to fabrication errors. The air surrounding the waveguide has
a refractive index set to exactly 1. Some experiments will be carried out in vacuum and some other
will be in air, but this does not significantly change the optical properties of the surrounding material
(<0.03% error).

A scattering boundary condition is applied to the outer boundaries. These boundaries only allow
outward travelling waves and therefore do not create any reflection effects on the modes that can be
found. The mesh is created based on the physics of the problem.

COMSOL usually finds two first-order modes. These correspond to the two different polarizations
of the electric field. These have been shown in figure A.1 (a) and (b). If these modes are the only
modes found, we consider this to be the single mode regime. If COMSOL is able to find more than two
modes, we consider it to be the multimode regime. The modes are shown in figure A.1 (c) and (d).

(a) 1st order TE (b) 1st order TM (c) 2nd order TE (d) 2nd order TM

Figure A.1: Resulting modes from the COMSOL simulations. Lighter colors indicate a higher electric field norm. It can be seen
from all figures that the mode is mostly contained inside the waveguide, but is also partly guided in the evanescent field just
outside the waveguide. Waveguide size is 460nm x 350nm. For smaller waveguides, COMSOL only finds modes (a) and (b),
indicating we are in the single-mode regime.

From these figures, one might notice that the 1st order modes are in general localized more within
the waveguide than the 2nd order modes. This was confirmed in the COMSOL data, as the 2nd order
modes structurally had lower values of their effective refractive index. This makes a useful way of
distinguishing the single-mode from the multi-mode regime. Simply plotting the lowest refractive index
of all modes COMSOL can find results in a steep drop when transitioning to the multi-mode regime.

The bottom angle on the waveguides have also been varied, as shown in the figures in the main
text. The separate figures are shown in figure A.2.
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(a) 0 deg (b) 15 deg

(c) 30 deg (d) 45 deg

Figure A.2: Transition from single-mode to multi-mode regime for different bottom anglings. The top left of each figure shows
what a typical cross-section looks like.

A.2. Finding the Coupling Factors for the Waveguides
For this simulation, we also use the EM waves, frequency domain study in the radio frequency physics
package of COMSOL. The domain is now modeled in 3D. The same waveguide design as shown in
figure 3.1 (b) is used, but now it is fully modeled in 3D. The defect is modeled as a dipole emitter. The
material settings are the same as in the previous simulation. The same scattering boundary condition
is applied to the outer boundaries and the mesh is again controlled by the physics of the problem. The
electric dipole is entered as j = −𝑖𝜔p0, since COMSOL requires a current dipole.

A quick test we can do, is to see what happens to a waveguide when only a tiny amount of light
can escape. We do this by increasing the refractive index ratio. We expect the coupling to approach
1 if the ratio is increased to infinity, since most of the light should remain inside the waveguide. Figure
A.3 shows the result for a refractive index ratio of 7.5. The resulting coupling into the waveguide 95%
is an indication that this is indeed that case. From the picture it is also clear that these are two cosine
waves in superposition, which signifies that both the TE and the TM mode are excited.

Figure A.3: Result of a waveguide where the index ratio is 7.5 instead of 2.4. The coupling achieved is 95%. This shows that
the coupling does indeed approach 1 if all light stays confined in the waveguide.
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Waveguide coupling results
The optimal regimes for emitter to waveguide coupling were found by doing a large sweep of the width
and height of the waveguides. This is shown in figure A.4. It also seems that square waveguides (on
the diagonal) achieve the largest couplings. But there is a catch here. Because of the way in which the
coupling is calculated (see section before), it becomes increasingly difficult to distinguish the couplings
to the TE and TMmodes as the wavelengths become more similar. In case the waveguides are roughly
square, we can see from symmetry (and also from the data) that these wavelengths will become the
same. This means the coupling factors for the square waveguides are overestimated.

(a) (b)

Figure A.4: Coupling factors 𝛽 between dipole and waveguide. (a) and (b) show the <100> and the <110> waveguides respec-
tively. A large area was swept to find where the coupling is largest.

Coupling for Different Wavelengths
Some fringes are visible in the coupling simulations. These seem to be caused by some kind of in-
terference effect, but it is unclear what exactly is causing this. In figure A.5 a comparison is shown
with the same simulation where the free-space wavelengths has been set to 610 nm. This shifts the
fringes with roughly 15 nm in this regime. The fringes in the coupling are not as pronounced as in the
Purcell factor, but it is good to know that transitions with different energies might couple differently to
the waveguide mode.

(a) Coupling at 620 nm (b) Coupling at 610 nm

Figure A.5: Coupling to <100> waveguides with varying sizes, simulated for light with 620 nm and 610 nm free-space wave-
lengths.





B
Supporting Information Experiments

B.1. Optical Transition Decay Rate

(a) SnV 1 (b) SnV 2 (c) SnV 3

(d) SnV 4 (e) SnV 5 (f) SnV 6

(g) SnV 7 (h) SnV 8 (i) SnV 9

Figure B.1: Lifetime measurements of 9 different SnV centres throughout the sample.

For measuring the excited state lifetime of around 6 ns, we want to excite the emitter from the
ground to the excited state, and subsequently measure the time it takes for an emitted photon to be
detected. We should however make sure that the signal we measure does indeed originate from the
emitter decay, and is not just scattered or reflected laser light. We therefore require a very short laser
pulse. The AOM (acousto-optic modulator) which is usually used to control the laser power, cannot
switch the power on and off fast enough. We therefore also use an EOM (electro-optic modulator) to
create a very sharp pulse.
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B.2. Pure Optical Dephasing Rate

(a) SnV 1 (b) SnV 2 (c) SnV 3

(d) SnV 4 (e) SnV 5

Figure B.2: Measurements of 100 lines each of the 5 different SnV centres, all at 0.2nW red power. Only 10uW of green power
when line disappears. Figure (e) shows the data for SnV5, which has been omitted in the figure in the main text. It shows a
weird double-peak line shape which does not fit well to a Lorentzian. It is therefore not possible to determine the linewidth from
these data. I don’t know what causes the double line shape.

B.3. Saturation Power
A different way of measuring the saturation powers of the defects is by looking at how much fluores-
cence is picked up as a function of input power. At some point, the defects become saturated and the
fluorescence doesn’t increase when increasing the laser power. A plot of this is shown in figure B.3.
The results are quite different from the results in the main text. A possible cause of this is fluctuation
of the red laser power. This creates a mismatch between the values on the x-axis and on the y-axis.

Figure B.3: Fluorescence counts for different red powers on 5 different SnV centres. Fit to 𝑦 = 𝑦𝑚𝑎𝑥(1−exp(−𝑃/𝑃𝑠𝑎𝑡)). Values
from the fit are not accurate because of fluctuations in the red laser power.



C
Transmission Dip Simulations

Simulation Setup
In the experiments, a voltage controlling the frequency of the laser is swept, collecting counts from the
APD in several time bins. The simulation will calculate the rate of photon emission into the system as
a function of the input power. It also calculated the theoretical transmission probability based on the
equations in the theory section, corrected for the losses in the taper couplings. It samples a Poisson
distribution to determine the number of counts which end up in this time bin. It also samples a Poisson
distribution of the dark counts and adds this to the signal. A single scan takes 2 seconds, just as
in the linewidth measurements. The mean photon number in the waveguide mode is determined by
multiplying the rate of photon emission with the losses in one of the tapers. Once the counts have been
collected for each time (or equivalently, frequency) bin, the data is fit to a Lorentzian peak around 0
detuning.

For the spectral diffusion, I have sampled a new centre of the peak for each repetition of the exper-
iment from a normal (Gaussian) distribution. If all the results from the repetitions are added up, this will
lead to broadening of the peak, and it will be less deep. The shape is also not Lorentzian anymore, but
(for many repetitions) a convolution of a Gaussian with a Lorentzian. This might be the reason for the
uncertainty in the fit that remains for a high number of repetitions (see figure 5.4). For experiments with
1 repetition, there is no effect of the spectral diffusion. I find this justified since the single line scans to
find the dephasing rate were carried out in exactly the same time, meaning that this effect is already
present in the width of the original line.

Figure C.1: Transmission dips for 33 different powers resulting in figure 5.1.
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