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Abstract

Nowadays traffic jams have an effect on most people in daily life. The bottleneck of the maximum road
volume in urban areas, and the major reason for the occurrence of congestion in traffic, is the maximum
capacity of the traffic flow on the intersection. Safe passage for all vehicles on the intersection is
coordinated with Traffic Light Controllers (TLCs). A promising method to decrease the number of stops
are Green Light Optimal Speed Advice (GLOSA) systems. These systems will give a speed advice
to arriving vehicles based on the schedule of the TLC. TLCs needs to be predictable to give reliable
GLOSA messages, i.e. the schedule of TLCs needs to be known and fixed. However, most on-street
controllers are flexible to maximize the performance until the last moment.

In this thesis a predictive controller is developed that is suitable for real world application. A predic-
tion model is used to predict the future arrivals based on available measurements to optimize and fix
the schedule in advance. The proposed controller can enable GLOSA systems to improve the perfor-
mance. This thesis will investigate the possible performance gain by developing such a controller.

A Long Short-Term Memory (LSTM) network was designed by Van Senden [80] to predict future
arrivals. Appropriate pre-processing steps are implemented and the optimal input features are selected
to improve the performance with an increasing prediction horizon. All detection data is stationary over
time, i.e. remove the trend and make the input feature independent over time, by using the differenced
series. The time of day data is cyclical to remove the undesirable jumps during midnight. The day
of week data is divided in workdays and weekend days to create a binary input. The combination of
stop line detectors, queue detectors, arrival detectors and signal states of the controlled and preceding
intersections maximized the performance. All input features are included in the V-log standard which
is used by operating TLCs on-street. This prediction horizon of the proposed prediction model could
be extended until 50 seconds without loss of accuracy compared with the prediction model of Van
Senden with a prediction horizon of 30 seconds. Over the same prediction horizon of 30 seconds, the
Normalized Root Mean Square Error (NRMSE) decreased with 17%.

The proposed controller is based on the self-organizing intersection controller developed by LAmmer
[37] and DIRECTOR developed by Van Senden [80]. The proposed controller extends the control
horizon and uses multiple prediction models to predict the arrivals for every time bin within the control
horizon. The proposed controller outperforms DIRECTOR with 14 - 38% reduction in terms of vehicle
delay and 5 - 32% reduction in terms of numbers of stops based on the scheduling mode. The proposed
controller is not competitive compared to the hand-crafted non-predictive on-street controller. However,
the proposed controller has a fixed schedule which can be used to enable GLOSA systems.

The GLOSA system is an add-on of the controller and the controller also must be able to operate
without the GLOSA system. The control horizon of the proposed controller always has a fixed length
which is needed to determine the time until green. The implemented GLOSA system will determine the
optimal speed based on the time until green and the expected delay due to the surrounding vehicles.
The proposed controller is a cloud controlled application. Therefore, it is possible to adjust the setup
(i.e. scheduling modes) during the day. Enabling GLOSA all day except during rush hours will lead to 3
- 4% reduction in terms of vehicle delay and 29 - 32% reduction in terms of numbers of stops based on
the scheduling mode. This setup of the proposed controller seems competitive with the hand-crafted
non-predictive on-street controller. Compared with this controller, the proposed controller will reduce
the number of stops with 26% at the cost of 16% increase in vehicle delay.

The proposed controller is designed conform the safety standards used on-street. Permission is
received from the provincial government to do on-street pilots with the proposed controller. Due to the
safety reasons, GLOSA is not (yet) enabled in these pilots. At the time of writing, the final preparations
are realized to connect the controller to the on-street TLC. The pilots will be done in small test periods
at a time. The results could give new insights in the performance of the proposed controller.
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Introduction

1.1. Background

Nowadays traffic jams have an effect on most people in daily life. Especially in the morning and evening
rush hour these jams are a big problem and can have a huge effect on society. In 1989 the costs were
already estimated at $16 billion annually for the United States only [42]. A study 10 years later estimated
a cost of $410 for each registered vehicle in Chicago [64]. Present-day these costs will turn out even
higher. A traffic jam can appear when the number of vehicles exceeds the road volume. Traffic jams
can be caused by several reasons. For example:

» The road is inadequate for the number of vehicles, i.e. the road cannot handle the amount of
vehicles. This can have many causes.

» Obstacles on the road causing a blockage and merger. This will result in a lower road volume [9].

« Traffic light signals out of sync or with inadequate green time. This will also result in a lower road
volume [1].

Traffic jams that are caused by the reduction of the road volume could be prevented or at least shortened
in most cases. The use of automated vehicles (AVs) can bring a beneficial change to our transporta-
tion system. This innovation will result in less crashes, travel time reduction, fuel efficiency and parking
benefits which can save $2000 per year per AV [21]. Congestion in traffic that arises when the road
is inadequate is harder to prevent. The best options are to increase the road volume (by e.g. making
an extra lane) or reducing the number of vehicles (by e.g. making an alternative route more attrac-
tive). However, some traffic jams are caused by perturbations of human drivers in dense traffic [35].
Connected (automated) vehicles could resolve or at least reduce these delays with Vehicle-to-Vehicle
(V2V) communication [71].

The last cause of traffic jams is due to traffic light controllers (TLCs). The bottleneck of the max-
imum road volume in urban areas, and a major reason for the occurrence of congestion in traffic, is
the maximum capacity of the traffic flow on an intersection. In most cases, especially on crowded in-
tersections, this is controlled with traffic lights. The way an intersection is controlled will have a major
impact on the traffic flow. Signalized intersections will not only give delay during rush hours but also
during more quiet hours. When there is no coordination between TLCs of adjacent intersections, they
could operate out of sync what causes non-optimal traffic flow control. Another cause of delay is that
vehicles will need to wait for a red light because vehicles will come from another (conflicting) direction.
If the vehicle was informed in advance, the vehicle could have reduce speed to delay the time of arrival
for a few seconds.

1.1.1. Taxonomy and topology of traffic light controllers

In this section, the basics of TLCs are explained to fully understand the subject. TLCs control the traffic
lights of one intersection based on the input of the intelligent transportation system (ITS). The ITS is the
control algorithm that decides which traffic lights will turn green. The ITS could manage multiple TLCs.
A TLC is always placed on an intersection, therefore it is also called a signalized intersection controller.

1



2 1. Introduction

An intersection is the point where roads of different directions come together. In the Netherlands all
the terminology is documented in the Intersection Topology Format (ITF) [81], which are compliant to
international standards. In ITF terminology, these directions are called links or approaches and the
intersection is called the node. To summarize, an intersection is a node where multiple links will come
together. A link can have multiple Signal Groups (SGs) which split at the node. An example is used
to make it more visual. A schematic drawing of an intersection is seen in Figure 1.1. The node is at
location X and the four links of this intersection are A, B, C and D. All links have two SGs. For example,
link A has SGs named 1 and 6. SG 1 directs to link C and SG 6 will direct to links B and D.

D
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Figure 1.1: Schematic drawing of an intersection [4]

Safe passage of the intersection is important for all traffic participants: vehicles, bicycles, pedestri-
ans and sometimes even a tram. Nowadays there are two ways of how this is organized. For the less
crowded intersections this is often done with priority intersections. Some links have a higher priority and
all vehicles on that link can cross the intersection first. Vehicles on the other links will need to determine
if it is safe to cross the intersection. When no link has priority, the link right of the vehicle has a higher
priority (and therefore the left link has a lower priority). For the opposite links, traffic straight ahead has
a higher priority. The second option is to control the intersection with traffic lights. For conflicting SGs,
which is when the lanes are crossing at the intersection, only one of the SGs will be granted access and
vehicles from other SGs will need to wait in front of a red traffic light. The conflicting area between SG
3 and SG 5 is seen in the red circle in Figure 1.1. All SGs, which have crossing arrows with each other
in the yellow area, are conflicting SGs. In most cases not all the SGs are conflicting and combined in
a phase group. An intersection consist of multiple phase groups and each phase group consist of one
or more SGs. An intersection will always have multiple phase groups. If there are no conflicting lanes
it will not be called an intersection anymore and no control is needed if there are no conflicting SGs.
Figure 1.1 is used to make this more clear. In the example all the links have two SGs. If there are no
traffic lights present, link A will have priority over link C, link C over link B, etc. For opposite links, SG
8 will have priority over SG 3. If there are traffic lights, conflicting links or SGs will be granted access
one after another. In this example SG 2 is conflicting with link D, link C and SG 9. This means that
SG 2 could be combined with SG 3 or SG 8 in a phase group. It is important to notice that SG 2 could
not be combined with both SG 3 and SG 8 because they are conflicting between themselves. The ITS
application determines the optimal sequence to serve the SGs. The TLC receives this information and
controls the traffic lights. The TLC will check the outputs of the ITS for safety, e.g. there is amber time
between green and red, no conflicting SGs serviced at the same time or not enough clearance time
between switching.
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Finally, it is important to determine the performance index. The ITS is the control algorithm and has
the goal to maximize the performance. The TLC will execute the control decisions based on the output
of the ITS. The performance index answers the question: how optimal is the intersection controlled?
The performance index is a combination of two Key Performance Indicators (KPIs).

» The first KPI that is widely used to determine the performance is the total vehicle delay. The total
vehicle delay is defined as the difference between the travel time that is actually experienced by a
vehicle while going across the intersection and the travel time this vehicle would have experienced
in the absence of traffic signal control and other traffic [19].

» The second KPI is the total number of stops. This is the number of vehicles that need to make
a stop (i.e. a full standstill) before they can cross the intersection.

There is not a universal agreement on the absolute importance for both KPI. The goal is to improve
them both as much as possible. The KPlIs are correlated: if a vehicle needs to make a stop it will also
encounter travel time delay. An intersection will always have impact on the traffic flow. If one phase
group will be granted a green light, the other phase groups will receive a red light at the same time.
The road volume for these phase groups is temporarily set to zero. If a vehicle arrives at that moment,
it will have travel delay. The objective of the ITS is to have minimal impact on the traffic flow.

1.1.2. Green light optimal speed advice

There are multiple control-methods trying to achieve the optimal control based on the available re-
sources. Some of those control methods have a predetermined sequence of signal states and some
controllers react on inputs from the vehicle detectors that measure arriving vehicles. These methods
are explained in more detail in Chapter 2. Up till today, none of these methods can perfectly control the
traffic. There are already solutions in development to improve the performance of the TLC and reduce
the travel delay and number of stops. A promising development uses the Vehicle-to-Infrastructure (V2I)
communication model. The TLC sends a message with a speed advice to the arriving (connected) ve-
hicles. This message consists the Signal Phase and Timing (SPaT) information of the TLC [34]. Briefly,
this gives information about the behavior and the future signal states (colors) of the TLC. This advice
will suggest a speed for the vehicle to let the vehicle arrive during a green light period so that the vehicle
does not have to stop. In the case of vehicles on conflicting SGs, one direction will get a lower speed
advice so that the vehicles can cross the intersection one after another. This system is called a Green
Light Optimal Speed Advisory (GLOSA) system [34] as is seen in Figure 1.2. It is possible to enable
GLOSA systems when future signal states are known or there is an estimation. This feature, certainly
when this information is given in an early stage, could lead to a significant performance improvement
[80]. Multiple vehicles will receive GLOSA to arrive during the same green phase which leads to pla-
toon formation. Platoons can be serviced efficiently because all these vehicles will be serviced during
the same green phase for multiple intersections. An overview of the performance gain was given dur-
ing the 14™ International Workshop for Communication Technologies for Vehicles. The exact numbers
differs a lot for each research because the result was highly dependable on the assumptions made.
More realistic assumptions, in general, lead to less improvement. The waiting time reduction varied
between 15% - 46% and the travel time delay decreased up to 48%. There were also studies that had
no significant change in travel time delay. The saved fuel consumption due to the reduction of stops
was between 14% - 25%.
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Figure 1.2: Example of a SPaT information including GLOSA. In scenario 1 the vehicle in front of the red light is already
stopped but the rear vehicle receives a GLOSA of 30 km/h. In scenario 2 the front vehicle receives a GLOSA for 50 km/h. The
rear vehicle is too late for the current phase and will need to wait 23 seconds. [65]
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1.2. Problem statement

Unfortunately, the implementation of GLOSA systems is not as straightforward as it seems. GLOSA
systems can be enabled when the time until green is known. A problem is that many TLCs change the
time to green until the last moment to optimize the KPlIs. If the state of the TLC can change up till the
last moment it is not possible to give a reliable GLOSA message because the time to green will change
accordingly. A possible way to reduce the impact of this problem is detecting arriving vehicles in an
early stage. If the TLC knows the traffic flow, it can determine the optimal signal states in advance.
GLOSA systems can use this information to inform the vehicles [50]. The sooner and more accurate
the vehicles are detected, the sooner the correct time until green can be determined. If it turns out
that the detections are not that accurate, the controller (designer) faces a dilemma: deviate from the
planned states to maximize performance or stick to the planned states that were sent to the arriving
vehicles with the GLOSA system. If the TLC often deviates from the planned states, the reliability of
a GLOSA system will deteriorate and the system will be less effective. Therefore, it is important to
maximize the quality of the early detections. These detections must be transformed to a forecast of
the moment the vehicles will arrive, which is done with a prediction algorithm. However, present-day
TLCs have some limitations which makes it hard to make accurate predictions. Circumstances in which
present-day TLCs need to operate are:

» The locations of the arriving vehicles are not always known. Most TLCs use inductive loop detec-
tors to detect the arriving vehicles. The vehicles can only be measured at the locations of these
detectors. The exact locations of these detectors are explained in more depth in the next chapter.

* Vehicles are not controllable. There is an expected speed based on the speed limit or an advised
speed when enabling GLOSA systems, but the drivers are controlling the speed. TLCs need to
be able to handle vehicles that deviate from the given speed.

+ Partly due to the point above, there are safety margins between switching signal states. Between
switching there is an amber time first and after that an evacuation time (all lights are red).

Figure 1.3 shows an example of an intersection where a TLC must be able to function. Vehicles are
only detected by the stop line, queue or arrival detectors. More information about the location of the
vehicles is not available. To solve this problem the TLC needs to be predictable and flexible. The TLC
needs to be flexible in order to adapt to the traffic flow and it also needs to be predictable in order to
give reliable information to the arriving vehicles. The trade-off is an important design choice and effects
the performance of the TLC and the GLOSA system.

=== Stopline detector
=== Queue detector
=== Arrival detector

—X_ Signal group

Figure 1.3: Schematic drawing of intersection located in Noord-Holland. Vehicles can only be detected by one of the detectors.
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The state-of-the-art controller that is suitable for real-world application is non-predictive. The other
type of state-of-the-art controller that currently exists is predictive and a GLOSA system could be en-
abled. However, this type of controller is not suitable for real-world application because it makes un-
realistic assumptions on complete knowledge of the traffic situation. This thesis is an attempt to make
the gap between these types of controllers smaller; enable reliable GLOSA systems without deteriora-
tion of the control performance but is still suitable for real-world application. The proposed controller
is based on DIRECTOR, a controller that is suitable for real-world application designed by Siemens
that sets the first steps in closing the gap. This controller is explained in depth in Subsection 3.2.2.
DIRECTOR detects the vehicles when they leave the preceding intersection. With the use of a Neural
Network (NN) the traffic flow is predicted and used to determine the signal states in advance. Simplified
tests are performed to enable a GLOSA system but the performance deteriorated due to a short control
horizon. Therefore, the current state of DIRECTOR is not able to operate with a GLOSA system. The
problem and the associated approach to solve this is separated into multiple parts. The numbers of
the list below corresponds with the numbers of the sub questions in the next section.

1. The first step to enable a GLOSA system for a TLC which is suitable for real-world application
is to make it more predictable. To make early predictions of the arriving vehicles, the prediction
horizon needs to be longer and more accurate than the short control horizons used before in
DIRECTOR, up to 30 seconds.

2. The next step is to incorporate the prediction model into the controller. The controller will need to
make decisions based on the predicted arrivals.

3. With reliable predictions it is possible to determine the time to green for all directions based on
the (preliminary) time plan. This information can be used to enable a GLOSA system. GLOSA
systems should not only take the desired speed to arrive during green light periods into account,
but also the optimal time within these periods. When the road is crowded, the system needs to
ensure that all vehicles arrive scattered during the green light period instead of all at the beginning
or all at the end.

4. The performance of the proposed controllers needs to be determined for intersections as shown
in 1.3. Due to safety reasons, the correct operation of a new controller needs to be demonstrated
first in a simulation. A simulation setup is needed to mimic the real-world circumstances and test
all proposed methods.

1.3. Research question

Currently there are state-of-the-art TLCs that improved the performance by enabling a GLOSA system.
However, they make unrealistic assumptions on complete knowledge of the traffic situation and are not
suitable for real-world application. A predictive controller on real-world measurements that enables a
GLOSA system could potentially increase the present-day traffic flow. The objective of this thesis is to
improve the data-driven NN of DIRECTOR that uses information from preceding TLCs and createa TLC
that can enable a GLOSA system for real-world application. In Section 1.2 the problem is explained.
This master thesis tries to solve the described problem based on a research question and design an
ITS that can operate on an intersection as shown in Figure 1.3. The research question is defined as
follows:

How much can the performance of dynamic decentralized traffic light controllers be improved on
sparse real measurements by enabling a GLOSA system?

The research question is separated into multiple sub questions to fully and systematic solve the
problem. The sub questions are based on problem statement in the previous section. The number of
the sub questions corresponds to the numbers in the problem statement.

1. Can the current prediction model in DIRECTOR achieve longer prediction horizons by optimiza-
tion of the input features and the pre-processing of the input data?

2. How much does the predictive model improve TLC performance compared to other controllers
that also work without complete knowledge of the traffic situation?
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* How much does the performance improve compared to controllers suitable for real-world
application?
* How much does the performance improve compared to other predictive controllers?

3. How much can the TLC performance be improved by enabling GLOSA systems?
4. What is the effect of fixing the time plan to ensure reliable GLOSA messages?

1.4. Document Structure

Chapter 2 will give an overview on available research about TLCs and enabling GLOSA systems. This
chapter will show the gaps in the literature and what this master thesis can do to close this gap and
will give the basic knowledge needed to understand this master thesis. Chapter 3 will explain all the
methods to design the proposed controller. This chapter is separated into five sections.

» Section 3.2 explains the baseline control approaches. DIRECTOR and CCOL are used as the
baseline.

+ Section 3.3 will explain the proposed method to improve the performance of the prediction model.

+ Section 3.4 will incorporate this prediction model and make the structure of the controller ready
to enable GLOSA.

+ Section 3.5 will include the GLOSA system in the proposed controller.

» Section 3.6 will explain the simulation method to test the performance of all the baseline and
proposed methods.

Chapter 4 will explain the performed experiments and show the results. This full master thesis is
concluded and the results are discussed in Chapter 5. Recommendations for future work are also
discussed in this chapter.



Related Work

This chapter will explain all the background information relating to this master thesis. This will be sep-
arated into four sections starting with general information about state-of-the-art traffic light controllers
(TLCs) and ending with more sophisticated and specialized developments regarding communication
between TLCs and vehicles to minimize the travel time delay and the number of stops. This chapter
is based on the literature study that is written to explore the field of intelligent TLCs. This study can
be seen as the introduction of this master thesis and this chapter will summarize the most important
findings. The literature study can be used for a deeper understanding.

2.1. State-of-the-art traffic light controllers

This section explains the basics of traffic management for intersections. This is split up in possibilities
to detect vehicles and the control methods used in a TLC. Both the currently used methods and the
most recent developments are discussed.

2.1.1. Detection of the vehicles
There are different types of vehicle detectors. These detectors are separated into three categories
based on the detecting capabilities [25] [70] [52].

» Vehicle detectors that can only detect the presence of a vehicle. The most detectors currently
used on the road can only detect the presence of a vehicle at the location of the detector. The
most common ones are the inductive-loop detectors [3]. When a vehicle passes the detector,
the induction is temporary reduced which is denoted as a detection. If two vehicles cross the
intersection the detector at the same time, only one vehicle is counted. Magnetic [7] and infrared
detectors [32] have similar outputs.

* Vehicle detectors that can detect the presence and speed of a vehicle. Radar and ultrasonic
detectors will detect vehicles based on the reflection [7]. Relatively new detectors are video
cameras [49]. Cameras have a lot of possibilities but they depend on the processing techniques
to extract all the information. Double inductive-loop detectors in a row can also determine the
speed of vehicles. With additional software it is possible to classify the type of the vehicle.

* Floating Car Data (FCD) [17] is the most state-of-the-art method to detect vehicles. FCD uses the
GPS data of the vehicles. This method has some huge benefits. There is no hardware required
on the road. Also, the locations of all the vehicles are known at any time, not only when the
vehicle crosses a detector. Sometimes the destination of the vehicle is also known which can
be used to determine the associated signal group. However, there is one major drawback, this
information is not available for every vehicle. Besides this, all vehicles that use this do not use
the same platform. Apps like Google Maps collect this information but it is not shared publicly.

Most of the detectors named above and especially most detectors on the Dutch roads can only
detect vehicles in one place. Most intersections will have multiple type of detectors with different func-
tions. The locations are separated into three categories. The locations are shown graphically in Figure
2.1 and the locations are explained below [13].
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» The stop line detector is the detector nearest to the traffic light. The detector determines if there
are currently vehicles waiting for the traffic light. The TLC knows that at least one vehicle is
waiting. This detector is also used to determine how many vehicles crossed the intersection.

» The downstream detector, also called the queue detector, is the detector before the stop line
detector and determines if there are still vehicles present. In some cases this detector covers a
long part of the road, therefore it is also sometimes called a long loop detector. If the detector
is longer, the chances are higher that multiple vehicles are on the detector at the same time.
Therefore, this detector is usually not used to count the number of vehicles.

» The upstream detector is the furthest away and therefore also called the far away loop or arrival
detector. The other two detectors are almost always present, this detector is a bit rarer. It can
be up to a few hundred meters before the traffic light. This detector will give the TLC a heads up
about the arriving vehicles. This is enough time to change the traffic lights and give passage to
the arriving vehicle in time (if there is no conflicting traffic).
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Figure 2.1: Location of vehicle detectors [13]

2.1.2. Methods for traffic control

Every TLC has the goal to minimize the delay at the intersection. There are four control methods
on which a TLC can be based. These controllers are called pre-timed controllers, traffic-actuated
controllers, traffic-adaptive controllers or model predictive controllers. All methods are explained below
with the most important advantages and disadvantages.

Pre-timed control

The pre-timed traffic controller, also known as fixed-time controller, is the most basic traffic controller.
The pre-timed controller operates in a predetermined and repeated sequence, called a time plan. Im-
portant input parameters to determine the time plan are the cycle length and the green split for every
phase group [36]. The cycle length is the time until all the phase groups had at least one green signal.
The green split is the fraction of the cycle length when the signal is green for that phase group. The
duration that the traffic light is green is called green time. These parameters could be determined by
training or testing when there is available historical data of the traffic. Pre-timed controllers operate
without vehicle detectors what makes it cheaper and/or easier to purchase, install and maintain than
the other types of controllers. A drawback is the lack of flexibility due to the predetermined sequence.
The parameters will only be set once and this sequence is used for all traffic conditions. The traffic
conditions will fluctuate over the day, especially in rush hour, and therefore the control is non-optimal
most of the time. Due to changing traffic conditions, the control becomes outdated. An additional to-
tal vehicle delay of 3-5% per year is experienced as a consequence of not re-timing signals as the
conditions evolve over time [45]. Besides the drawbacks concerning the control, there is also a huge
benefit. Due to the repetitive sequence of the control, the future behavior of the signals is known. This
information can be used to inform adjacent intersections. The controllers can use this information to
adapt to each other [76]. This information can be used to inform arriving vehicles with the time until
green. Vehicles can adjust their speed to arrive in time for a green signal.
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Traffic-actuated control

Traffic-actuated control is seen as an improvement over pre-timed control. The actuated controller
makes the schedule solely based on the active green phase. The actuated controller makes the de-
cision to switch or extend the active green phase based on the remaining traffic on that phase group.
The controller is subjected to constraints of minimum and maximum green times. This can vary for
each signal phase depending on traffic flow conditions [87]. In most cases, this means extending the
green time until there are no more arriving vehicles or the maximum green time has been reached.
The benefit of actuated control is the possibility to adjust to the current traffic conditions extremely well.
However, also this control has some drawbacks. Because the controller has no prospect of the traffic
flow, it will not take future arriving vehicles into account. The consequence of this is that the perfor-
mance deteriorates when there is a lot of traffic suddenly [73]. Also, the proportion of stopped vehicles
is generally high.

Traffic-adaptive control

Traffic-adaptive control is once again seen as an improvement, now compared to traffic-actuated con-
trol. This controller uses the state of the entire intersection to make a control decision. Adaptive con-
trollers can vary in semi adaptive and fully adaptive behavior [78]. While semi-adaptive controllers do
not alter the order of signals but only their length, fully adaptive controllers can also change the order of
signals and even leave unneeded ones out. Overall, the pros and cons are equal to the traffic-actuated
control except for one extra benefit. The controller can premature switch the active green phase if
there are a lot of vehicles arriving from another direction because the whole state of the intersection
is taken into account. CCOL is a toolkit to design traffic-adaptive controllers that are used to design
controllers for many intersections in the Netherlands [16]. Every specific version for an intersection can
use different modules of the toolkit to optimize the controller for that intersection. This is an expensive
design process but will result in high performance. CCOL is a widely used controller in the Netherlands
and therefore this controller is used as a baseline method to test the performance of the proposed
controller.

Model predictive control

Model Predictive Control (MPC) is used in many industries, including the control of traffic on intersec-
tions [72] [25]. MPC is relatively new in the traffic control industry but is seen as a promising method
for the future. MPC makes an optimization over a time horizon to determine the schedule. The sched-
ule is not fixed for the full time horizon but the effect of the schedule for the near future is taken into
account. MPCs can make decisions based on information over a longer time horizon to determine the
optimal time plan. However, the controller is dependent on the available information. Therefore, FCD
will be highly desirable but this is currently not available on the Dutch roads. DIRECTOR is a controller
designed by Siemens that uses a workaround to use MPC with the current infrastructure [27] [80] [25].
DIRECTOR includes an algorithm in the model to predict the arriving vehicles based on the available
detectors. This information of knowing the number of arriving vehicles for every signal group is taken
into account for the control. As already explained in the introduction, the structure of DIRECTOR is
used to design the proposed controller. Therefore, the structure of DIRECTOR is explained in more
depth in Section 3.2. The main benefits of MPC are the absence of controller fluctuations due to short-
sighted control outputs and the vision horizon based on the time plan for the near future. In the case
of DIRECTOR, the arrivals are based on the output of the prediction algorithm and the performance is
therefore dependent on the quality of the predictions.

The first implementation of MPCs in traffic control are SCOOT (Split, Cycle and Offset Optimization
Technique) [31] and SCATS (Sydney Coordinated Adaptive Traffic System) [63]. Both controllers are
not yet model predictive, but they have some similarities. They communicate with the surrounding
intersections to have a foresight of the arriving traffic. SCOOT uses a time plan for basic control. The
objective of the controller is to constantly optimize this time plan according to the current traffic situation.
As the name already states, SCAT is actually an adaptive controller. However, the advanced aspect
of this controller is communication. This controller is installed all over the city of Sydney. There are
over 1000 controllers in total that are communicating with each other. Every controller has autonomous
control over its own region but there is a supervising computer that tries to optimize the total control.

Nowadays there is a lot of research related to MPCs for traffic [41]. A few promising controllers
are briefly explained. The main focus of these researches are the development and integration of the
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predicting algorithm. They all use the same basic prediction algorithm which is explained in the next
section. Below the unique aspects of the controller are highlighted. PRODYN [28] was one of the
first attempts to make an MPC. Although this research was already done in 1983, it still has some
advanced control ideas. Almost all MPCs still need some pre-timed control plan or parameters as
input. PRODYN uses no pre-determined time plan which makes it easy and beneficial to implement
the controller on different intersections without the need of determining the inputs every time. RHODES
[50] divides the problem in subproblems to control in a more optimal way. The strengths of RHODES
are summarized in three points. RHODES is an effective system due to its fast processing, the ability
of data smoothing and the ability to respond to variations by explicitly predicting the arriving vehicles on
multiple levels. One of these levels is a predicting algorithm that uses the input from vehicle detectors.
Many parameters must be estimated to get reliable outputs. Another level is based on the moment
such as day and time. CRONOS [12] divides the controller into three modules; forecasting, simulation
and optimization module. The prediction is based on a rolling average of the arrivals in the past. The
simulations investigate the optimal state for the next time step. At the next time step, it uses the new
forecasting, the simulation and the optimization module to determine the final time plan. UTOPIA [47]
does not optimize a single intersection but tries to optimize a large area and decompose this in a
decentralized way. The goal is to minimize the total travel time and the number of stops over the whole
area instead of only one intersection. This seems a desired property but it also has some drawbacks.
Small changes in this area can lead to a big performance drop. Controllers like SCATS have fewer
problems with this. Overall, researchers focused primarily on the prediction algorithm. In general, the
prediction algorithm is the improved part of the state-of-the-art MPC. This indicates that this part has a
big influence, and probably an advantage, on the performance of MPCs compared to the other traffic
controllers. In the next section, the different prediction algorithms are explained.

2.2. Time horizon of traffic light controllers

MPCs include the near future in the optimization to make an optimal time plan. Subsection 2.2.1 will
explain the used methods to determine the future arrivals. The added benefit of predictable TLCs is
that it is possible to enable GLOSA systems. To ensure the predictability, the time plan may not change
often. Due to this, the flexibility of the controller is lost which can result in a performance drop. This
trade-off between flexibility and predictability is discussed in Subsection 2.2.2. The time horizon of MPC
is used to make clear that the optimization includes the near future. However, MPCs have two horizons.
The control horizon is the time time plan for the near future which is explained in Subsection 2.2.3. To
determine this schedule, the future arrivals need to be known. The horizon of these predictions is
referred to as the prediction horizon which is explained in Subsection 2.2.1.

2.2.1. Prediction algorithm

An MPC will need to know the arrivals in the near future. All future arrivals are known if FCD is available.
However, this is not the case and therefore the arrivals are predicted with a prediction algorithm based
on the detections of the preceding intersection. Based on these detections, the forecasting seems
straightforward. Just add the seconds to determine the time of arrival for all vehicles depending on
the distance and speed limit. However, this is not the case because small disruptions to the network
can cause large differences to the arriving time. Things as small speed differences, vehicles that leave
the road before the intersection, queued vehicles that cause delay or the different proportions that go
straight, left or right at the intersection will influence the result. Especially the destination of the vehicles,
which will result in an arriving vehicle for a different signal group, is hard to predict. Figure 2.2 makes
the longitudinal (time until the vehicle arrives) and lateral (the direction of the vehicle) dispersion of
vehicles visual.
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Figure 2.2: Visual representation of the longitudinal (left) and lateral (right) dispersion [27].

DIRECTOR uses a Recurrent Neural Network (RNN) to determine the arrivals as already explained
in the previous section. This is a totally different approach compared to the traditional prediction al-
gorithms. The three main analytic models for traffic flow progression are Lighthill & Witham’s fluid
dynamic traffic model [40], Pacey’s diffusion model [55] and Robertson’s platoon dispersion model
[58]. Respectively, each model is a modification of the predecessor and therefore MPCs use the most
recent model. The model of Lighthill & Witham’s uses a fluid dynamic model to predict the arriving
traffic [74] [26]. They used a continuity equation that assumed conversation of the number of vehicles.
To complement this equation, the traffic flow and local speed instantaneously follow the density of the
road. A higher density will lead to a slower speed. Because of this, it automatically assumes velocity
is in equilibrium and thereby it will not account for stop-and-go oscillation. Pacey’s diffusion model
adopted a normal distribution as the distribution of vehicle speeds. Robertson’s platoon model uses
an empirical recursive relationship to describe the dispersion of traffic. In theory, this can give some
very accurate predictions. In reality, the model needs a lot of parameter calibration to achieve this.
Robertson’s model has become the standard platoon dispersion model and has been incorporated in
the most MPCs such as SCOOT, SCATS and TRANSYT [22].

As already mentioned above, in DIRECTOR the forecasting algorithm is based on an RNN. When
such a network is set up properly, it will have some desired properties. A data-driven method has no
explicit assumptions such as vehicle speed or vehicles that take an exit. Parameter calibration is also no
longer necessary because the model will train itself. Most RNNs have difficulties with learning long-term
time dependencies which can be a drawback [27] [25]. This is because classic RNNs have difficulties
with back-propagation because gradients can vanish (tend to zero) or blow up (tend to infinity) [30].
Gradients that vanish will cause loss of time dependencies and exploded gradients will cause oscillating
weights. This is mainly because error signals depend exponentially on the size of the trained weights
of the RNN. An RNN that tackles this problem is Long Short-Term Memory (LSTM) network. LSTM
allows constant error flow (unchanged gradients) through the states which improves the preservation
of dependencies in the time series. Therefore, LSTM is a neural network that is often used for time
series forecasting due to its ability to process data sequences. Therefore, DIRECTOR uses LSTM
because the prediction of arriving vehicles is a time series forecasting. Due to its memory from the
input, output and forget gate (sometimes called the keep gate) the ability to process sequences of data
arises, as seen in Figure 2.3. The green blocks are the LSTM prediction model, the network is shown
for three time steps in this figure. The gates have memory and can save dependencies in the time
series [53]. The gates make decisions about what to store (from the current time bin) or read (from
internal memory based on previous time bins), by opening and closing the gates. Often there is an
extra gate (tanh) that creates candidate values.
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Figure 2.3: Schematic drawing of a LSTM network [54]. X; is the input and h, the output. The yellow blocks are respectively
from left to right the forget, input, tanh and output gate.

2.2.2. Trade-off between flexibility and predictability

MPC seems to be the most promising control approach. The only drawback is that it will need infor-
mation about the future arrivals, but that is not available yet. A prediction model is used to predict the
arrivals for the future. As already explained in the problem statement (Section 1.2, this prediction will
not always be right and the MPC will make a non-optimal time plan. The trade-off between sticking to
the time plan to ensure predictability or being flexible and changing to the optimal time plan to max-
imize the performance is discussed in this subsection. The goal of the controller remains the same;
maximizing the performance. At first sight, it seems logical to switch to the optimal time plan. However,
predictability will make it possible to enable the GLOSA system which has the potential to have the
highest performance in the long run.

Green Light Optimal Speed Advisory systems

Green Light Optimal Speed Advisory (GLOSA) systems are already briefly explained in the introduction.
Itis a system equipped by the TLC that sends speed advice to the arriving vehicles. The vehicles could,
based on the given information, adjust their speed to arrive during a green phase which reduces the
number of stops [11]. A deeper understanding of the system is needed to see the benefits of GLOSA
systems. Itis not always possible to reduce the travel delay to zero because of the scattered arrivals of
the vehicles at intersections. However, if it is possible to change the scattered arrivals to more grouped
arrivals, the number of stops could decrease considerably. An approach to achieve this is the use of
GLOSA systems. The time until green can be shared with the arriving vehicles with a Signal Phase
and Timing (SPaT) message [61]. According to this message, the vehicles can adjust their speed to
arrive during a green phase. Possible benefits of the system:

» The number of stops could be decreased because the speed of the vehicle becomes a control
parameter. Freedom in allowable speed is of course limited. Thereby, the advice is not always
followed. This can improve when vehicles become more automated. An extra benefit is fuel
reduction due to minimal use of braking [5].

» During an equal amount of green time, more vehicles cloud cross the intersection [25]. If the
vehicles arrive during a green phase, they do not have to accelerate from a standstill, but they
will have a flying start. Especially when one of the vehicles is a truck, this could save a lot of time.

+ GLOSA systems create platoons that can cross the intersection during one green phase. If there
are several TLCs behind each other, the travel time over the total trip could be reduced. In the
optimal case, the first TLC collects the vehicles and informs the downstream TLCs about the
arriving vehicles.

There is more needed than only the time until green to give informative GLOSA messages. It is
not always possible to drive the advised speed if there are other vehicles on the road. Therefore,
the GLOSA system needs to take the surrounding vehicles into account. During crowded moments,
the GLOSA system should make sure that vehicles arrive scattered over the green phase. When it is
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extremely crowded, some vehicles may even need to be advised to arrive at the next green phase.
TRANSYT is such a method that estimates the queues [59]. GLOSA is only an advice and the vehicle
could still ignore this. The system will not be effective at all when most vehicles ignore the GLOSA
messages. It is important to know the objective of both the TLC and arriving vehicles to determine how
likely it is that vehicles will use the GLOSA system.

 The arriving vehicles will benefit from reliable GLOSA messages in time to cross the intersection
without stopping. If it turns out that the advice is often correct, it is more likely that vehicles will
act on following messages.

» The goal of the TLC is to maximize performance. Flexibility to change the time plan will directly
lead to the highest performance [83].

At first sight, it looks like the vehicles and the TLC have different goals. However, they both have
the goal to reduce the total travel time and number of stops. The only difference is that the controller
tries to reduce these goals over all vehicles while vehicles on their own are more interested in their
personal travel time. At first, the controller will benefit from flexibility. However, when the time plan
is more predictable the vehicles could align their arrival time [10]. This ensures that the vehicles will
arrive during a green light period. The TLC will also benefit from this predictability because the vehicles
do not have to stop. These are the two indicators of the performance index that were explained in the
introduction. The optimal controller should achieve the highest score on this index meaning there is no
travel delay and no stops at all. Predictability and flexibility could help to achieve this. Predictability will
help to enable GLOSA systems and flexibility will help to adapt to the current traffic flow.

In summary, enabling the GLOSA system has some clear benefits. The system will at least need to
know the time until green. Fixing the time until green will ensure it will not change anymore. Flexibility
is lost because of this and could deteriorate the performance of the TLC. There is a trade-off between
predictability and flexibility. To what extent a TLC is predictable or flexible depends mainly on the length
of the fixed control horizon.

Predictable and flexible TLCs

There is a trade-off between predictability and flexibility for every TLC. The pre-timed controller was
stated as the most basic controller. However, this TLC has some desirable properties to enable GLOSA
systems. For this controller, the time plan is known for the entire future because it will keep repeating the
same sequence. The time plan will not change over time so it is possible to give perfect reliable GLOSA
messages as far ahead as desired. Therefore, the pre-timed controller is used in most researches for
testing the effect of GLOSA [5]. Traffic-actuated and traffic-adaptive controllers are the opposite. They
have a lot of flexibility and can adapt to the most traffic situations. Itis a lot harder to implement reliable
GLOSA systems in such controllers because of their unexpected behavior. MPCs have the potential
to be the golden mean. If you will only look at the implementation of GLOSA systems, the pre-timed
controller will be the best option due to the known time plan. However, the primary task is not to
give reliable GLOSA messages but to optimize the traffic flow. A reliable GLOSA system can help to
accomplish this. MPCs have the highest potential in optimizing the traffic flow [67].

Concluded, the goal is to increase the predictability without affecting flexibility. This flexibility en-
sures that the controller can adjust to the current traffic demand and handle different traffic situations.
In Figure 2.4 this trade-off is visualized. The fixed (pre-timed) controller has the highest predictability
but no flexibility and therefore this method is not interesting for further research. Traffic-actuated and
traffic-adaptive controllers are the opposite and therefore they are not optimal to work with GLOSA
systems. The most promising method to still keep some flexibility but also be predictable enough to
enable GLOSA systems seems to be the MPC.
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Figure 2.4: Predictability versus flexibility for the optimal TLC [27].

2.2.3. Predicted versus fixed control horizon

The length of the schedule is the control horizon of an MPC. However, it is unclear in what extend the
schedule is fixed. Therefore, the time horizon is divided into the predicted and fixed control horizon.
The predicted control horizon of the controller is the length of the time plan is known. It is still possible
to deviate from this schedule if the predictions turns out to be incorrect. The fixed control horizon is
the length of the fixed time plan. From this moment on, the schedule cannot change anymore. The
trade-off between flexibility and predictability will influence these lengths. GLOSA systems will benefit
from a long fixed control horizon to assure reliable speed advice. However, it is also possible that
GLOSA sends the messages based on the predicted control horizon [56]. The difference is that the
messages are not totally reliable. In this case, GLOSA systems can use some extra information to
make it more reliable. All the options are investigated to improve the quality of the predicted control
horizon. However, the only way to ensure 100% trustworthy messages is to fix the time plan which is
also further investigated.

The predicted control horizon

The predicted control horizon is used by the TLC to make a time plan. The GLOSA system will deter-
mine the time until green based on this time plan. It is also possible to enable GLOSA systems when
the TLC has no control horizon at all. In that case, the GLOSA system needs to make the predictions.
Researches already made predictions based on FCD to enable GLOSA systems [60]. However, this is
not (yet) implemented in the real world because these studies assume that this information is available
for all vehicles. The other option is to use the data from inductive loop detectors. The information
extracted from these sources can be divided into three categories to predict the traffic flow for GLOSA
systems. Due to the diversity and uniqueness of intersections and TLCs, there are differences within
a category [11]. The first category makes a prediction based on historical data [68] that were collected
before the controller was implemented, sometimes even years old. This is similar to training the pre-
timed controllers. The controller provides initially good predictions but over time the data becomes
outdated and the quality of the predictions becomes worse.

The second category is based on previous behavior. Depending on the implementation, these data
could be from weeks, days or even hours ago. For example, the predicted time plan is based on the
behavior of the controller at the same time over the past days. When the traffic flow changes over a
longer period, the predictions will change accordingly. However, the prediction will not include short-
term fluctuations.

Both sources only use stop line detectors as input, which are present at an intersection most of the
time. Ifthere also are upstream detectors available (from a preceding intersection), the last source could
be used. A prediction algorithm uses the information from the upstream detectors to make a forecast.
This method is comparable with the prediction algorithm of MPCs. The advantage of this method is
that it uses the most actual information; the detected vehicles will generally cross the intersection in a
few moments. Both the TLC and the GLOSA system will use the same information. The drawback is
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that the information is not always correct due to changes that happen between the upstream detector
and the intersection. Factors that most influence the arrivals are [27]:

* Vehicles that show up from side roads without vehicle detectors, also called sources.
* Vehicles that leave to side roads without vehicle detectors, also called sinks.

* Vehicles that not drive the expected speed, i.e. the speed limit.

» The uncertainty about which direction they take at the intersection.

As mentioned in the previous subsection, it is desired to make the controller predictable but also
keep the flexibility. The location of the upstream detectors affects the predictability. If the detector is
placed further away, it gives an earlier but less trustworthy prediction and vice versa. Especially when
the detectors are placed far away, the behavior of adjacent intersections will become more important.
It is also important that every link to the intersection has detectors, including the links for pedestrians
or bicycles. The performance of the controller could decrease significantly when the information is
incomplete.

All the approaches and factors mentioned above will influence the quality and length of the predicted
control horizon. In general, the quality decreases when the length increases. As already mentioned
earlier, almost all related research assumed pre-timed traffic light programs. Research has been done
to increase both the length and the quality of the predicted control horizon with actuated, adaptive or
predictive traffic controllers. One research combined historical data, previous behavior (last hour) and
upstream traffic information [29]. This method improved the quality for peak hours, in the other cases
only the use of historical data had the same result. An important side note is that they did not use
intersections, only a uni-direction freeway. When the prediction is based on historical data, it is usually
not used by the TLC. In that case, the TLC will make a time plan based on the vehicle detectors. Both the
predicting and controlling module use their own method which can cause a decrease in quality due to
incoherent behavior. When the complexity increases, it becomes harder to use the prediction algorithm
in real-time. To keep the complexity acceptable, a lot of parameters have to be fixed to do a simulation
of an urban traffic network with multiple intersections [41]. When combining historical data and the
upstream detectors, it is even possible to make predictions for a network of fully actuated traffic lights
[11]. The reliability is over 80% for a predicted control horizon of 15 seconds with accurate detectors.
Itis also noted that the quality of the predictions increases when the amount of available historical data
increases. The most advanced control and predicting strategies, including the ones mentioned above,
are often not (yet) implemented. The main reason for this is the operational complexity and the need for
extra components such as reliable and multiple upstream vehicle detectors and historical data. FCD,
which contains the location and sometimes even the destination of the arriving vehicles, could boost
the prediction abilities [24].

The fixed control horizon

In general, both the TLC and the GLOSA system like to know the traffic flow as early and accurately
as possible. This is not feasible in practice. There are limited vehicle detectors, limited computational
power and uncertainties in the predictions. The TLC will benefit if changes to the time plan is allowed
as long as possible, because the information is not perfect at an early stage. Contrary, the GLOSA
system likes to fix the time plan in an early stage such that there is enough time to reduce the speed
of vehicles to arrive during a green phase that cannot change anymore.

Before giving some insights into acceptable lengths of the fixed control horizon, it is important to know
how long it takes to switch between phase groups. The safety margins from the intersection shown in
Figure 1.3 are used. Before the next phase group can switch to a green phase, there is first a yellow
time for 3 - 5 seconds and clearance time of 2 - 5 seconds follows [48]. In the worst case for, it will
take 10 seconds to give another phase group a green light. To switch to a new phase group, there is
a minimum green time which differs from 4 to 15 seconds based on the size of the intersection. This
interval can be extended when needed. So, the total duration to give passage to one phase group is
the sum of three parts. This is at least 9 - 25 seconds in total. When it is known how long it will take
to switch between phase groups, the desired fixed control horizon could be determined. The preferred
fixed control horizon is both determined as seen from the TLC and the GLOSA system.

Optimal fixed control horizon for the TLC
Fixing the time plan will give limitations to the TLC and is therefore undesired. This is true in general.
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However, when fixing the time plan GLOSA messages will be more reliable. Arriving vehicles will react
better and it is possible to make a more optimal situation. Beforehand, all the vehicles from different
directions arrive at the same time. Due to the GLOSA messages, they will arrive one after another.
If predictions are made over a 10 seconds time horizon, the signal-timing logic can only make timing
decisions that extend or shorten the current phase. If the predictions are made over a longer time
horizon, the signal-timing decisions can include decisions on phase sequencing and phase duration
[50].

Currently, most TLCs in the Netherlands have no fixed time plan at all but only a predicted control
horizon. Predictions are made but the time plan is fixed at the last moment. In this case, the maximum
fixed control horizon is the duration to give passage to one phase group. All GLOSA messages that are
sent earlier than that, are based on predictions. As seen earlier, it will take up to 10 seconds to switch
to the next phase group. It can take up to 25 seconds to change this again because of the minimum
green time. Most MPCs work with a fixed control horizon between the time to switch to the next phase
(5 — 10 seconds) or the total time duration to give passage to one phase group (9 — 25 seconds). DI-
RECTOR is a ITS application where the control horizon can be fixed to ensure it is always at least 10
seconds long, the bare minimum to make decisions about phase sequencing and phase duration [80].

Optimal fixed control horizon for the GLOSA system
Vehicles never have to stop before a red light in the optimal scenario. Vehicles need to safely reduce
the speed to arrive on time after the GLOSA message is received. This is based on a few parameters:

* Minimum allowable speed
* Minimum green time

* Yellow time

* Clearance time

» Number of phase groups

A combination of the parameters mentioned above will give a desirable fixed control horizon. All
parameters are already explained above except the minimum allowable speed. Due to safety reasons
it is not desired to make the minimum allowable speed to low if other vehicles still could drive the
maximum speed. Besides, chances are higher that the vehicles will reduce speed when the advised
speed is not too low. On the other side, if the advised speed may only differ a bit from the maximum
speed, a longer horizon is needed. If there is more freedom, the time of arrival could be changed
in a shorter period. One extra circumstance is also important: the surrounding vehicles. If there are
many surrounding vehicles, especially with congestion, the result will be influenced. Below there is an
example given of how the parameters above could be translated to the desired fixed control horizon.

In the worst case, vehicles will arrive with the same expected time of arrival from all the phase
groups. All signal groups can often be serviced within 2 to 4 phase groups. There is always one phase
group that will be the last to get a green phase. Again in the worst case, this group needs to delay the
arrival time so that the other three phase groups can pass. As seen at the beginning of this subsection,
one phase group needs 9 - 25 seconds. So, three phase groups will take up to 27 - 75 seconds. The
last vehicle needs to delay the time of arrival that much. If we allow a minimum speed that is half of
the maximum speed, the vehicle needs double that time to change the time of arrival. So the GLOSA
message must be sent 54 - 150 seconds in advance before the last vehicle crosses the intersection. An
important note, most adjacent TLCs are within this time frame which can be a cause to stop a vehicle
earlier.

To give a perfect reliable GLOSA message in the example above, the time plan needs to be fixed
early. Fixing the time plan early will cause problems for the TLC to keep the performance equally high.
An option is to give GLOSA messages based on a time plan that is not fixed. Because of this, the
GLOSA message will contain errors if the time plan changes. However, it is still preferred that the TLC
will increase the fixed control horizon. The challenge is to do this without making the performance of
the controller worse. A longer and more accurate prediction horizon will help to achieve this. Most
TLCs use vehicle detectors to determine the time plan. To increase the prediction horizon of the TLC,
predictions can be based on the detectors of the upstream TLC. Several TLCs can be used to further
increase the length. However, a prediction horizon that is too long will increase the complexity and
the predictions will become more unreliable. The possibilities to communicate with TLCs of adjacent
intersections are discussed below.
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2.3. Communication between traffic light controllers

An important requirement to enable GLOSA is to have insights in the future arrivals. FCD is only
very limited available and that is why there is often a prediction model used to determine the arrivals.
Sharing information between TLCs can help the prediction model. Another benefit is that TLCs can
align their time plans to minimize the travel time over multiple intersections. Potential benefits and used
methods are explained in Subsection 2.3.1. The communication between TLCs can go further than just
the adjacent TLC but could be extended to all nearby intersections to make a network of controllers.
A possible hazard is that using a network of controllers has consequences for the complexity. For
networks, especially large networks, the authority of controllers becomes important. The control could
be centralized by an overarching controller or remain at the intersection with decentralized control. The
pros and cons for both control approaches are discussed in Subsection 2.3.2 and 2.3.3

2.3.1. Network of controllers

Every TLC tries, in its own way, to minimize the travel delay for vehicles that are crossing the intersec-
tion. However, the travel time over the total trip is far more important for the (drivers of the) vehicles.
Therefore, it seems logical to optimize the total travel time over all TLCs. A short stop at the first TLC
is desired if it will prevent a long stop at the next TLC. To regulate this, there must be communication
between TLCs to share their (time) plans. The goal of all the TLCs together could be described as to
minimize the total travel time and number of stops, preferably including everything that takes time dur-
ing the trip. Communication between TLCs about the time plans is seen in Figure 2.5. The information
collected by the second TLC can be used to determine the optimal time plan for all downstream TLCs
[86]. Comparably, the first TLC can use the traffic flow of the upstream TLCs to prevent traffic jams by
sending vehicles to busy roads.
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Figure 2.5: Increasing the time horizon due to communication between TLCs of adjacent intersections [69].

A good example that is already implemented on some roads, is the green-wave model [51]. In
general, this initiative is implemented on relative busy main roads with side roads that have significant
less traffic. All the TLCs on the main road are linked to each other and once in a while the assignment
is given to initiate a green wave for the main road. Signs are placed on the side of the road with
the advisory speed. When driving the given speed, all linked intersections will give a green phase
consecutively. This can be seen as the first concept of GLOSA messages. The green-wave model has
some drawbacks. For high traffic density, vehicles entering a green wave will be stopped by vehicles
ahead of them or vehicles that enter the road. Due to the delay the vehicle misses the green wave and
it will have to wait for the next green phase. On the other hand, for low densities, vehicles might arrive
too quickly at the next intersection, having to stop at each crossing. The system also does not consider
the traffic flow on the side roads. It is possible that the green-wave is initiated while there are many
vehicles on the side road. The green-wave model is certainly better than having no synchronization at
all, however, it can be greatly improved [14]. The cause is that there is no feedback implemented. It is
assumed that the vehicles drive the given speed and there are no in-between measurements.

GLOSA systems can also be used to give a speed advice through a network of TLCs. Such systems
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will make a possible trajectory to cross multiple intersections. This may require accelerating of braking
in-between but will lead to a fast and fuel efficient trip at the end. This setup is already tested with
the assumption that the vehicles drive in platoons and during these tests it was noticed that correctly
identifying the lead vehicle was very important for the result [66].

Again, we will look back to the pre-timed controller. Despite we already stated multiple times that
MPC is the most promising TLC, the pre-timed controller has some advantages. Pre-timed controllers
can be optimized in advance such that they align as perfect as possible during operation. Because the
sequence is constantly repeating, this aligned control will remain. The advantage is that the TLCs will
work together in an optimal scenario without increasing the complexity [6]. A side note is that when
using a network of pre-timed controllers, you can doubt if there is communication. Indeed, after imple-
mentation, there is no communication anymore. However, during initialization the pre-timed controllers
are optimized to work together. Model predictive controllers still have the most potential to achieve the
highest performance in adapting to and optimizing in the current traffic flow. Therefore, the focus is still
on these kind of dynamic TLCs.

2.3.2. Centralized traffic control

When the control is centralized, the control of a network of signalized intersections is combined in
one place with one overarching controller [57]. In general, this controller has the authority to make
control decisions or at least a part of the control. The size of these networks can vary, SCATS is one of
the biggest networks and controls over 1000 intersections in Sydney [63]. The overarching controller
focuses on the high-level control. There are still controllers at each intersection for the low-level control
to assure safety. For such large networks this remains necessary to limit the complexity. When all the
control is located at the signalized intersection, the control is decentralized.

Centralized control in general has a huge complexity because it needs to control multiple intersec-
tions. When there are separate low-level controllers at each signalized intersection, the complexity is
reduced a bit. The advantage of centralized control is that all the available information is gathered in
one place. In theory, this can give the highest performance [79]. When using overarching controllers,
the biggest challenge is to limit the complexity. The problem of computational limitation raises, espe-
cially with MPCs due to the time horizon at every intersection. Along with the fast development of the
transportation infrastructures, traffic networks becomes larger and the complexity increases. A possible
solution is to use subnetworks [41]. The overarching controller controls multiple subnetwork controllers.
These controllers have the control over multiple intersections which gives a better modular structure.
This reduces the complexity and the network is also more resistant to changes in the network; only a
subnetwork controller is affected. This is also called hierarchical controller coordination.

2.3.3. Decentralized traffic control

With decentralized traffic control the authority of control decisions will remain at the controller of the
intersection [57]. Information of upcoming traffic and (a predicted) time plan can be shared with adjacent
intersections. The main advantage of decentralized control is that the complexity of the control problem
reduces significantly compared to centralized control. However, the decrease of complexity comes at
a cost [79]. The controllers only have the shared information of the adjacent controllers and therefore
there is a lack of information. The controller cannot make a perfect prediction of all the upcoming
traffic and the optimization is not perfect. However, the control is not perfect in both centralized and
decentralized controllers because the available information from vehicle detectors is not perfect and
complete in most cases.

The use of FCD could help to improve the vehicle detections [17]. Unfortunately, this is not (yet)
publicly available. The simplest approach in decentralized control is to only share the information of the
vehicle detectors [27]. The TLC uses the information from the vehicle detectors that are located before
the upstream intersection in this case. Because the upstream TLC also uses these vehicle detectors
(of course), the information of these detectors can be seen as the most basic variant of information
sharing. The approach is used among others by DIRECTOR to increase the time horizon. Because
the time plan of the upstream controller is not shared, the vehicles can make a long stop (when waiting
for a red light) what makes it harder to predict the expected time of arrival.

Zhou et al. [88] used all the information of the surrounding intersections to optimize the control.
No pre-timed sequences was used, so the TLC remains adaptive to the traffic. However, only one
intersection was optimized, the other intersections were only seen as supply roads and for provision of
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information. The travel delay was reduced with 75% and the number of stops halved. Unfortunately,
the total travel time of one controller was optimized, not the total trip time.

Ferreira et al. [23] controls a network of intersections in a decentralized way by giving 'opinions’.
Before every TLC determines the state for the next phase, they share some information about the traffic
flow and use this to make an optimal decision. This method reduces the complexity. A drawback is
that not every controller has all the information. For example, the information about the states of some
controllers or feedback about their control decision is now missing. The intersections do not make an
optimal time plan together, but they still do this separately. This method improved the performance up
to 20%.

A similar approach is the multi-agent based method [84]. The total optimization problem is divided in
small subproblems for each intersection. Each agent tries to find its local optimum with the information
given by the adjacent agents.

2.4. Cooperative Vehicle Intersection Control

The goal of this master thesis is to improve the performance by enabling GLOSA for TLCs that can
operate in real-world circumstances. GLOSA is a system to communicate with the arriving vehicles
with the goal to improve the performance. GLOSA is a part of Cooperative Vehicle Intersection Control
(CVIC). CVIC is the communication between vehicles themselves (V2V) and the communication be-
tween vehicles and the TLC (V2I) to improve the performance. GLOSA systems influence the arrival
time of the upcoming traffic which can result in a more optimal scenario where all vehicles from the
same signal group (in platoon formation) arrive one after another instead of all at once. The earlier a
(reliable) speed advice is given, the more freedom there is to change the time of arrival [85].

GLOSA systems, as the name already says, only give an advice and vehicles have the option to
ignore this advice. With the rise of Automated Vehicles (AVs) it becomes more plausible that the advice
is given to the vehicle itself [2]. AVs will follow the advice while drivers tend to keep the maximum speed.
A vision of the future is that vehicles are controlled by the TLC. Vehicles will not get an advised speed,
but will be controlled by the intersection to arrive precisely at the desired time. The total travel times
could be reduced up to 33% and the sum of the standstill times could be reduced with 99% if vehicles
become a control parameter[39].

As stated in the introduction, the performance of the TLC is defined as a combination of the total
travel time and the number of stops. A lot of studies that investigate GLOSA systems are focused to
decrease the number of stops and hereby decrease the fuel consumption. In those studies, it was not
assumed that the controller could be influenced, but it was seen as a pre-timed controller. However,
when the TLC and the arriving (connected) vehicles could work together to achieve an optimal scenario,
both the total travel time and the number of stops could be significantly reduced [38].

All the studies can be split up in two main approaches to control the arriving vehicles. The first
approach tries to get the optimal control plan without taking the current traffic rules into account. Of
course, the requirements to give a safe passage to vehicles is always preserved. A lot of studies named
this as the reservation-based approach, which is discussed in Subsection 2.4.1. The second approach
takes all the current traffic rules into account and could therefore be implemented right away, this is
discussed in Subsection 2.4.2.

2.4.1. Reservation-based approach

The reservation-based approach is the most promising but also the most futuristic method. Although it
is still far away from implementation, many studies are related to this optimal control of the signalized
intersection. This approach assumes that all vehicles are connected and uses this advantages for
optimal control [20]. It will give safe passage to all vehicles but will not include all the traffic regulations
that apply present-day. In the future, traffic regulations could be adjusted if this method is proved to be
safe in all situations. The differences are summarized below, individual studies may differ slightly.

« Traffic lights are absent. Vehicles from all directions can cross the intersection shortly after each
other. The gap needs to be just large enough to guarantee safe passage. The gap is ‘reserved’
by one vehicle so that this vehicle can cross the intersection safely in the reserved time bin.

» Safety margins become smaller. The mandatory amber phase will be eliminated and vehicles
from different phase groups can cross the intersection shortly after each other. This is needed,
otherwise it is not possible to let vehicles from all directions cross the intersection shortly after
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each other. An amber phase between every vehicle will again lead to a control plan where only
vehicles from one phase group will cross the intersection. Of course, a (small) safety margin will
remain.

+ All vehicles are connected. They communicate to get a moment for safe crossing, a 'reservation’.
The connection must be fast enough to avoid dangerous situations to occur.

This approach will lead to a significant increase of the complexity [18]. Besides the control of the
traffic lights, all the vehicles must be controlled individually. A lot of studies are related to reduce
this complexity such that it becomes possible to control in real-time. When all vehicles can cross
the intersection shortly after each other, the safety margins are small and therefore the complexity
increases. This can be handled with a hierarchical framework split up in four parts [8].

+ Higher-level controllers for network-wide coordination.

» Roadside controllers that control platoons on highways.

» Platoon controllers use the commands of the roadside controllers to inform vehicles inside the
platoon.

* Vehicle controllers receive these commands and translate this into execution.

Another option to reduce the complexity is the assumption that at each time step, each vehicle considers
that the situation will not change for all vehicles but itself [46]. In this case the vehicles communicate
with each other to get safe passage over the intersection. To assure collision avoidance, some extra
constraints are added.

For the approach mentioned above, the system will not work when there is only one vehicle that is
not connected. This is also the main reason why it will be difficult to implement this approach in the
near-future. The other hard challenge is to determine the optimal speed when the time until green is
known. This applies for both control approaches. Especially for the reservation based system, good
communication is extremely important. To determine the optimal speed, multiple aspects can be taken
into consideration, for example surrounding vehicles with their own speed, to reach the intersection in
a fuel efficient way or minimize the CO, emission.

Many studies are related to investigate this optimal speed [43] [77]. The important requirement is
that the time plan of the TLC needs to be known. Otherwise, systems such as GLOSA will not be
equally efficient. The pre-timed controller is again a good TLC to test the effects of speed advice [68].
For both control approaches the effect of speed advice on the performance of the TLC is tested in
many studies. In simplified tests the reservation-based approach outperformed the approach with the
current traffic regulations 200 to 300 times in terms of travel delay [20]! The biggest challenge is to
implement such a system with human drivers. To reach the above performance the margins for error
in the system are too small for humans to control the vehicle. The margins of error could be enlarged,
but the efficiency benefits come directly from the precise control of the computer.

2.4.2. Retaining the traffic lights

The approach in the subsection above has many advantages and seems to be the future, however
it will not be the near future. If you want to improve TLCs in the near future, vehicles cannot cross
the intersection so quickly after each other due limitations in V2| and V2V communication. Also the
presence of human drivers makes this impossible. When the safety margins are expanded, it becomes
again more attractive to only let one phase group cross the intersection again. Especially when not all
vehicles are connected, this is still the best way to go. However, for this approach there are still a lot
of improvements possible that are tested in many studies. Below, the constraints of the current control
approach are summarized again.

» Between switching phase groups, there is "amber time” and evacuation time, also called yellow
and red clearance duration [48]. Switching too much will lead to inefficient control and the scenario
from the previous subsection is not optimal anymore.

* Vehicles are not (all) perfectly controllable, in the best case you can give a speed advice.

+ With this approach only one phase group can cross the intersection at the same time. This will
lead to longer waiting times. To prevent this, vehicles needs to be advised in an early stage to
arrive during a green phase. This can be done with GLOSA systems. Therefore, it is important
to detect the arriving vehicles in an early stage.
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Currently, there are a lot of different signalized intersection configurations in the real world. Some TLCs
have a lot of detectors, some none. However, a lot of information is desired to use the GLOSA system.
The studies that test this approach use some simplifications in general [82]. There is a lack of studies
that test the more complicated situations. DIRECTOR is a traffic management system that is designed
to operate with the current traffic regulations. For the time being, no cooperative control has been
implemented, only some simple tests are done. However, the vision of DIRECTOR is to detect the
arriving vehicles in an early stage to make a time plan. This step is shifted forward to give the vehicles
a speed advice in time. In a first approach they shifted the fixed control horizon 10 - 20 seconds in
the future. The first tests proved that it is desirable to expand this horizon to utilize the GLOSA system
and reduce the number of stops significant. The implementation of GLOSA in the first tests assumed
that there were no vehicles queued and that acceleration and deceleration is instant [80]. Hence, it is
expected that the final result with a more accurate GLOSA implementation will be better, reducing the
travel time and number of stops.

2.5. Contributions

The state-of-the-art TLCs described above can be separated into two main groups. The first type of
TLC can operate in real world circumstances but is non-predictive. In the Netherlands CCOL is a widely
used controller. The other type of TLC that currently exists is predictive and the GLOSA system could
be enabled. However, this type of TLC cannot operate in real-world circumstances because it makes
unrealistic assumptions on complete knowledge of the traffic situation.

This thesis is an attempt to make the gap between these types of TLCs smaller; enable reliable
GLOSA without deterioration of the control performance but still able to operate in real-world circum-
stances. DIRECTOR is designed by Siemens that set the first steps in closing the gap. DIRECTOR can
operate in real-world circumstances, has predictive abilities and some simplified tests are performed to
enable GLOSA. However, this controller is not yet tested in fully realistic circumstances. This controller
is explained in depth in Subsection 3.2.2. These three (types of) controllers can be seen as the baseline
for the proposed controller. It is not possible to test the fully predictable controller in simulations that
mimics on-street circumstances because it makes unrealistic assumptions on complete knowledge of
the traffic situation. Therefore, DIRECTOR and CCOL are only used as baseline methods.

The contributions of this thesis are explained in Chapter 3 and can be summarized in a few bullet
points:

» DIRECTORSs Neural Network is extended with new features to increase the time horizon of the
predictive neural network based on the available data from preceding traffic light controllers. Ap-
propriate pre-processing are implemented to maximize the performance.

* An improved design of DIRECTOR is developed which makes an optimal time plan for the full
length of the prediction horizon to enable GLOSA, providing the first real-world applicable traffic
light controller with a GLOSA system incorporated.

* A novel simulation setup is designed to mimic the real-world circumstances which is more realistic
and is able to test the effects of GLOSA.






Methods

This chapter explains the methods used in the proposed controller to improve the performance of a Traf-
fic Light Controller (TLC) by enabling Green Light Optimal Speed Advisory (GLOSA) systems. Symbols
used to describe the topology of an intersection is given in Section 3.1. The baseline controllers are
explained in more detail in Section 3.2. Especially a deeper understanding of DIRECTOR is needed
because the structure of the proposed controller is based on the structure of DIRECTOR. Thereafter,
the modifications to design the proposed controller are separated into three steps.

» Section 3.3 investigates the possible pre-processing steps and available inputs to maximize the
performance of the prediction model. This improved model could be used to increase the predic-
tion horizon.

 Section 3.4 shows the incorporation of the predicted arrivals from the prediction model in the TLC
to make an optimal time plan. The structure of the proposed controller is designed to make it
ready to enable GLOSA systems. This controller is referred to as P-HOR.

+ Section 3.5 shows the implementation of the GLOSA system in the controller. The controller with
GLOSA enabled is referred to as P-HOR+G.

The goal is that P-HOR obtains higher prediction and control horizons and improve performance. Be-
sides, the structure is designed to make a predictable controller to enable GLOSA systems which has
the ability to further improve the performance. The modifications are tested in a simulation. Section 3.6
will explain the method used to test the baseline and proposed controller, both P-HOR and P-HOR+G,
in a simulation setup.

3.1. Symbol definition of the topology

The introduction already explained the basics of the topology and used taxonomy for intersection con-
trol. This section will elaborate on this and give an overview of the used corresponding mathematical
symbols to explain the baseline and proposed method. All notations are denoted in Table 3.1 and
explained below with an example.
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Controlled intersection | ¢ c C is the set of all controlled intersections which is
one for decentralized controllers.

Preceding intersection | i I I is the set of all supplying intersections.

Link or approach a A A, is the set of all links connecting to intersection
Cc

Phase Group (PG) g PG, pg is a set of non-conflicting SGs, PG, is the set
of all PGs of intersection ¢

Signal group (SG) od 0D, or | 0D, is the set of all SGs of intersection ¢, 0D, is

oD, the set of all SGs of link a

Lane loa Loa Loq is the set of all lanes of SG od

Arrival detector as D{:d Dfd is the set of far away detectors of SG od

Queue detector d? Dg, DY, is the set of long detectors of SG od

Stop line detector d® D3, D3, is the set of close-by detectors of SG od

Detection x5(t) — x5(t) is a detection at time t with z the type of
detector (f, q, s)

Signal state Sea(t) S S = [GREEN,AMBER, RED], for all SGs. s,4(t)
is the signal state of SG od at time t

Table 3.1: Naming convention of all components of an intersection.

Figure 1.3 in Chapter 1 shows the topology of an intersection. The topology of this intersection is
used as an example to explain the mathematical notation. This controlled intersection is referred to as
intersection c. To show some extra detail, the right side of Figure 3.1 zoomed in on this intersection.
On the left side, the preceding intersection, referred to as intersection i, is included to show the entire
link. The proposed method is a decentralized traffic controller and therefore |C| = 1, opposed to
centralized traffic control methods which control multiple intersections. Intersection ¢ has 3 preceding
intersections that are connected with a link to the controlled intersection. The link shown in Figure 3.1,
between intersection i and c, is referred to as link a. The size of I and A, is often equal, except when a
link egresses on a residential area without a preceding intersection. On the other hand, each preceding
intersection is connected via a link, i.e. |A.| = |I].

\J

=== Stopline detector e Arrival detector

10
_ === Queue detector _X_ Signal group

Figure 3.1: On the left side, the preceding intersection i and on the right side the controlled intersection ¢ which is highlighted
in yellow. The intersections are connected with link a. The ingress of this link is via SG 2 or SG 10 from intersection i. The
egress of this link is via SG 2 for vehicles turning left or via SG 3 for vehicles that go straight ahead.

The topology of link a of between intersection i and ¢ as seen in Figure 3.1 can now be explained
in the mathematical symbols as described in Table 3.1.

* 0D, is always based on the SGs of the controlled intersection. On intersection c, vehicles can
turn left following SG 2 or go straight ahead following SG 3. The set of SGs of link a is denoted
as 0D, =[2,3].

» Each SG has one arrival detector covering all lanes of that SG, |D{| = |D3f| =1.
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» Both SG 2 and SG 3 have two lanes, for both SGs applies |L,4] = 2.

« Each lane has a stop line and queue detector, |DS,;| = |D];| = 2.

 All detectors are inductive loop detectors that detects conductive objects such as vehicles, as
explained in Section 2.1. When a vehicle arrives at detector d at time t, the induction is temporary
reduced. At the start of this reduction the detector sends a one to the TLC, xZ(t) = 1 with z the
type of detector. The TLC sends a zero at the end of the reduction, x7(t + At) = 0. Inductive loop
detector cannot distinguish individual vehicles. If the presence of vehicles overlap, it is detected
as one vehicle with At longer than usual. The same applies for vehicles with a lower speed than
usual.

The goal is to minimize the number of stops and total vehicle delay for intersection c by selecting the
optimal sequence of signal states based on the detections. This is done by selecting the best phase
group. The signal states of the selected phase group are switched to green and all other signal states
to red. A phase group is a set of signal groups that are non-conflicting. In Figure 3.1, SG 2 and SG
3 can be combined in a phase group. But it is also possible to combine SG 3 with both signal groups
on the opposite side of the intersection. All signal groups from one link are always a phase group, but
there are also combinations possible that uses multiple links, i.e. A, € PG.. The selected phase group
at time t should be y(t) which maximize the overall performance as given by

x(t) = arg max(f(xé(t),...)) vd, z, (3.1)
PYEPG,

where z is the type of detector and f the score function. It is not always possible to use the Key

Performance Indicators (KPIs), total vehicle delay and total number of stops, as score function because

not all information needed to determine the KPlIs is available for TLCs used for real-world operation.

This has two causes:

» Most controllers only have inductive loop detectors. These detectors give too little information to
determine the KPlIs.

» The consequence of a schedule, in terms of vehicle delay and number of stops, will only influences
future detections which are still unknown when the schedule is determined.

Controllers determine the best schedule based on the available information from now and the past.
Most controllers determines the schedule solely based on the detections as input. However, some
state-of-the-art controllers can use extra inputs. Despite the fact that the score function will not directly
maximize the KPls, it will maximize a correlated function that is possible to determine based on the
available information. This function is different for each controller and cannot be written down in a
general form.

3.2. Baseline methods for traffic control

In this section two control approaches are explained that will act as the baseline to test the perfor-
mance of the proposed controller compared to current state-of-the-art controllers. The first control
method is based on CCOL, this is a toolkit to design vehicle actuated controllers. CCOL controllers
are currently one of the most used on-street controllers in the Netherlands [16]. The second controller
is DIRECTOR, the model predictive controller designed by Siemens. Both methods are already briefly
explained in Chapter 2, in this section both baseline methods are explained in more detail for a deeper
understanding.

3.2.1. Baseline method - CCOL

CCOL is a toolkit to design controllers for a specific intersection. A CCOL controller is hand-crafted for
every intersection and therefore also different for every intersection. It takes a lot of effort to design
and fine tune these controllers. The performance of these kind of controllers deteriorates due to the
changing traffic flow. Therefore, these controllers are tuned every 2-3 year. The CCOL controller
used as a baseline method is the hand-crafted version for the intersection shown in Figure 1.3 in the
introduction. This version was tuned in 2017 for the last time. The used cost function to determine
the optimal schedule is not exactly known because every controller is tuned differently. The intuition
behind CCOL is summarized as follows [16]:
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» The controller uses a basic scheduling sequence that has the fastest and safest switches in
between.

» The duration of green extends until the last vehicle of the queue left or the maximum green time
is reached.

» Based on the hand-crafted properties, some exceptions are made on the scheduling sequence.
Two obvious and often used properties are:

— A phase group is skipped when no vehicles are present.
— Signal groups within a phase group can be exchanged for a signal where there are vehicles
waiting.

The strength of CCOL is that it utilizes the green time optimally by choosing the optimal moment to
switch, just after the last vehicle has departed. In general, vehicles never have to wait twice before a
red traffic light and after the last vehicle departed another SG is serviced directly. This optimal moment
is known from the moment the last vehicle has left and therefore, the time until red will change until the
last second. Therefore, this scheduling model is not suitable to enable GLOSA.

3.2.2. Baseline method - DIRECTOR

DIRECTOR stands for Data-driven Intersection and Road Environment Controller for Traffic Optimiza-
tion in Real-time. DIRECTOR is a controller, developed by Siemens, with the goal to enable Advanced
Driver Assistance Systems (ADAS) such as GLOSA systems. To achieve this goal, the controller needs
to be predictable, i.e. the time until green or red is known in advance. Based on this, the optimal speed
can be determined for the arriving vehicles to minimize the number of stops. With the development of
automated vehicles, this information could eventually be used to control the speed of the vehicles. The
only way to guarantee a constant time until green is to fix the schedule ahead in time. On the other side,
it is also desired that DIRECTOR remains flexible to handle changing traffic conditions. Live detections
of the vehicle detectors are used by controllers to adapt to the current traffic conditions. However, the
detectors measure the vehicles only for the near future which is within the fixed schedule that ensures
a constant time until green. Therefore, DIRECTOR needs to know the arrivals in advance to adapt
to the current traffic flow. Hence, DIRECTOR uses a prediction model that predicts the future arrivals
mainly based on the vehicle detectors of the preceding intersection. With this model, the controller is
still flexible but can also fix the schedule ahead in time.

The prediction model of DIRECTOR uses Recurrent Neural Networks (RNNs) and is developed by
Helmy [27] for her master thesis that she conducted at Siemens. Van Senden [80], her successor at
Siemens, improved this model by using a Long Short-Term Memory (LSTM) network. Van Senden
also created the controller that makes a time plan for the near future based on the predicted arrivals.
Haanstra [25] developed an add-on that uses variable weights for trucks to minimize the number of
stopping trucks. Trucks cause a lot lost green time due to low accelerating abilities. The add-on can
be seen as a detached part of DIRECTOR and has no effect on this master thesis. The methods that
DIRECTOR use can be separated into three steps.

1. Data gathering and pre-processing steps
2. Prediction model
3. Control of intersection

All steps of DIRECTOR are explained in this subsection. All explained methods are also used in the
proposed controller. For design choices and extra explanation it is recommend to read the master
theses of Helmy, Van Senden and possibly Haanstra that includes a complete evaluation and possible
improvements of DIRECTOR [27] [80] [25].

DIRECTOR operates in discrete time steps with the use of time bins. The index of a time bin is
denoted as T. The transformation from the time interval with the index of T between t,;4,+ and t.,q is

given by
tstart =to + T * tyin, (3.2)
tena =to + (T + 1) - tpin,

where t, is the current time. For example, DIRECTOR predicts the arrivals for 30 seconds in the future
with a bin size t;;, of 10 seconds. This means that the predictions are made for time bin T = 2 which
is from tsq¢ = 20 until t,,q = 30.
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A prediction model is trained for each link separately. Therefore, the subsections about data aggre-
gation and the prediction model will focus on one link. For the intersection in Figure 1.3, three prediction
models are needed.

Data aggregation and pre-processing

The first step of DIRECTOR is to collect all inputs needed for the prediction model from the past time
bin, i.e. T = —1. Helmy [27] determined five inputs that are needed for the prediction model. Below
the aggregation of all five inputs are explained.

» Departures from preceding intersection: Probably the most important inputs are the stop line
detectors of the preceding intersection. These are inductive-loop detectors and ensures that
DIRECTOR is able to adapt to the traffic flow of the near future. Most vehicles that cross the stop
line detectors will eventually arrive at the next intersection. These detections are transformed
from the presence of a vehicle at a certain time to vehicle flow per time unit, i.e. transform ones
and zeros to number of vehicles per time bin. This transformation is needed because at the end,
the traffic flow is the desired output of the prediction model. The aggregation of detections for the
past time bin for one signal group is given by

Apoa(T =—-1) = Z i xa(t), (3.3)

dSeD; ; t=to—tpin

where the aggregated detections are denoted as Ap}; and xj(t) is the detection of a vehicle on
the stop line detector d° at time t.

* Arrival flows (with turning percentages): The same method as given by Equation 3.3 is used for
the arrival detectors which are also inductive-loop detectors. The arrival detectors are the first
detectors of the intersection and each signal group has his own arrival detector. Important is to
keep in mind that these detectors are also the main output of the prediction model. The goal of
the prediction model is to determine the traffic flow over the arrival detectors shifted 30 seconds
in the future. Lateral dispersion of the vehicles have impact on the performance because each
link can lead to multiple signal groups. The turning percentage is also given as an input based on
the ratio between the number of detections for one signal group and all detections for that link.
This helps to predict the correct number of arriving vehicles for each signal group based on the
total number of leaving vehicles of the preceding intersection. The turning percentage turn,, is
determined for all signal groups of the approach and given by

Apgqa(to)
Yodeon, BPaa(to)’

turnyg(T = -1) = (3.4)

» Signal states: The state of the signals has an effect on the speed of the vehicles. To incorporate
this effect in the model, the signal states of the upcoming traffic lights are used. For every interval
the first signal state is noted. Traffic lights have three states. Green is denoted as 2, amber is
denoted as 1 and red is denoted as 0.

N

, ifsod(to — tbin) = GREEN,
Soa(T = =1) =41, ifs,q(te — tpin) = AMBER, (3.5)
0, if Sod(tO - tbin) = RED.

* Presence of queue: The presence of a queue also influences the speed of the arriving vehicles.
These detectors work the same as the earlier mentioned vehicle detectors. Because the area
of this detector is much bigger, the vehicles are detected over a longer period. It is important
to distinguish vehicles that drive over the detector and vehicles that stopped in the queue. This
separation is done by using a time threshold. When the detector is occupied for at least 3 seconds
without a break, a queue is noted. A queue is present if

xJ(@®) =1 A x(t +At) = 0 with ty — ty;, <t <t, and At >3 (3.6)

is true and a one is noted in that case, otherwise a zero is noted.
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» Time: Time is separated into time of day and day of week. For time of day the start time of the
interval is taken as seconds that has passed after midnight. For example, noon has the time
12-60-60 = 43200. Day of the week is noted with the numbers 0 to 6 with each day of the week
its own number.

The result is a matrix for each link as shown in Figure 3.2. Every time step, the new aggregated
data from T = —1 is included in the matrix. Each column contains all above mentioned input features.
This input vector is to scale for the example shown in Figure 3.1. The rows contain the aggregated
data for the interval T = [—n, —1]. Detections before T = —1 are still useful to determine the predicted
arrivals. Therefore, the input for the prediction model is the aggregated data of the previous n time
steps.

An number between 0-6 for each day of the week.

Time Time of day is seconds after midnight. || e
Count of stopline detectors of the signal groups with

| |destination towards the controlled intersection, ] N

Upstream < |— Length is one feature for each lane. | e

departures - — I gy —

True if a queue detector is occupied for at least 3
seconds for each detector of the predicted signal

Queues < —groups. Length is one feature for each lane.

Count of arrival detectors of the predicted signal groups. Length is one

A~
|
|
|

Armivals < - o ture for each signal group. ] ]
, | |Signal state of the predicted signal groups. Length is one feature for | | | L
Signal states each signal group.
)‘b ); )\} )"\\
‘2 s o, o
7

Figure 3.2: Matrix of inputs for the prediction model. The rows represent the number of input features which depends on the
configuration of the link. The matrix contains n columns which represents the number of time bins from the past that are used
for the prediction.

The left side of Figure 3.3 gives an example of the aggregation of arriving vehicles for the past time
bin for a signal group. The detected arrivals x,’;(t) are aggregated using Equation 3.3 which results in
ApFy(T =—1) = 2.

T=-1 T=0 T=1 T=2 B Detected arrivals
B Future arrivals

Aggregated arrivals

Predicted arrivals

Number of vehicles

-

O@@‘?NON?@MDN?@MON#@O@Q

!I— = = w= = ] ™™ M
Time

Figure 3.3: Example of aggregation of the detected (black) and predicted (red) arrivals over time. T = —1 is based on the
detections of the arrival detectors, T = 0 and upwards is based on the predictions of the LSTM network.
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The next step is to perform some pre-processing steps to make the data easy interpretable for the
neural network. Pre-processing is not mandatory but it is highly recommendable to boost the perfor-
mance. In this case, the data is standardized, i.e. the data is transformed to have a mean of zero and
a standard deviation of 1.

The exact mean and deviation is unknown for the inputs. Therefore, these parameters are based
on historic data that is used for the training of the model. The data set contains N observations that
is collected Q time bins in the past. Each observation is the aggregated data of one time bin with all
features as described in Figure 3.2. The standardization is performed for each feature separately. A
feature x(T = —1) is standardized which results in the input for the prediction model as given by

xT=-D-p N
Z(T=—1)=f with K=y Z x(T) and o=

T=—N-Q

—Q
> am-wr (7)
T=—N-Q

=

Prediction model

The prediction model uses the aggregated data to predict the future arrivals at the arrival detector. The
prediction model needs to be trained once for each link based on historic data. The prediction model is
a LSTM network for short-term traffic flow predictions. LSTM is a RNN that uses five different features
as input corresponding with the outputs of the data aggregation. The architecture of the network is
shown in Figure 3.4. The main target of the prediction model of DIRECTOR is to predict the arrivals
over 3 time bins. This are the arrivals for 20 until 30 seconds in the future with a time interval of 10
seconds. The outputs of the model are the three of the five inputs described as above, but shifted over
30 seconds, i.e. 3 time bins. The master thesis of Van Senden can be used for extra information about
the design choices regarding the LSTM architecture [80].

—| I
1
signal || H ] 1 MAIN
states |H H L1 | TARGET:
1 predicted
t'_ u — arrival
B flows
arrival | | I} .
flows |1 Full ted predicted
u ully connecte |
U H > LSTM layer > y > Outputs > queue
e layers — | presence
queue || I —
presence ||| | | predicted
U M signal
1M —— states
departure || 7 —
flows L[] | T=-2
| H
|
time {4 L _IT=-1
\L_JT=-n+1

T=-n

Figure 3.4: Schematic representation of the LSTM architecture used in DIRECTOR [80]. The inputs of n time bins in the past
are used to make predictions for T = 2

The right side of Figure 3.3 gives an example of perfect predictions of the arriving vehicles for a
signal group. The future arrivals are unknown at the time of predicting. The arrivals are predicted for
T = 2. The output of the prediction model is Ap},(T = 2) = 1. After the time interval has past, this
prediction is moved to T = 1, etc. The result is the predicted arrivals up to 30 seconds in the future. If
the future arrivals are correctly predicted, the vehicles will cross the arrival detectors as time goes on.
From this moment on, they are no longer predictions but known vehicles that entered the queue. The
predictions (red) are replaced for the real measurements (black).
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Control of intersection

The controller is developed by Van Senden [80] at Siemens, based on the self-organizing intersection
controller developed by La&mmer [37]. The controller uses the estimated arrivals to make an optimization
over the near future. Itis important to include future arrivals because it is not allowed, and due to safety
reason not desired, to switch signal states instantly. Measures such as amber time, clearance time,
minimum green time and minimum red time will ensure safety. The procedure of switching signal
states (and back) effects the near future and therefore it is important to incorporate future arrivals in
the optimization.

The aggregation of data and the prediction model both uses a time interval of 10 seconds. The same
time interval is used by the controller. Every 10 seconds, the data is aggregated, the arrivals are pre-
dicted and the time plan is determined for another 10 seconds. A smaller interval will likely improve the
performance, however, this will also increase the computational load. DIRECTOR can operate in two
scheduling modes. The scheduling mode is an adjustable parameter of DIRECTOR which indicates
the length of the fixed control horizon, i.e. within this time frame it is no longer allowed to change the
schedule. For DIRECTOR, the full length of the known schedule is always fixed and therefore there is
no extra predicted control horizon available. The schedule is determined for the upcoming 10 seconds
in the scheduling mode with zero bins fixed. This will result in a controller that has no control horizon
beyond those 10 seconds. Therefore, the second scheduling mode fixes the schedule for 10 seconds
extra, i.e. the scheduling mode with one time bin fixed, to improve the predictability. Every time step,
the schedule is determined for T = 1 and the schedule determined at the previous time step will be the
schedule for T = 0. No modifications are allowed in the schedule of T = 0 to ensure a constant time
until green in the last 10 seconds. Both scheduling modes are explained below.

Selection of the optimal signal group

In both scheduling modes, DIRECTOR tries to minimize the cumulative travel time delay. DIRECTOR
will service the signal group that give the greatest travel time delay if not serviced. The travel time delay
D,q over the interval (tstqrt, teng) 1S given by

tend

Doq(tstart tena) = f Poa(t), (3.8)

t=tstart

where p,4(t) is the queue length at time t. D,; is equal to the area under the black line in Figure 3.5.
The queue length at ¢, is based on the counts of the stop line and arrival detectors. All vehicles that
crossed the arrival detector are present in the queue. All vehicles that crossed the stop line detector
left the queue. Itis not possible to determine the queue length for the future. To determine future queue
lengths, the predicted arrivals from the prediction model are needed as given by

Poa(t) = Poa(to) + Apga(to, D), (3.9)

where Ap},(to,t) are the arrivals between t, and t. Future departures are not taken into account
because the signal group with the greatest travel time delay if not serviced is needed. The exact
moments of the arrivals are unknown because the prediction model operates in time steps. The number
of arrivals is only known within the used time steps of the prediction model. Because the exact moment
of arrivals is unknown, an uniform distribution is assumed of vehicle arrivals within the time bin. To have
a clear distinction between the average and actual queue length, a new notation is used. The average
queue length during the interval (T - ty,;,, (T + 1) - t;5,) is denoted as pyp[T]. The average queue length
within a time bin is the sum of the waiting vehicles at the start of the time bin pop (T - t};,) sSummed with
the arriving vehicles during that time bin Apj,[T] divided by two. Equation 3.9 is rewritten to

1
PoalTl = poa(T - tyin) + > “DpgylT]. (3.10)

The travel time delay must handle the discretized version of the queue length. The travel time delay
of each time step is summed to determine the total travel time delay. Equation 3.8 is rewritten to

Tena

DoalTstart: Tenal = thin Z poplT], (3.11)
T=Tstart
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where Dy [Tstart, Tenal iS the average travel time delay for all time bins within [Tgiqr¢, Teng]- This is
equal to the grey area in Figure 3.5. The signal group with the highest travel time delay will be serviced
in the next interval.

8 B Actual queue length

Aggregated (predicted)
queue length

B Switching penalty ad-
hoc mode

B Switching penalty fixed
time bin

Number of vehicles
N

OV OTNONTOOONTOWOVOONT OO
oo T AN ANANANNOM

Figure 3.5: Queue length for a signal group if the signal group is not serviced based on the summed arrivals over time of the
example in Figure 3.3.

Figure 3.5 gives the queue length from t = —10 until t = 30 based on the (predicted) arrivals in
Figure 3.3. The actual queue length is unknown but an aggregated queue length is determined based
on the prediction model. DIRECTOR in the scheduling mode with one time bin fixed, determines the
best schedule for T = 0 based on the predicted queue length. The queue length at t = 0 (p,4(0)) is
two vehicles. The number of arriving vehicles during time bin T = 0 (p/,[0]) is three. Filling in Equation
3.11 for T = 0 gives the total travel time delay D, [0, 0] of 35 seconds if the signal group is not serviced
during T = 0. This is equal to the grey area of the aggregated queue length in T = 0 in Figure 3.5.
DIRECTOR can also determine the schedule for T = 1. The calculation is similar but shifted for one
time interval. This scheduling mode determines the total travel time delay for T = 1. Using Equation
3.11 for Dpp[1,1] results in 10 - 5.5 = 55, which is equal to the grey area under the aggregated queue
length for T = 1. The previous schedule of T = 1 is moved to T = 0 after the time interval has finished.
The controller will determine the cumulative travel time delay for all signal groups and service the signal
group with the highest travel time delay. DIRECTOR uses the same time interval ¢, ;,, as the prediction
model. The schedule is determined for one time bin at a time based on the cumulative travel time delay
of that time bin. Therefore, T4+ = Teng- The signal group that is scheduled y(t) during one time bin
is given by

x(t) = arg max{Dod(t, t+ tbin)} =~ arg max{Dod[T, T]} = arg maX{Dod[T]}. (3.12)
0d€0Dy 0d€0Dy 0d€0Dy
This control approach could lead to a schedule with many switches between signal groups. How-
ever, instantly switching is not allowed for operating TLCs. Switching penalties are used to incorporate
the lost time of switching in the controller. The size of the switching penalty €,, is equal to the cumu-
lative travel time delay caused during the switch and given by

© ) if od = x(t — tpin)
€od = . .
? fi‘&’,ﬂf&h_tbm) Pyt—tyy [T] i od # x(t — tyin).

The switching penalty is based on the queue length of the signal group serviced in the previous
time bin y(t — t,;,) because those vehicle could continue if no switch occurred. The duration of the

(3.13)

switch is denoted as tf,‘g_gg(cth_tbin). The switching time also depends on the previous serviced signal
group because that signal group needs to switch to red. The equation only holds when tf)‘&"i;(cth_tbm) <
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tyin, Otherwise, signal groups that were serviced further back must be included in Equation 3.13. The
switching penalty is incorporated in Equation 3.12 which results in

x(t) =arg maX{Dod(t, t+tyin) — eod(t)}. (3.14)

0d€0Dy

Using the same example of Figure 3.5 and assuming that this signal group is serviced (x(t — tpin))-
The switching penalty for this signal group is zero because it is already serviced and no switching is
needed. Other signal groups will get a switching penalty. Assume tf;g,éf(cth-tbm) is 5 seconds. Filling
in Equation 3.13, the switching penalty for signal group od is 5 - 3.5 = 17.5. The area under the red
line in Figure 3.5 visualizes the switching penalty. These seconds are subtracted from the travel time
delay for signal group od as given by Equation 3.14. When the schedule is determined for T = 1, the
calculation of the switching penalty is also shifted 10 seconds. This will result into the area under the
blue line in Figure 3.5 when using again tgfiv,i;f(crh—tbm) =5butnowforT = 1.

Assumption of no departures

DIRECTOR will service the signal group that gives the greatest travel time delay if not serviced. Based
on this, the assumption was made that there are no departures included to determine the queue length.
However, the queue length for T = 1 could significantly differ if the signal group was serviced during
T = 0. For DIRECTOR to operate with one time bin fixed, this flaw needs to be solved. The average
number of departing vehicles Ap_,[T] is given by

0, if od # (T - tpin)
Bp5alT] = {min{poa(T - tyin) + Bp3alT] (toin = toaitetym)  DPod b ifod # x((T = 1) - tyin)
min{poq (T * tpin) + BP3alT], toin - BPod "}, otherwise,

(3.15)
where Apy;¢¢ is the number of departures per second. The maximum number of leaving vehicles
is limited by the maximum number of vehicles in the queue. The exact number of departures per
second is unknown because those vehicles have not yet crossed the stop line detector. DIRECTOR
currently uses a static model to determine the expected departures based on an average in historic
data. On average, every 2 seconds one vehicle per lane will leave the queue during a green phase,
i.e. Ap,;%¢ = 0.5 for signal groups with one lane. If the signal group was not scheduled before the
previous bin, there are less than 10 seconds left for vehicles to depart because of the lost time due to
switching. This deviation will only affect the signal group that was serviced during the previous time
bin, otherwise, there are no departing vehicles.

The arrivals are added and departures are subtracted of the queue length to determine the queue
length for the next time bin. Equation 3.10 is rewritten to

1
Pod [T] = pod(T ! tbin) + E ' Ap;-d [T] - Apgd [T - 1]' (3-16)

Requirements to make DIRECTOR suitable for real-world application

Not all signal groups are conflicting and therefore multiple signal groups can be serviced at the same
time. All non-conflicting signal groups are combined in a Phase Group (PG). DIRECTOR will minimize
the cumulative travel time delay by scheduling the optimal PG as given by

x(t) =arg max{ z Dya(t, t + tpin) — Z eod(t)}. (3.17)
PgEPn od€pg od€x(t—tpin) A 0depg

There are more requirements to make DIRECTOR suitable for real-world application, e.g. minimum
and maximum green time. These extra requirements does not influence the structure of DIRECTOR
and are therefore not explained in this master thesis. All these requirements are explained in the master
thesis of Van Senden [80]. The next sections will explain the methods used in the proposed controller.
The structure of the proposed controller is based on the structure of DIRECTOR and the methods in
the next sections will be adaptions on this framework of DIRECTOR.
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3.3. Optimal features for the prediction model

Now that the baselines have been discussed, this section will present the novel features for the pre-
diction. GLOSA messages can inform arriving vehicles with the optimal arrival time. To properly adapt
the arriving times of the vehicles, GLOSA messages needed to be send earlier than the case was for
DIRECTOR. This can be achieved by increasing the prediction horizon without loss of accuracy. In
Chapter 2, two possible improvements are discussed to increase the time horizon of controllers. The
first option uses communication with the vehicles to share their location. This information is however
not (yet) publicly available and therefore the second option is currently more promising. This option
shares information with preceding TLCs. Expanding the data-driven model of DIRECTOR with more
information from preceding TLCs could expand the prediction horizon. Chapter 2 explains that LSTM
networks are the best choice for making predictions of time series such as arriving vehicles over time.
Therefore, this section will not focus on the type or architecture of the prediction model. It will investi-
gate promising features that are also available in real-world circumstances for optimal predictions. In
Subsection 3.3.1 a new method for pre-processing of the features is proposed. In Subsection 3.3.2 the
number of features is expanded with extra features from the preceding TLC.

3.3.1. Pre-processing of the features

Pre-processing steps could boost the performance by arranging the data is such a way that it is under-
standable for a neural network. This subsection covers pre-processing steps that are applicable on the
input data for the proposed controller.

Stationary detection data
Standardization of the input data is a standard pre-processing method [33]. This ensures that features
with big changes are not automatically more important. The mean is subtracted and the features are
scaled in such a way that all values are between -1 and 1. This pre-processing step is also applied on
DIRECTOR. Figure 3.6 shows an example of the aggregated arrivals per hour which gives insight in
the average over time. The orange line represents the number of arrivals per hour. The stop line and
queue detectors follow this same trend. Standardization will result in a data set with the same trend
which is represented by the blue line. The trend remains but it scales and is centered around zero.
The inputs could be converted to stationary data to remove this trend. Stationary data is constant over
time, i.e. there is no seasonally dependency. To achieve this, the previous value is subtracted as given
by
z(T) = x(T) —x(T - 1), (3.18)

where x(T) is a general feature that is used in the prediction model. The differenced series z(T) is the
change between two consecutive observations. This model is called the random walk model and is
often used in the area of finance to predict stock prices or exchange rates [75].

When predictions are made for multiple time bins in the future, all values in between are unknown
at the time of predicting. For example, values x(T — 1) and x(T — 2) are unknown when predictions are
made for 3 time bins in the future (T = 2). Equation 3.18 is rewritten to

z(T) = x(T) — x(T —n), (3.19)

where n needs to be equal or greater than the number of predicted time bins. The differenced series
z(T) is now the change between two observations, n time bins apart.

After the prediction step, the output of the prediction model must be transformed back to the original
units. This transformation is given by

E[x(T + n)] = x(T) + €,(T +n), (3.20)

where E[x(T + n)] is the feature transformed back in original units and €, (T + n) is the output of
prediction model. The objective of the prediction model is to predict the future arrivals. Therefore, the
general feature x(T) in Equation 3.20 is replaced for the aggregated arrivals as given by

E[Ap3a(T +m)] = Apla(T) + en (T + 1), (3.21)

where E[Ap},(T + n)] are the expected future arrivals for time bin T + n. Ap},(T) are the detected
arrivals, i.e. detected arrivals of the past time bin. The future arrivals are the detected arrivals of the
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past time bin plus a shock €, (T + n). This shock is predicted with the LSTM network and is stationary
over time.

The proposed method will provide a stationary data set which is represented by the green line in
Figure 3.6. This pre-processing step will remove the trend and zero-center the data set. This data set
is zero-centered because all values are subtracted in the nt" next time bin. Standardization will only
zero-center the data set but not remove the trend.

Aggregated vehicle arrivals
1500 7 —— Standardized data set

—— Stationary data set
1250 +

1000 +
750 A

500 ~

o M M A\ M
VARVERVERVERY,
—250 +
25 50 75 100 125 150 175
Hour of the week after monday at midnight

Flow (vehicles/hour)

0

Figure 3.6: Effect of pre-processing steps on the detected arrivals over time. The data is aggregated per hour to give insight in
the average over time for one week. All values of the standardized data set are between —1 and 1. There are 360 time bins
within an hour, therefore, all values of the aggregated standardized data set are between —360 and 360. Stationary data sets
have no trend over time which is the case for the data set represented by the green line.

Time data

As already mentioned in Subsection 3.2.2, the time data in DIRECTOR consists of two parts. The time
of the day expressed in seconds after midnight and the day of the week expressed as number between
0 and 6. For the neural network to optimal perform, time data cannot be inputted as regular numbers.
Time data has many unique characteristics and the neural network should benefit of knowing these
characteristics. The day of the week data, which are categorical features, needs to be converted to
numerical features. The time of day, which is an example of cyclic data is converted by using trigono-
metric functions.

Day of the week data

The blue line in Figure 3.7 represents the day of the week feature as used by DIRECTOR. Categorical
features such as the day of the week must be converted to numerical features to use in a neural
network [62]. DIRECTOR converts Monday to 0, Tuesday to 1, etc, as seen by the blue line in Figure
3.7. The model can misunderstand this representation by assuming that the feature has a hierarchical
order were Tuesday (1) is larger than Monday (0) or the average of Tuesday (1) and Thursday (3) is
Wednesday (2). One-hot encoding can prevent this by using each category as separate feature as
seen in Table 3.2. The number of features will increase from 1 to 7, one feature for every day of the
week. The IsMonday feature is represented with the orange line in Figure 3.7. For both methods, only
1/7 of the data is available to recognize the patterns of the day of the week. However, the outputs of
Monday till Friday follow similar patterns and Saturday till Sunday follow similar patterns. This is good
visible in Figure 3.6. Therefore, all weekdays (or workdays) and all weekend days are merged to give
a binary output with 1 for workdays and 0 for weekend days. This representation is represented with
the green line in Figure 3.7. This will reduce the complexity without deterioration of the performance.
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DayOfWeek | DayOfWeek | IsMonday IsTuesday -+ IsSunday | IsWorkday
Monday 0 1 0 - 0 1
Tuesday 1 0 1 0 1
Wednesday | 2 0 0 0 1
Thursday 3 0 0 0 1
Friday 4 0 0 0 1
Saturday 5 0 0 0 0
Sunday 6 0 0 1 0

Table 3.2: Possible pre-processing steps on the day of the week data. DIRECTOR uses a numerical input with a value
between 0 - 6 for each day of the week. One-hot encoding will transform each category in a separate feature. The binary
output will combine Monday till Friday because they follow similar patterns.
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Figure 3.7: Visualization of day of week data. The left graph visualizes the input as used by DIRECTOR and the right graph
shows the options for the proposed method.

Cyclic data

Time is a perfect example of cyclical data. Seconds follow a cycle within a minute, minutes follow a
cycle within a hour and this continues even for years. The goal is to let our model know that time is
cyclical.
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Figure 3.8: The left graph visualizes the original time input for DIRECTOR. The right graph transformed the time data by taking
the sine and cosine
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As seen in the left graph of Figure 3.8, the time repeats every 8640 time steps, i.e. the number of
time steps within a day when using time bins of 10 seconds. However, this representation shows big
jumps midnight which are not correlated with an extraordinary jump in time. In reality, a time step during
midnight has the same size as all other time steps. A solution used in many other machine learning
problems is to replace the time feature in two new features: the sine and the cosine of the time [44].
The result is the right graph in Figure 3.8.

3.3.2. Incorporate features of preceding intersection in prediction model

Input features

As explained in Chapter 1, GLOSA could benefit from a predictable TLC. To achieve this, the prediction
horizon needs to be expanded which can be achieved using more information of the preceding intersec-
tion. All Dutch intersections collect their information using the V-log protocol. The V-log protocol is an
open standard for data logging in traffic control devices [15]. This protocol collects, including the stop
line detectors that are already used by DIRECTOR, all information from the signal states, queue detec-
tors and arrival detectors. Future arriving vehicles will cross these detectors earlier because they are
placed further upstream. This information could potentially boost the performance of the predictions,
especially for predictions over a longer time horizon.

The proposed feature vector is shown in Figure 3.9. The size of the vector is again based on the
configuration of the link in Figure 3.1. The prediction model will predict the future flow on the arrival
detector (green). This link has two upstream feeding signal groups (SG 2 and SG 10) which results
in 2 upstream arrival detectors and 2 upstream signal states. Both signal groups have 2 lanes each
which gives 4 upstream departures and upstream queues. In total, these are 12 input features from
the preceding intersection. SG 2 and SG 3 also have 2 lanes each which results in another 12 input
features. There are always 3 time features, independent of the configuration of the intersection. In
total, the feature vector for this link will have a length of 27.
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Time < Sinus of time of day is seconds after midnight.

l Cosinus of time of day is seconds after midnight.
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<
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Figure 3.9: The proposed input vector for the LSTM network.
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Output features

As already mentioned in Subsection 3.2.2, the outputs of DIRECTOR are the detections on the arrival
detectors with turning percentages, queue detectors and signal states. However, the arrival detectors
are the only used output for the control and all other outputs are discarded. Helmy [27] discovered
that the extra outputs helped recognizing patterns rather than memorizing them. However, currently
an LSTM network is used that has internally a remember gate to coop with this problem as explained
in Chapter 2. The advantage of only using the arrival detectors as output, is that the error is not
minimized over all outputs but only over the arrival detectors. Therefore, the proposed method only
uses the arrival detectors as output because the performance of the prediction model is solely based
on these detectors.

3.4. Proposed method to incorporate predicted arrivals in traffic
light controllers

The controller makes a time plan that causes the least cumulative travel time delay which is based on
the queue length and the predicted arrivals. DIRECTOR can do this in two scheduling modes: with
zero and one time bin fixed. DIRECTOR makes the predictions over a time horizon of 30 seconds.
Fixing zero time bins, only the first 10 seconds are used by the controller. This will be 20 seconds if
one time bin is fixed. The predicted queue length after 20 seconds is not used at all to determine the
schedule. This section proposes a method to extend the control horizon of the controller with optimal
implementation of the prediction model. This proposed method is referred to as P+HOR and separated
into two parts.

1. P-HOR extends the control horizon which could be used to enable GLOSA. The length of the
control horizon is disconnected from the the scheduling mode (i.e. number of time bins that
is fixed). There is always a predicted control horizon which is needed for GLOSA to operate.
Therefore, it is desired to disconnect the predicted control horizon from the scheduling mode
such that the predicted control horizon has the same length in every scheduling mode. The
length of the fixed control horizon depends on the scheduling mode. This step will be explained
in Subsection 3.4.1.

2. The second step is the optimal use of the outputs of the prediction model. The quality of the
predictions deteriorate with the length of the prediction horizon of the predictions. It is beneficial
to make predictions for all time bins instead of only the last time bin of the control horizon. This
will maximize the quality of the queue length that is calculated with the predictions. This method
is explained in Subsection 3.4.2.

The goal is to improve the performance and make the design of the controller ready to enable
GLOSA. Therefore, both methods are merged at the end of this section which results in the design
of the proposed controller but still with GLOSA disabled. The next section will explain the process
of enabling GLOSA which should lead to further improvement of the performance. This controller is
referred to as P-HOR+G.

3.4.1. Extension of the control horizon

This subsection explains the method to increase the control horizon. Figure 3.10 shows the structure of
P-HOR (bottom) compared to the structure of DIRECTOR (top). P-HOR will increase the control horizon
but not necessarily fix all time bins. The schedule can be redefined at the next interval if desired to
increase the flexibility. Both methods will be explained in more depth which will provide clarification on
the figure.
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Figure 3.10: On top, the method to determine the schedule for DIRECTOR. This method is limited in two scheduling modes with
an equal control horizon. The proposed method (P-HOR) uses a control loop to increase the control horizon of the controller.

Both controllers have the same four main components in their framework which are run through
each time step.

« Stabilization check: The first step is to check if there is a situation that must be resolved imme-
diately. This is the case when there is a (too) long queue or vehicles are waiting longer than the
maximum waiting time. Priority requests for emergency services could also be handled during
this check in the future. If stabilization is needed, this signal group is served directly.

* Queue length determination: The queue length is calculated as given by Equation 3.10 or 3.16
based on the scheduling mode.

» Determination of schedule: The next step is to select best phase group, i.e. the phase group with
the highest priority. The priority is the sum of the travel time delay and switching penalty of each
signal group within the phase group as given by Equation 3.17.

» Applying the schedule: If there is a stabilization task needed, that schedule is applied. Otherwise,
the previously selected phase group will be applied. Based on the schedule, the time until green
or red can be calculated to enable GLOSA.

DIRECTOR can run these steps in two scheduling modes depending on the number of fixed time
bins. If the first time bin is fixed, the schedule from the second time bin is moved to the first time bin
at the end of the interval. The schedule needs to be determined for a longer time horizon to enable
GLOSA.

P-HOR calculates the optimal schedule for the full prediction horizon independent of the fixed time
bins. The cumulative travel time delay is calculated for all time bins within the control horizon. The
queue length in a future time bin depends on the schedule of all time bins between now and that time
bin because vehicles can depart between those moments. Therefore, the time bins within the control
horizon are built one by one. Each scheduled time bin has influences on the queue length for the next
time bins.

The equations given in Subsection 3.2.2 are rewritten to make them suitable for longer control
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horizons. The switching penalty is left out for simplicity. Merging Equation 3.10 and 3.11 will result in

Tend

DoalTstart: Tenal = thin Z PoalT]

T=Tstar
et (3.22)

Tend
1
= tpin Z Pod (T - tpin) + E : Ap;—d[T]'

T=Tstart

P-HOR determines the schedule for the full time horizon of the prediction model. The queue length
in the future is unknown, therefore pyp (T - tp;,) is only known for T < 0. Equation 3.16 is rewritten to
calculate the queue length in time bin T, based on the current queue length as given by

Ty—1

Poa(Te thin) = Poa(®) + ) Bpfa[T] = Bpz4[T]. (3.23)
T=0

This equation already included the departures during previous time bins which is not yet taken
into account in Equation 3.22. Hence, the assumption of no departures is solved. The schedule is
not determined for the entire control horizon at once but for each time bin separately. Determine one
schedule for multiple time bins will probably result in worse performance because there is no opportunity
to switch in between. Merging Equation 3.22 and 3.23 with T4t = Teng Will result in

1
DoalTy] = tbin(pod(Tx “tpin) + E 'Ap;d [Tx]>
- (3.24)

1
= tbin(pod(o) + Z (Apgd [T] - APo_d[T]> + 7 “Apgy [Tx]>'
T=0

where D,4[T,] is the travel time delay in time bin T,. T, is equal to the amount of previous finished
loops in Figure 3.10. The structure of the P-HOR makes it possible to have an infinitely long control
horizon as long as there are predictions available. Each extra loop will extend the control horizon with
one time bin. The number of loops determines the length of the control horizon. To enable GLOSA, a
schedule of the near future must always be available to calculate the optimal speed which can now be
achieved by fixing the number of loops.

3.4.2. Optimal incorporation of the prediction model
The structure of P-HOR as explained above allows to extend the control horizon. This only influences
the number of cycles the controller will run through in Figure 3.10. The time horizon of the prediction
model needs to be increased accordingly. Section 3.3 already proposed a method to increase the
quality of the predictions. However, it is still expected that predictions deteriorate if the prediction
horizon is extended. This subsection proposes a method for optimal use of the prediction model.
P-HOR with the control loop will determine the queue length based on predictions over longer time
horizons. Poor predictions will result in an incorrect queue length. To increase the quality of the queue
length, predictions are determined for every time bin. The structure modification is shown in Figure 3.11.
DIRECTOR determines the queue length as shown in the top design (baseline method). The prediction
model determines the arrivals for the 3 time bin which are the expected arrivals between 20 and 30
seconds in the future. This prediction is the next time step shifted to the 2" time bin and subsequently
to the 15t time bin. At the end, these predicted arrivals should have entered the queue because the 30
seconds have passed. The estimated arrivals (predictions) are now replaced for the arrivals measured
on the arrival detector. With perfect predictions, these two will be the same. However, especially with
predictions over a long time horizon, this will usually not be the case. P-HOR will replace the predictions
during every time step, this is seen in the bottom of Figure 3.11. The advantage is that predictions in
the less distant future will be in general more accurate. The number of used time bins in P-HOR can
be changed as desired.
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Figure 3.11: The method used by DIRECTOR to determine the queue length based on the predicted arrivals is shown in the top
design. DIRECTOR predict 30 seconds in the future with a prediction horizon of 3 time bins and t;;, = 10s. These predictions
are re-used for the entire control horizon of the controller. The proposed methods, shown in the bottom design, uses no
depreciated predicted arrivals. Instead, it determines the predicted arrivals for every time bin.

The top design is a visual representation of the calculation of the queue length as described in
Equation 3.23. All arrivals Apg;, and departures Ap,, from previous time bins are needed to determine
the queue length for a future time bin. Apg, is solely based on the green time of that signal group in
previous time bins which is calculated based on the schedule of the previous time bins. Ap}, is the
output of the prediction model. The prediction model of DIRECTOR outputs only the predicted arrivals
for 3 time bins in the future (T = 2) and shifts the predictions every time step one time bin forward. If
one time bin has past, the predictions for time bin T will now be for time bin T — 1 as given by

Apf[0] = Apf_4[1] = ApF_;[2] = .. = Apf_p[n]. (3.25)

The used od subscript of Ap* is omitted for readability. This place is now used to indicate the moment
the prediction is made, e.g. Ap*;[2] are the arrivals for T = 2 but determined with the information
available at T = —1. This is the prediction for T = 2 made 10 seconds ago. This is now shifted to the
prediction for T = 1 because 10 seconds have passed.

The prediction model of DIRECTOR only output the predicted arrivals for one time bin. For DIREC-
TOR, it is not possible to use Equation 3.23 because the arrivals are not predicted for all time bins in
between. This equation needs to be rewritten such that it only depends on arrivals in one time bin as
given by

pr((n+ 1) tyin) = pr(0) + Ap [n] + Apty[n] + Api_y[n] + ..+ Api_yln] = ) Ap™[T]
T=0

n (3.26)
= pr(0)+ ) Api_[n] = p7[j]
j=0

where n is the number of time steps the prediction model can predict in the future. The departures can
simply be determined based on the green time. Higher prediction horizons will generally output worse
predictions. On the other side, predictions made earlier will improve the predictability of the controller.
DIRECTOR determines the queue length based on Equation 3.26. P-HOR can handle multiple predic-
tion inputs, by making predictions for each time bin, and can use Equation 3.23.

Both proposed methods, explained above, can be combined to make a controller with a long control
horizon and optimal incorporation of the prediction model. The trade-off between predictability and
flexibility needs to be determined. The control horizon for multiple controllers is seen in Figure 3.12. In
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this figure, the predicted control horizon is arbitrary set to T = 4 but can be increased if desired. The
fixed control horizon is the length of the fixed schedule.

Schedule of controllers 0 1 2 3 4
DIRECTOR - ad-hoc 2(T=0) ? ? ? ?
DIRECTOR - time bin fixed || x,(T=1) | x(T=1) ? ? ?
Proposed - full predictability || x1 (T =4) | 2:4(T=4) | x:,(T=4) | %, (T=4) | x(T=4)
Proposed - full flexibility 2(T=0) | x(T=1) [2(T=2) [x(T=3) |x(T=4)
Proposed - in between X{T=2) | 4 (T=2) | 2(T=2) |x(T=3) |x(T=4)
Fixed schedule Preliminary schedule

Figure 3.12: Control horizon of multiple controllers. The length of the fixed control horizon of DIRECTOR depends on the
scheduling mode. The length of the predicted time horizon of the proposed controller is fixed and independent from the
scheduling mode. The figure shows an example with a predicted control horizon of five time bins but this can be increased if
desired. A fixed control horizon will increase predictability but is based on predictions from longer back in time.

For DIRECTOR, the number of time bins that are fixed is based on the scheduling mode. If one
time bin is fixed, the schedule of T = 0 is based on the information from the previous time bin. This will
increase the predictability at the cost of flexibility. The proposed method from Subsection 3.4.1 makes
it possible to increase the control horizon. This results in a fully predictable controller, but the schedule
of T = 0 is now based on information from 4 time bins ago. The proposed method in Subsection 3.4.2
uses multiple prediction models to use the most recent available information which results in the fully
flexible controller. This is the best schedule the controller can make but it is not predictable because
the schedule is updated every time bin. The optimal trade-off is likely within those two methods which
results in the proposed controller at the bottom of Figure 3.12. Chapter 4 will test multiple configurations
to find the scheduling mode with the highest performance. Enabling GLOSA could influence this optimal
configuration. The calculation of GLOSA is explained in the next section.

3.5. Proposed GLOSA implementation

The proposed controller has a schedule for the near future with fixed length to determine the time until
green, amber and red. The time until a switch is explained in Subsection 3.5.1. Based on the time until
a switch, an optimal speed advice is calculated in Subsection 3.5.2. The controller can communicate
the time until a switch directly, so that vehicles can determine GLOSA for themselves or the controller
can determine GLOSA. This thesis designs a ITS application and therefore only the second methods is
used. Subsection 3.5.3 explains how the controller can communicate GLOSA with the arriving vehicles.
This proposed method is an add-on module for the proposed controller and the controller should also
work when GLOSA is disabled. The proposed controller with GLOSA is referred to as P-HOR+G.
The goal of this section is to develop and implement the GLOSA system which should improve the
performance of the TLC.

3.5.1. Calculation of time until switch

The GLOSA system needs the time until the next switch. The time until green is calculated if the current
signal state is red and vice versa. The input for this module is the schedule for every time bin that is
calculated in P-HOR which has a control horizon with a fixed length.

A switch from not scheduled to scheduled means the traffic light will turn green. Due to safety
restrictions, the switch will not occur directly. Before the signal group can switch to green, all conflicting
signal groups need to be red and afterwards, there is a clearance before the signal group can switch to
green. The duration of the clearance time depends on the combination of previous and next scheduled
signal group. The duration of amber depends on the signal group that was serviced (and still is before
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the switch occurs). The total switching time is given by

tswitch

odo(t—tyy) = amberyc_1) + clearanceffét_l). (3.27)

Every signal group has a minimum red duration (min_red,;) to prevent instant switching. The
signal group is serviced after this minimum is met. The time until green is given by

ttgo,q = min <ttrod + min_red,y, arg {)((t —1D#odAyt) = od} + tgg_ggf[l_tbm)), (3.28)

t € n-tpin

with n denoted as the number of time bins of the control horizon.

A switch from scheduled to not scheduled means that the traffic light will turn red. First, the minimum
green time (min_red,;) needs to be met to prevent instant switching. Before the signal turns red, it
will first switch to amber as given by

tty,q = min (ttgod + min_green,,;, arg {)((t — 1D =o0dAy(t) # od}) (3.29)

t € N-tpin

The time until red is slightly later after the amber time is over as given by

ttr,q = tty,q + amber,y (3.30)

The expected time until a switch is included in the SPaT message. The SPaT messages uses the
V-log standard, which is used by on-street operating TLCs. The time until switch of P-HOR+G is seen
in the left graph of Figure 3.13. The SPaT message includes three different times:

* Minimum End Time is the guaranteed time without a switch. The switch will occur at this moment
or later and it is not allowed to move this time to an earlier moment. If the signal group is scheduled
within the fixed control horizon, P-HOR+G can give the Minimum End Time which is the exact time
of switching. If the signal group is not scheduled within the fixed control horizon, the Minimum
End Time is the length of the fixed control horizon.

+ Likely End Time is the time until switch as calculated in the previous equations. It is expected
that the switch will occur at this moment but it is not guaranteed. P-HOR+G will always give a
Likely End Time which is between the Minimum End Time and Maximum End Time. This is based
on the (preliminary) schedule or on the length of the predicted control horizon if the signal group
is not scheduled. The Likely End Time is used to determine GLOSA.

+ Maximum End Time is the time in which a switch is guaranteed. The switch will occur at this
moment or earlier and it is not allowed to move this time to later moment. P-HOR+G can only give
the Maximum End Time when the signal group is scheduled in the fixed control horizon which is
the exact time of switching.

The predicting behavior of DIRECTOR is not known because this controller does not share the V-log
data. The predictions of the used CCOL controller are shown in the right graph which are less accurate.
CCOL is not able to determine the time until the next switch because it will change these times until the
last moment.

The accuracy of P-HOR+G depends on the chosen trade-off between predictability and flexibility.
More fixed time bins will result in a longer fixed control horizon with perfect knowledge of the time
until green. In Figure 3.13, the Minimum End Time does not exceed 20 seconds which is equal to the
length of fixed control horizon. The Likely End Time does not exceed 60 seconds which is equal to the
predicted control horizon.
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Figure 3.13: Predictions of the time until the next switch of the proposed controller and CCOL.

3.5.2. Calculation of GLOSA

The time until a switch is used to determine GLOSA. Vehicles will need to arrive after the time until
green and before the time until red afterwards. This will result in a time frame in which the vehicles
should arrive. The optimal moment within this time frame and the corresponding speed depends on
the traffic situation. After the traffic light switch to green, the vehicles in the queue need to drive off and
only then the arriving vehicles can cross the intersection. An accurate determination of GLOSA needs
to take the presence of a queue into account. GLOSA is limited within certain bounds. The maximum
speed is the speed limit and a minimum speed is maintained for safety reasons because large speed
difference between vehicles can cause dangerous situations. All constraints are given by

ttgoq < t95°% < ttryg, (3.31a)

ttgoa +tag ¥ < tnrival, (3.31b)

pmin < pglost < yymax, (3.31¢)

where t9°°% is the desired arrival time and v7,>** the corresponding speed. t25'*” is the expected

delay due to the presence of a queue before the vehicle can cross the intersection.

Besides, the proposed calculation does not make any unrealistic assumptions which makes it not
suitable for real-world operation. Therefore, GLOSA cannot be updated constantly because vehicles
are not (yet) continually connected with the TLC. GLOSA is only determined once for every vehicle at
the moment the vehicle leaves the preceding intersection.

The last needed input to determine GLOSA is the distance of the vehicle from the intersection.
GLOSA is determined once at this distance and the vehicle is advised to drive this speed until it reaches
the intersection. The determination of this input is discussed in Subsection 3.5.3 and is now considered
to be known. Based on the distance of the vehicle dV", the arrival time without GLOSA and the
corresponding time bin is determined as given by

veh
ival _
tor " = — (3.32a)
) arrival
Tarrival — lOZl_J tpin (3.32b)
bin

The queue length in time bin ngrival is already determined by the proposed controller in Equation
3.23. P-HOR+G also has a static model to calculate the expected departures as given by Equation
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3.15. t2¢1% is equal to the time it will to take to depart for all vehicles in the queue as given by

delay __ ivall _ — glosa
toa ~ = arg {P[T%rm 1= D8poa(ttgoa toq )} — ttGoa
glosa
tod € n-tpin

(3.33)
= arg {P[T(%””“] = (¢34 = ttgoa) Ap&’zsec} ~ t9oa

t95% ¢ oty
The above equations are used to determine GLOSA as given by Algorithm 1. The min_speed
and max_speed are constraints given by Equation 3.31. The schedule of P-HOR+G is used to deter-
mine times_until_green and times_until_red with the use of Equation 3.28 and 3.30. These are
arrays with all expected switches (excluding the current signal state) within the control horizon. The
delay due_queue is determined with Equation 3.33.

Algorithm 1 Calculation of glosa

Require: min_speed, max_speed, distance
Ensure: The controller provides times_until_green, times_until_red, delay_due_queue
if traffic_signal == GREEN then
if times_until_red[0] > distance/max_speed then
# Vehicle will cross during current green light period
glosa = max_speed
else if distance/max_speed < times_until_green[0] < distance/min_speed then
# Vehicle will cross during next green light period
glosa = distance/min(times_until_green[0] + delay_due_queue, times_until_red[1])
else
# Stop is inevitable
glosa = min_speed
end if
else if traffic_signal == AMBER OR traffic_signal == RED then
if times_until_green|[0] < distance/min_speed AND times_until_red[1] >
distance/max_speed then
# Vehicle can (reduce speed to) arrive during first green light period
glosa = distance/min(times_until_green[0] + delay_due_queue, times_until_red[1])
else
# Stop is inevitable
glosa = min_speed
end if
end if
# Ensure that GLOSA is between min and max speed
glosa = min(max(glosa, min_speed), max_speed)

Algorithm 1 will advise the minimum allowable speed if a stop is inevitable. In these cases, vehicles
that reduces speed still have to wait before the traffic lights and could consider the system as unreliable.
The result could be that these vehicles will not reduce speed the next time which will lower the effect of
GLOSA systems. Therefore, it could be more effective to only give a speed advice if a stop is prevented.
In the other cases, nothing or an informative message could be shared. For example, the time until
green is over a minute. Vehicles can decide for themselves to reduce speed or not.

3.5.3. Communication between the controller and vehicles
A communication channel is needed to share the optimal speed with the arriving vehicles. This chan-
nel can also be used to request the last unknown input to determine GLOSA, the distance from the
intersection of the vehicle.

As explained in Subsection 3.3.2, all communication with TLCs is logged in the V-log protocol. This
protocol has already a placeholder for GLOSA in the SPaT message which is called AdvisorySpeed.
It consists of three variables.
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» The type of the vehicle. The type could influence the priority. For example, emergency vehicles
could have a speed advice without a maximum speed or heavy freight trucks can have a lower
maximum speed.

» The distance used to determine GLOSA. The optimal speed depends on the location of the
vehicle. It is possible to include GLOSA for multiple distances. Vehicles no longer have to send
their location but just pick the speed with the distance nearest to itself in the message.

» The speed is the optimal speed to arrive during a green phase; GLOSA.

Communication consists of two steps. After the TLC shared the AdvisorySpeed via a SPaT mes-
sage, the vehicle needs to receive this message. There is not (yet) a standard method for receiving
SPaT messages. The first potential method is the use of signs on the side of the road which is used
in the green-wave model as explained in Chapter 2. The signs are located upstream with a known
distance from the intersection. The distance of the vehicle is (almost) equal to the distance of the sign.

Another option is to use an app that can communicate with the TLC. Siemens developed such
an app as shown in Figure 3.14. Based on the location of the vehicle, the downstream signalized
intersection is determined. If the TLC is connected to the cloud, the V-log data (including the SPaT
messages) is collected. Based on this information, the app shows the color of the traffic lights and the
expected time until green or red. This app is still in development and it will probably take a while before
it is publicly available.

SAMSU SAMSU

55(@55@

Distance: 020 31053.261 A1 Distance: 162 31053.51 A2
Update: 08:57:20,1 C1-dt: 00207 ms Update: 09:02:33 8 C1-dt: 00149 ms

Figure 3.14: Priotalker app developed by Siemens to inform arriving vehicle. The advisory speed is given top left in blue. The
signal states of the oncoming TLC is shown in the middle with the expected time until a switch when that is available.

3.6. Setup of simulation

This section explains the simulation model to test the performance of the proposed controller. The sim-
ulation is performed in commercial simulation software that is also used in practice. Subsection 3.6.1
describes the simulation setup to simulate a real existing junction using traffic flow statistics from that
junction. Previous work used a simplified simulation model, a more realistic and extensive simulation
model is needed to test the effects of the GLOSA system. Subsection 3.6.2 describes an improved
simulation model that is developed to test the effects of the GLOSA system. It must be possible to con-
nect the proposed controller to a TLC that controls on-street traffic lights to minimize differences with
real-world control. Therefore, the protocol of the information flow used to control on-street traffic lights
is also used in the simulation as described in Subsection 3.6.3. Subsection 3.6.4 gives an overview of
all modifications compared to the simulation model of DIRECTOR.

3.6.1. Case study

The controller needs to be suitable for real-world application and therefore the simulation can only
use information that is available in such scenarios. The simulation mimics an intersection between
the 'Drie Merenweg’ and the N201, also called intersection K201234. Figure 1.3 in Chapter 1 showed
the overview of this intersection, including all vehicle detectors and naming conventions for the sig-
nal groups. This schematic drawing is based on information obtained from the managing provincial
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government of this intersection. Besides the dimensions of the intersection, the traffic flow information
was also obtained from the provincial government. The output of all detectors are shared via the V-log
protocol. Siemens collected multiple data sets including the data set from January 2017 that was used
in the master theses of Helmy [27] and Van Senden [80]. In this thesis, the data set of January 2019
is used that includes all extra input features needed to test the proposed prediction model. To make
the proposed simulation more realistic, cyclist and pedestrians are included. All these changes could
influences the proposed simulation results compared to the baseline simulation of DIRECTOR.

3.6.2. Traffic flow input for the simulation

To keep the simulation as realistic as possible, the vehicles generated in the simulation are based
on real-world detections obtained from the provincial government. The initial speed of the generated
vehicles is 80 km/h, equal to the speed limit. The baseline simulation generated vehicles with an initial
speed of 50 km/h. A detection in the data set equals the presence of a vehicle and a vehicle is generated
in the simulation. From the moment vehicles are generated in the simulation, the simulation could differ
from the real-world. For example, the speed of the simulated vehicles could differ from the real-world
vehicles. In the simulation, a different controller will operate compared to the real-world which results
in different traffic scenarios. Therefore, some vehicles in the simulation will need to stop before a red
traffic light but real-world vehicles will continue because there is a green phase.

To avoid conflicting detections, all the detectors are included in the simulation. The detections in
the simulation will replace the original detections. The goal is to test the effects of different controllers
(e.g. CCOL, DIRECTOR, P-HOR, P-HOR+G), but the effects of these changes are simulated. The
reactions of the vehicles caused by different controllers are expected to be the same, but that can only
be verified with on-street tests.

The proposed simulation also needs to tests the effects of enabling the GLOSA system. GLOSA
systems will only have an effect if there is enough time to reduce the speed and delay the time of
arrival until the green phase. When GLOSA messages are sent just before the vehicle arrives at the
intersection, the gain will be much less compared to a situation where vehicles have more time. GLOSA
messages can only be send to vehicles that are already generated. Therefore, it is desired to expand
the proposed simulation compared to the baseline simulation. Figure 3.15 shows the effect of the
activation distance of the GLOSA system on the number of stops and the fuel consumption.
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Figure 3.15: The effect of the activation distance of GLOSA at 50km/h speed limit on the performance of the controller. [34]

In the baseline simulation, the vehicles are generated on the arrival detector. The distance between
the arrivals detectors and the intersection is 40 - 80 meters and covered in less than 5 seconds at full
speed. The full potential of the GLOSA system can be tested if the proposed simulation will generate
the vehicles at least 300 meters before the intersection. Figure 3.16 zoomed out on the intersection
from Figure 1.3.
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Figure 3.16: Schematic drawing of intersection K201234 including adjacent intersections

The proposed simulation is expanded up to the stop line detectors of the preceding intersections
to fully utilize the potential of GLOSA. Vehicles have to travel 370 - 540 meters from the stop line
detectors of the preceding intersections until they reach the controlled intersection. Expanding the
simulation further is difficult because the TLC of the preceding intersection will influence the behavior
of the traffic. The stop line detectors are shown in red on the edges of Figure 1.3.

An additional advantage is that the stop line detectors are single lane detectors and the arrival de-
tectors are double lane detectors. Therefore, the stop line detectors have an higher accuracy because
it has a detector for each lane.

Vehicles are not influenced by the preceding TLC after they leave the stop line detector. Vehicles
may have to wait for a red traffic light when they arrive at the stop line detector. Therefore, it is not
realistic to generate vehicles based on the moment they arrive at the stop line detector. Vehicles are
generated when they leave the stop line detector because this is during a green phase. In this case, the
color of the traffic light of the preceding intersection has no effect anymore and there are no mandatory
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stops until they reach the controlled intersection.

The destination of the vehicles generated at the preceding intersection is unknown. The destination
of the vehicles in the baseline simulation is known because the arrival detectors are placed after pre-
sorting. The destination of the generated vehicles in the proposed simulation is based on the counts of
the arrival detector 30 seconds in the future. These detections are placed in a direction queue for each
link. Generated vehicles will acquire a destination based on a detection in the queue for that link. If the
queue is empty, i.e. there are more detections at the stop line detector than at the arrival detector, the
destination is determined based on the ratio of directions of the last 10 generated vehicles for that link.

GLOSA is calculated with Algorithm 1 for vehicles that leave the preceding intersection. The effect
of GLOSA also depends on the used min_speed and max_speed. Normally, with 80km/h, the vehicles
will reach the intersection between 16.7 and 24.3 seconds after leaving the upstream stop line detector.
Allowing the vehicles to drive at half speed, it will take the vehicles up to double the time to arrive at
the intersection depending on GLOSA. A bigger difference between min_speed and max_speed will
result in a bigger range of arrival times and more possibilities to determine GLOSA.

It is not possible to implement the use of road signs or an app in the simulation as explained in
the previous subsection. However, it is possible to mimic this effect in the simulation. The vehicles
will receive GLOSA when they are generated at the stop line detector of the preceding intersection.
GLOSA is only determined once. This could be compared with the use of road signs just after leaving
the preceding intersection.

3.6.3. Connecting the traffic management installation in the simulation

The Intelligent Transportation System (ITS) is the data aggregation, prediction model and the controller
combined. The ITS does not directly control the traffic lights but all information flows via the TLC that
checks and redirect the information. The TLC is also incorporated in the simulation to minimize the
differences with real-world circumstances. Figure 3.17 shows the information flow in the simulation.
The top 3 boxes (data aggregation, prediction model and controller) will together make an optimal
schedule based on the detected vehicles. The schedule is included in a SPaT message and sent to
the TLC. The TLC checks if the schedule can be applied, e.g. it will reject an instant switch from green
to red. It will give feedback to the ITS of the applied schedule, in general this is equal to the schedule
determined by the controller. To this extent it is equal to real-world circumstances and this TLC could
directly be connected to Dutch intersections. The intersection is simulated in Aimsun and the detections
are replayed based on historic data.
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Figure 3.17: The ITS determines the optimal schedule based on the detections. This is sent to the TLC in a SPaT message
which will check the schedule for safety requirements. Aimsun simulates the intersection based on historic detection data. It is
possible to connect the TLC to on-street intersections.

3.6.4. Modifications compared to the simulation of DIRECTOR
Below an overview is given of all changes compared to the baseline simulation used to test DIRECTOR,
the baseline controller. Some of these changes are desired and some changes insurmountable.
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» The proposed simulation is performed in the commercial simulation software Aimsun instead of
Vissim because of license restrictions. The Vissim license is only free to use for students and
this software may not be used for free to develop products used by businesses such as Siemens.
Therefore, it is not possible to do new experiments with the baseline simulation setup.

» Pedestrians and cyclist are included in the proposed simulation.

» The speed limit changed from 50 km/h in the baseline simulation to 80 km/h in the proposed
simulation.

* In the thesis of Van Senden, it was not clear which (day of the) data set was used for the simula-
tions. This case study is based on the measurements of Tuesday 15" of January 2019 from 5am
till 7pm. The prediction model is trained on the 3 weeks in advance.

» The proposed simulations are shorter compared to the baseline simulations (14 hours instead of
24 hours). In this case, simulations will be finished the next day if it is started at the end of the
previous workday. The nightly hours are skipped in the simulation. This will probably deteriorate
the performance of the controller because these skipped hours are in general less busy. On the
other side, the daily hours are the most interesting hours with the most potential for improvement.

» The vehicles are generated at the preceding intersection instead of the arrival detectors to make
it possible to enable GLOSA. An additional advantage is that these detectors have a higher ac-
curacy because they are single lane detectors.






Experiments

This chapter shows the performed experiments and results to test the proposed methods in Chapter
3. Section 4.1 shows the performance of the prediction model. Section 4.2 tests the quality of the
simulation that is used to test the performance of the proposed controller. The goal of the simulation
is to mimic real-world traffic flows. The last two sections tests the performance of the proposed con-
trollers. Section 4.4 shows the performance of P-HOR (GLOSA disabled) and Section 4.5 shows the
performance of P-HOR+G (GLOSA enabled).

4.1. Performance of proposed prediction model

The Keras package for Python with a Tensorflow back end is used to implement the prediction model.
The Key Performance Indicator (KPI) of the prediction model is the Normalized Root Mean Square
Error (NRMSE). The baseline method uses also the RMSE as KPI as given by

RMSE, , = \]Z?IY:O(Ap;d[T] - Apgdg “tpin, (T +1) - tbin)z’ (4.1)
where N is the number of observations in the test set (the length in number of time bins), ApZ,[T] are
the predicted arrivals and Ap},; (T - tyin, (T + 1) - t4i,) the actual arrivals over time bin T. The RMSE is
the absolute error defined in number of vehicles per interval which is in this case 10 seconds.

The experiments are based on the data sets from 2017 and 2019. Comparing the RMSE between
different data sets will not give a realistic overview of the performance of the prediction model. The
NRMSE is the normalized version by dividing the RMSE with the variance as given by

RMSE,q4
NRMSE,q = ———=, (4.2a)
Ood

with the mean u and ¢ equal to Equation 3.7 in Section 3.2 as given by
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N
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The results of the proposed method explained in Section 3.3 are given below. The results of the
baseline version of Helmy [27] and Van Senden [80] are given in Subsection 4.1.1. The results of the
proposed prediction model are given in Subsection 4.1.2 which will show the effect of the pre-processing
steps and the effect of the incorporation of extra features. Subsection 4.1.3 will give an overview of all
improvements and their effect.
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4.1.1. Results of baseline methods - DIRECTOR and CCOL

The first version of a prediction model for traffic flow based on recurrent neural networks was designed
by Helmy [27] (B-RNN) and thereafter improved by Van Senden [80] with the use of a LSTM network
(B-LSTM). Table 4.1 shows the performance of these prediction models for all signal groups (SGs).
These results are obtained from the master thesis of Van Senden [80]. The baseline simulation model
is used and the data set of 2017 is used for the traffic input. The configuration of the signal groups is
seen in Figure 1.3 in Chapter 1. This prediction performance can be seen as the baseline.

2 1.38 1.29 0.43 0.40
3 0.72 0.69 1.00 0.97
4 0.70 0.70 0.82 0.82
6 0.82 0.81 0.74 0.73
7 0.92 0.88 0.74 0.71
8 1.16 1.07 0.42 0.39
Avg. | 0.95 0.91 0.69 0.67

Table 4.1: RMSE and NRMSE of the predictions based on the traffic flow in 2017 [80]. B-RNN and thereafter B-LSTM are the
prediction models used in DIRECTOR. Best performance highlighted in bold. B-LSTM is the best performing prediction model
and will be used as the baseline model.

B-LSTM is the best performing prediction model and will be used as the baseline model. The
2017 data set used for these experiments did not contain all needed information from the preceding
intersections to test the proposed prediction model as explained in Section 3.6. Therefore, a new data
set from 2019 is used which included all needed information. The shift from data set can have impact
on the performance of the prediction model. Therefore, Table 4.2 shows the performance of the used
baseline model (B-LSTM) for both data sets. The data set from January 2017 is referred to as DS17
and the data set from January 2019 as DS19. The prediction model is trained and tested on data sets
of 3 weeks in January. The data sets are split in 80% training set and 20 % test set. The first column
is from Table 4.1 above.

2 0.40 0.47
3 0.97 0.96
4 0.82 0.82
6 0.73 0.72
7 0.71 0.56
8 0.39 0.39
Avg. | 0.67 0.65

Table 4.2: The effect of changing the input data set on the NRMSE. The first column is from Table 4.1. DS17 is the data set
from 2017, DS19 is the data set from 2019. Exactly the same prediction models are used in both cases.

4.1.2. Results of proposed method with improved features
The proposed prediction model contains two set of adjustments. First, the proposed pre-processing
steps are tested. Thereafter, the proposed extra features are tested.

Proposed pre-processing steps

The proposed pre-processing steps makes the detection data stationary, removed the jumps in the time
of day data and converted the day of week to logical numerical features as explained in Subsection
3.3.1. This prediction model is seen in the 2"¢ column of Table 4.2. The proposed pre-processing
steps reduces the average NRMSE with 5%, only SG 2, SG 7 and SG 8 have some performance
deteriorating.
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2 0.47 0.46
3 0.96 0.97
4 0.82 0.74
6 0.72 0.64
7 0.56 0.57
8 0.39 0.39
Avg. | 0.65 0.63

Table 4.3: The effect of the proposed pre-processing steps (PP) on the NRMSE of the predictions. The same prediction model
(LSTM) and the same input (DS19) is used for both experiments. The first column is from Table 4.2. Best performance
highlighted in bold. The proposed pre-processing will improve the predictions.

Proposed extra features

Table 4.4 shows the results of all available extra input features as explained in Subsection 3.3.2. The
baseline input feature consists of time, upstream stop line detectors, queue detectors, arrival detectors
and the signal states as seen in Figure 3.2. The proposed extra features are the upstream signal states
(SS), upstream queue detectors (Q) and the upstream arrival detectors (A) as shown in Figure 3.9. All
extra features are tested separately and the combination is tested. The column name indicates the
extra input feature besides the five already used feature in the baseline method. The extra inputs are
all unused features that are logged in the V-log protocol. The last column combined all new inputs
(COM) which leads to the highest performance. For all columns, the output are the predicted traffic
flow over arrival detectors over 3 time bins (between 20 and 30 seconds in the future) and the data set
of 2019 is used.

2 0.46 0.44 0.40 0.33
3 0.97 0.89 0.91 0.88 0.83
4 0.74 0.70 0.69 0.67 0.67
6 0.64 0.58 0.58 0.54 0.54
7 0.57 0.53 0.53 0.51 0.51
8 0.39 0.35 0.36 0.35 0.33
Avg. | 0.63 0.58 0.59 0.56 0.54

Table 4.4: The effects of the proposed extra input features on the NRMSE of the predictions. All prediction model uses the
LSTM network and the proposed pre-processing steps (PP). The extra input feature are the upstream signal states (SS),
upstream queue detectors (Q) and the upstream arrival detectors (A). Best performance highlighted in bold. The last column
has the highest prediction performance and uses all available inputs (COM) from the V-log protocol.

4.1.3. Overview of all tested methods

Figure 4.1 shows the progress of the performance of the prediction model. The prediction model was
optimized by using the appropriate pre-processing steps in Subsection 3.3.1. Subsection 3.3.2 pro-
posed extra features from the preceding intersection. The green dot with a value of 0.65 represents
the average NRMSE for the prediction model developed by Van Senden (B-LSTM-DS19). The red dot
with a value of 0.63 represents the average NRMSE after including the proposed pre-processing steps
(P-LSTM-DS19+PP). The average NRMSE has dropped to 0.54, represented with the blue dot, after
the incorporation of all proposed extra input features (P-LSTM-DS19+PP+COM).
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Figure 4.1: NRMSEs for all tested prediction models with a prediction horizon of 30 seconds. The green dot represents the
baseline prediction model. The red dot represents the average NRMSE with the proposed pre-processing steps included. The
green dot represents the proposed prediction model that combines all extra input features which has the highest prediction
performance. The two experiments on the right are performed on the data set of 2017 to give insight in the switch between two
data sets.

The goal of the proposed prediction model was to increase the prediction horizon without loss of
performance. Figure 4.2 shows the prediction performance for all prediction horizons between 10 and
50 seconds. The prediction model predicts the arrivals per time bin. For T = 0, the prediction model
predicts the number of arriving vehicles for 0 - 10 seconds in the future. T = 1 are the predictions
between 10 - 20 seconds, etc.

For all tested methods applies that a longer prediction horizon will result in a higher NRMSE. The
NRMSE of the best performing prediction model with a prediction horizon of 50 seconds is 0.64 (green
star) which is comparable to the NRMSE of the baseline prediction model with a prediction horizon of
30 seconds (green dot). Concluded, the proposed method improves the prediction performance and
achieves higher prediction horizons.

The NRMSE diverges for different prediction horizons when using the proposed pre-processing
steps. This is advantageous for all prediction models up to 30 seconds, but disadvantageous for pre-
diction horizon over 30 seconds. Predictions over 30 seconds cannot be based on the upstream stop
line detectors because the vehicles have not yet crossed these detectors. As a result, the time input
is more meaningful than the inputs of the detectors. The most logical cause is that the B-LSTM-DS19
prediction model with prediction horizons over 30 seconds follows the trend over time. This trend is
removed for the prediction model with the proposed pre-processing steps causing the worse prediction
performance for predictions over a long time horizon.
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Figure 4.2: NRMSEs for tested prediction models for prediction horizons between 10 and 50 seconds. A longer prediction
horizon will result in a higher NRMSE. The proposed pre-processing steps will not improve the performance for predictions
above the 30 seconds. However, the proposed pre-processing steps with the proposed extra input do provide an improvement.

4.2. Truthfulness of simulation

Screenshots of both the baseline and proposed simulation are shown in Figure 4.3. The baseline
simulation is performed in Vissim and shown on the left side, the proposed simulation is performed in
Aimsun and shown on the right side. All modifications are summarized in Subsection 3.6.4. It is not
possible to perform new simulations in the baseline simulation model because of license restrictions.
All experiments in the baseline simulation are based on the results of previous work.

Figure 4.3: The baseline simulation is performed in Vissim. A screenshot of the baseline simulation is seen on the left. Due to
license restrictions, the proposed simulation is performed in Aimsun. A screenshot of the proposed simulation is seen on the
right.

The proposed simulation model needs to be able to test full potential of the GLOSA system and
therefore the vehicles are generated on the stop line detector of the preceding intersection. This re-
quired some assumptions on the destination of the vehicles what could influence the truthfulness.

This section will test the truthfulness of the proposed simulation explained in Section 3.6 compared
to the baseline simulation. The available data is not sufficient to check the truthfulness of the real
behavior of the vehicle drivers. However, it is possible to check if the number of vehicles over time
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match the real-world numbers. The comparison between the simulation and the real-world situation is

shown in Figure 4.4.
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Figure 4.4: A comparison of the number of vehicles in simulations and on-street. The blue and red line represent

measurements obtained from on-street stop line detections, respectively collected by the managing province and Siemens.
The green line represents the number of generated based on the measurements on the arrival detectors, which is over 10%
less compared to all other measurements. The yellow line represents the number of generated vehicles for the proposed

simulation where vehicles are generated on the stop line detector of the preceding intersection.

The figure shows the number of (generated) vehicles per hour summed for all links of the intersection

during January 5. The vehicles counts in the real-world situation are obtained in two ways:

» The first data set is collected by the province of Noord-Holland and represented by the blue line.
This data is available via a secured website that is used for the monitoring of the TLC performance.

» The red line represents the counts of the stop line detector in the data set collected by Siemens.
This data set is based on the same detections only the logging is done by Siemens. This logging
can have a lot of influence because it is the translation from ones and zeros to the number of

vehicles that crossed the detector. As seen in the figure, the counts of both sources match.

These counts are compared to the counts of both simulations:
» The green line represents the number of generated vehicles of the baseline simulation where

vehicles are generated on the arrival detector (close by).

» The yellow line represents the number of generated vehicles in the proposed simulation where
vehicles are generated on the stop line detector of the preceding intersection (far away).

The figure shows that the baseline simulation generated between 10% and 20% less vehicles com-
pared to all other counts. A logical cause is that arrival detectors covers two lanes. If vehicles on both
lanes cross the detector at the same time, it is only counted as one vehicle. Due to those missed counts,
the number of generated vehicles is too low. The proposed simulation matches the other counts. This
simulation will generate more vehicles which could result in a deterioration of the performance because

every extra vehicle can only increase the total travel time delay (and not decrease).
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4.3. Definition of tested controllers and performance index

4.3.1. Baseline and proposed controllers
The contributions in Section 2.5 are combined in two proposed controllers. Table 4.5 shows all prop-
erties of the baseline and proposed methods.

B-CCOL No No
B-Perfect No 0 Yes
B-DIRECTOR B-LSTM-DS19 <20s No
P-HOR P-LSTM-DS19+PP+SS+Q+A | Yes >20s No
P-HOR+G P-LSTM-DS19+PP+SS+Q+A | Yes >20s Yes

Table 4.5: Properties of all baseline (B) and proposed (P) methods. The contributions mentioned in Section 2.5 results in two
proposed controller. The first goal is to extend the control horizon with optimal incorporation of the prediction model (P-HOR).
The final goal is to improve the performance by enabling GLOSA (P-HOR+G).

The first baseline method is suitable for real-world application but is still non-predictive. In Table 4.5
this method is named B-CCOL (18! column). B-CCOL is a state-of-the-art controller that is currently
operating on Dutch roads. The performance (2" column) of B-CCOL is used as the baseline perfor-
mance and therefore has the value 0. This controller is handcrafted to optimize the performance for
that specific intersection and therefore it is not data-driven (3™ column). B-CCOL does not require per-
fect information of the surroundings and therefore it is suitable for real-world application (4" column).
This controller has no prediction and control horizon (5" column) and therefore it is unable to enable
GLOSA (6™ column).

The second baseline method is predictive but not suitable for real-world application. This type is
named B-Perfect in Table 4.5. The performance is high but it needs full information about and full
control over the arriving vehicles and therefore it can have an prediction and control horizon of infinity
(in theory). The computing power is in general the limiting factor. With this information and the ability to
control the vehicles it is possible to enable GLOSA causing the high performance. In this case, GLOSA
is not an advice but the speed at which the vehicle is controlled. It is not possible to test this controller
because this information is not available in the simulation.

DIRECTOR is a controller that has predictive abilities and is still suitable for real-world application.
In Table 4.5 this controller is named B-DIRECTOR. DIRECTOR detects the vehicles when they leave
the preceding intersection. The future arriving vehicles are predicted with the use of a neural network
predictions. There are already done some experiments to enable GLOSA but the performance deteri-
orated. Therefore, in Table 4.5 it is still noted that DIRECTOR cannot enable GLOSA to improve the
performance. DIRECTOR is seen as the starting point to tighten the gap between the two controllers
mentioned above.

P-HOR is separated into two methods which are explained in Chapter 3. Both proposed controllers
uses the proposed prediction model as explained in Section 3.3. Section 3.4 explains the proposed
method that incorporates the prediction model and makes the structure of the controller suitable to
enable GLOSA. This will result in the proposed controller P-HOR in Table 4.5. With reliable predictions
it is possible to determine the time until green for all directions based on the (preliminary) time plan
which can be used to enable GLOSA. Section 3.5 explains the GLOSA system to design the proposed
controller P-HOR+G in Table 4.5.

4.3.2. Performance index

The performance is expressed in the KPIs explained in Chapter 1. The first KPI is the total vehicle
delay. Comparing this indicator between two different data sets (with a different traffic volume) will not
give a realistic overview. Therefore, the average travel time delay is used by simply dividing the total
vehicle delay by the total number of vehicles as given by

Ng
1
tag” = Z N—(Z(tﬁ””“) — N, - three! “’W>, (4.3)
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where N, is the number of generated vehicles on link a during the full simulation, t{7%v¢! is travel time
that is actually experienced by vehicle n on link a while going across intersection ¢ and t5¢¢/**¥ is the
travel time this vehicle would have experienced in the absence of traffic signal control.

The second KPlI is the total number of stops, also this KPI is divided by the total number of vehicles
as given by

Ng
1
wa= Y Y
a€A. @ =1

where s, is the number of stops of vehicle n.

4.4. Performance of proposed controller

This section shows the results of the simulations performed to test the proposed controller without
GLOSA (P-HOR) versus the baseline controllers (B-CCOL & B-DIRECTOR). This is done in three
steps:

1. Subsection 4.4.1 shows the results obtained in the master thesis of Van Senden that will give the
performance of DIRECTOR. The performance is based on the baseline simulation and the traffic
volume is based on the data set of 2017.

2. Subsection 4.4.2 shows the results of the same controller but in the proposed simulation and the
traffic volume is based on the data set of 2019.

3. Subsection 4.4.3 shows the results of P-HOR. These results have the same circumstances as
the previous results: proposed simulation and the data set of 2019. P-HOR can operate in more
scheduling modes which fixes the schedule more ahead in time.

4.4.1. Results of baseline controller in baseline simulation - DIRECTOR and CCOL
This subsection shows the results obtained in the master thesis of Van Senden of the performance of
DIRECTOR and CCOL in the baseline simulation. Table 4.6 shows six different controllers. The upper
four rows are all versions of DIRECTOR but with different settings. The 15t column indicates the used
prediction model. The baseline LSTM prediction model is compared to a prediction model with perfect
predictions to give insight in the importance of good predictions. The 2" column indicated the length
of the fixed control horizon, i.e. the scheduling mode that fixes the number of time bins. A scheduling
mode with 0 time bins fixed gives a fixed control horizon of 0 - 10 seconds. At the start of the interval the
schedule for the next 10 seconds is determined. The fixed control horizon will decrease to 0 seconds
during this interval after which it again is determined for another 10 seconds. A scheduling mode with
1 time bins fixed gives a fixed control horizon of 10 - 20 seconds, etc. The versions in the first two rows
have no fixed time bins and the version in the next two rows have one time bin fixed. The performance
of DIRECTOR with zero time bins fixed is slightly better than the current on-street implementation.
However, the performance decreases when one time bin is fixed. Perfect predictions countered this
negative effect. The last two rows shows controllers that are currently used on Dutch roads. The
current on-street controller is a hand-crafted actuated controller with green-wave coordination. CCOL
is the same controller but without the green-wave coordination.

Perfect 0 - 10 seconds 9.5 0.40
B-LSTM-DS17 | 0 - 10 seconds 10.3 0.46
Perfect 10 - 20 seconds 104 0.36
B-LSTM-DS17 | 10 - 20 seconds 12.9 0.43
Current on-street implementation 10.4 0.40
Vehicle actuated (CCOL) 16.8 0.43

Table 4.6: Performance of DIRECTOR versus state-of-the-art controllers in the baseline simulation [80]. Best performance
highlighted in bold. DIRECTOR outperforms the current on-street controller using perfect predictions. The performance is
slightly worse using the LSTM prediction model. Extension of the fixed control horizon will increase the vehicle delay but

decrease the number of stops.
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4.4.2. Results of baseline controller in the proposed simulation - DIRECTOR and
CCoL

The baseline controllers are also tested in the proposed simulation. Changes in the simulation could
influence the performance of the controller. For all simulations below, all the conditions are equal except
the tested controller. Therefore, the tested controller is the only difference between two experiments
which will give a good comparison between the baseline and proposed controllers. The difference in
KPIs is only influenced by the behavior of the controller. Table 4.7 shows the results of the baseline
controllers in the proposed simulation. The three tested controllers have the same configuration as
respectively the 15t, 3@ and 5 row in Table 4.6. The only adjustments to the controller are some back
end changes to make the controller work in the proposed simulation setup.

DIRECTOR 0 - 10 seconds 23.7 0.87
DIRECTOR 10 - 20 seconds 17.5 0.62
Vehicle actuated (CCOL) 12.1 0.54

Table 4.7: Performance of DIRECTOR and CCOL in the proposed simulation model. Best performance highlighted in bold.
DIRECTOR is tested in both scheduling modes that affects the length of the fixed control horizon. CCOL is the controller with a
overall highest performance.

The performance of DIRECTOR deteriorated compared to the baseline simulation in Table 4.6.
During the simulation, it is seen that DIRECTOR often falls back on stabilization mechanisms during
high traffic flows. The most used stabilization mechanism is the check for long queues. This mechanism
is activated when the arrival detector is occupied for a long time and the signal group is scheduled to
clear the long queue, i.e. the stabilization mechanism will schedule the signal group until the long
queue is gone.

When the vehicles are generated on the arrival detector, the vehicles in the long queue are all placed
(unrealistically) on top of the arrival detector. In this scenario, the arrival detector remained occupied
until the last vehicle departed and the long queue is resolved. The proposed simulation setup generates
the vehicles on the stop line detector of the preceding intersection and all vehicles in the long queue
will stop behind the arrival detector if there is a long queue. This difference leads to inefficient control
of the stabilization mechanism.

The congested traffic starts to drive after the stabilization mechanism is activated. Due to the con-
gestion on the double lane arrival detector, the detector was constantly occupied causing the inability
to count the inflow of the queue. The stop line detector was still able to properly count the outflow
because it is a single lane detector. Once the vehicles have gained speed, the arrival detector will be
free between vehicles and the long queue seems fixed. The result is that DIRECTOR measures an
empty queue but actually the queue reaches over the arrival detector. DIRECTOR will service another
signal group because the queue seems empty. When all vehicles are back in line, the arrival detector
is again occupied for a long time and again the stabilization mechanism will kick back in which results
in inefficient control.

An obvious solution is to not reset the stabilization mechanism if the arrival detector is free for a short
time. The long queue remains and the signal group stays scheduled if short free periods in between
are accepted. The downside is that the stabilization mechanism can act when there is no long queue.
During busy hours the arrival detector is occupied most of the time which makes it hard to distinguish a
long queue or just normal driving vehicles. There are methods that makes the long queue stabilization
mechanism less used or not used at all such as:

» The optimal controller will not need any stabilization mechanisms. High traffic density can be
recognized based on the predicted arrivals. The use of the stabilization mechanism is prevented
if the predictions are accurate and the control capability of P-HOR is sufficient.
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» An extra priority weight is added to determine the priority of the signal group. Increasing the
weight exponentially for waiting vehicles over time will ensure that the signal group is serviced
before the stabilization mechanism is activated.

The performance of CCOL improved compared to the results of Table 4.6. The exact configuration
of the CCOI controller of Van Senden is unknown [80]. Possibly, the CCOL controller of this subsection
is more similar to the on-street controller than the CCOL controller in the previous subsection. There are
a lot of adjustments between the baseline and proposed controller which influences the simulation. The
adjustments given in Subsection 3.6.4 could also deteriorate the performance. As explained before,
generating vehicles on the stop line detector results in higher traffic intensity. The effect on CCOL is
shown with simulations in different circumstances.

» An average travel time delay per vehicle of 16.8 seconds for the baseline simulation setup used
in Table 4.6.

» An average travel time delay per vehicle of 12.1 seconds for the proposed simulation setup used
in Table 4.7.

» An average travel time delay per vehicle of 8.4 seconds for a simulation setup in which vehicles
are generated on the arrival detector but all other changes remain as explained for the proposed
simulation setup.

We can conclude that higher traffic intensity will result in worse performance of the controller. This
will probably also affect the upcoming results causing worse performance of the tested controllers in
the proposed simulation setup.

4.4.3. Results of proposed controller
This subsection shows the performance of P-HOR. All used methods are explained in Chapter 3. The
proposed methods for the prediction model and the controller are summarized in short below:

» The prediction model is extended with extra input features and appropriate pre-processing steps
are used. The outputs of the prediction model are the expected vehicles per time bin on the arrival
detectors. The length of the prediction horizon is free to choose.

» The extended prediction model is incorporated in P-HOR. The control horizon is extended and
uses multiple prediction models (one for every time bin) to increase the quality of the predictions.
The length of the predicted control horizon is disconnected from the scheduling mode, i.e. the
fixed control horizon, to enable GLOSA.

Table 4.7 is extended with the simulation results of P-HOR which results in Table 4.8. This table
shows the results of the baseline versus the proposed method when the GLOSA systems is disabled.
P-HOR can operate in more scheduling modes. Two and three time bins fixed will increase the fixed
control horizon up to 40 seconds which increases the predictability.

DIRECTOR 0 - 10 seconds 23.7 0.87
DIRECTOR 10 - 20 seconds 17.5 0.62
Vehicle actuated (CCOL) 121 0.54
P-HOR 0 - 10 seconds 14.6 0.59
P-HOR 10 - 20 seconds 15.0 0.57
P-HOR 20 - 30 seconds 17.4 0.64
P-HOR 30 - 40 seconds 20.2 0.65

Table 4.8: Performance of the proposed controller P-HOR compared to the baseline methods. Best performance highlighted in
bold. P-HOR can change the scheduling mode to increase the fixed control horizon. This increases the predictability which can
be used to enable GLOSA.

Several things can be concluded based on Table 4.8:
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* P-HOR improved compared to DIRECTOR. The gain is probably due to the inability of the stabi-
lization mechanism in the proposed simulation. This mechanisms was not effective as explained
in Subsection 4.4.2.

* P-HOR s still worse compared to CCOL. CCOL is a hand-crafted controller to optimal perform
on this specific intersection and uses last minute changes in the schedule to maximize the per-
formance, i.e. a fixed control horizon of 0 seconds. The drawback of CCOL is that needs to be
tuned every 2 - 3 years and has no predictability at all. Predictability should provide benefits when
GLOSA is enabled.

» The performance of P-HOR with 0 and 1 time bins fixed are equivalent. The overall performance
of the controller depends on the chosen importance of both KPls.

» The performance of both KPIs deteriorated when increasing the number of fixed time bins further.
This is because it is not allowed to change it to a more beneficial schedule once the schedule is
fixed. Enabling GLOSA could counter this effect.

4.5. Performance of proposed controller with GLOSA enabled

The last experiment tests the effect of enabling the GLOSA system on the performance. The GLOSA
system will provides the optimal speed for the arriving vehicles to reduce the number of stops. GLOSA
systems should not only take into account the desired speed to arrive during green phases but also
the optimal time within these periods. When the road is crowded, the system needs to ensure that all
vehicles arrive scattered during the green light period instead of all at the begin or end. Subsection
4.5.1 shows the results of the preliminary experiments to test the performance of DIRECTOR with
GLOSA enabled in the baseline simulation. Subsection 4.5.2 shows the result of enabling GLOSA for
the proposed controller in the proposed simulation.

4.5.1. Results of baseline controller with GLOSA enabled - DIRECTOR and CCOL
The GLOSA system can be enabled if the controller has a control horizon that shows the schedule
for the near future. The schedule is used to determine the time until green and the corresponding
speed. Therefore, it is not possible for the CCOL controller to enable GLOSA as seen in Figure 3.13.
DIRECTOR can be used as baseline controller with GLOSA enabled. In this version of GLOSA the
speed is constantly updated to achieve the highest performance. However, this is currently not possible
for on-street operation because not all vehicles are connected. GLOSA is determined for vehicles that
crossed the arrival detector because that was the outer edge of the simulation for the nearby simulation.
The control horizon of DIRECTOR is limited to one time bin fixed which is long enough to determine the
optimal speed for vehicles generated on the arrival detector. Table 4.9 shows the results of DIRECTOR
with GLOSA enabled.

The average travel time per vehicle is used as KPI instead of the average delay because Vissim (that
the baseline simulation performed) could not calculate the correct average delay per vehicle. GLOSA
changes the target speed for vehicles which was used to determine the delay time. The average delay
per vehicles is the delay compared to the maximum speed, not the optimal speed (GLOSA). The first two
scenarios shows the performance with the GLOSA system disabled which are the same as scenario 2
and 4 in Table 4.6 but converted to the new performance index. The performance deteriorates with one
time bin is fixed. However, this scheduling mode is designed to enable Advanced Driver-Assistance
Systems (ADAS) such as GLOSA as shown in scenario 3.

DIRECTOR 0 - 10 seconds N/A 254
DIRECTOR 10 - 20 seconds | Disabled | 29.0 0.50
DIRECTOR 10 - 20 seconds | Enabled | 28.6 0.36

Table 4.9: Performance of DIRECTOR enabling a simple version of GLOSA in the baseline simulation model. Best
performance highlighted in bold. The implementation assumes that there are no vehicles queued and that acceleration and
deceleration is instant [80]. Enabling GLOSA reduces the number of stops with almost 30% for this implementation.
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GLOSA has little effect on the travel time but can reduce the number of stops with almost 30%
for DIRECTOR. There is an inexplicable difference in these results obtained by van Senden between
row 2 and 4 of Table 4.6 and row 1 and 2 of Table 4.9 which are the same controllers with the same
scheduling mode in the same simulation setup.

» The number of stops increases from 0.46 and 0.43 in Table 4.6 to both 0.50 Table 4.9.

» The delay time increased from 10.3 to 12.9 (increase of 2.6) with one time bin fixed but the travel
time increased from 25.4 to 29.0 (increase of 3.6). As explained in Equation 4.3, the difference
between travel time delay and travel time is the travel time in free flow which is a constant. There-
fore, the difference in both tables should remain the same.

This makes it difficult to compare the performance of P-HOR+G with the results of Van Senden.
Therefore, the effect of enabling the GLOSA system is mainly compared to the performance of the
proposed controller with GLOSA disabled P-HOR+G.

4.5.2. Results of proposed controller with GLOSA enabled

Enabling GLOSA is the last proposed method explained in Chapter 3. The GLOSA system determines
the optimal speed for the vehicles leaving the preceding intersection. Table 4.10 shows the performance
of P-HOR+G.

0 - 10 seconds

P-HOR+G 10 - 20 seconds 0.43
P-HOR+G 20 - 30 seconds 0.43
P-HOR+G 30 - 40 seconds 0.39

Vehicle actuated (CCOL) 0.54

Table 4.10: Performance of the proposed controller after enabling GLOSA in the proposed simulation model. All vehicles
received GLOSA. Best performance highlighted in bold. The CCOL controller has still the lowest vehicle delay. However, the
proposed controller with a scheduling mode of 3 time bins fixed and GLOSA enabled has the least number of stops.

Table A.1 in the Appendix contains an overview of the results of the proposed methods with both
GLOSA enabled and disabled and the baseline methods. Based on Table 4.10 several things can be
concluded:

» Enabling GLOSA in the scheduling mode with 0 time bins fixed results is an overall worse con-
troller. The system determines GLOSA based on a schedule that still can change. Therefore, the
GLOSA speed is not optimal anymore in many cases.

» Enabling GLOSA with 1 time bin fixed has more promising results. The travel time delay increased
with 3 - 6% but the number of stops decreased with 25 - 27% compared to the most promising
scheduling modes with GLOSA disabled (0 or 1 time bins fixed, based on which KPI is the most
important).

+ Fixing more time bins willimprove both KPIs compared to the same scheduling mode with GLOSA
disabled. This is mainly because the version with GLOSA disabled has a poor performance.
Nevertheless, the travel time delay decreased up to 20% and the number of stops up to 40%.
Compared to the most promising scheduling modes the travel time delay increased with 7 - 12%
and the number of stops decreased with 25 - 34%.

» The performance deteriorated if more time bins are fixed in all previous experiments. In Table
4.10 the travel time delay decreased while the number of fixed time bins increased from 2 to 3
time bins fixed.
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The GLOSA system will not give similar results during the entire simulation which is seen in Appendix
B. Figure B.1 shows the vehicle delay and Figure B.2 the number of stops per 15 minutes over time.
CCOL has the lowest vehicle delay during the entire simulation. Compared with both DIRECTOR and
P-HOR, the difference in vehicle delay is bigger during the morning and evening rush hour. However,
P-HOR+G has the lowest number of stops. The GLOSA system reduces the number of stops especially
during the less busy hours and has no effect at all during the evening rush hour. During these hours,
it is more crowded making it unable for vehicles to drive the given target speed. This is especially the
case when there is a big difference in target speed for vehicles on the same link with different destina-
tions. Another explanation is that the delay due to the queue is based on the queue length estimated
by P-HOR+G. Wrong estimation of the queue length affects the optimal speed.

The GLOSA system is not yet capable to perfectly determine the speed. This affects the over-
all performance which is the most visible during the busiest hours. It is possible to switch between
scheduling modes during the day because the proposed controller is not installed on the TLC but is
running in the cloud. This makes it possible to operate without GLOSA during the busiest moments and
enable GLOSA the remainder of the day. The performance over a full day is improved to 14.5 seconds
of travel time delay per vehicle and a average of 0.39 stops per vehicle if the controller operates in the
scheduling mode with zero time bins fixed and GLOSA disabled during the evening rush hour (between
15:30 - 17:00) and the scheduling mode with 3 time bins fixed and GLOSA enabled during the rest of
the day. Disable GLOSA also during the morning rush hour will even further decrease the travel time
delay. This will result in a travel time delay of 14.0 seconds per vehicle and an average number of
stops per vehicle of 0.42. Both configurations have a higher performance on both KPIls compared to
the best performing controller with GLOSA disabled as seen in Table 4.11.

CCOL 0 seconds disabled
P-HOR+G* 0 - 40 seconds | partly enabled
P-HOR+G** 0 - 40 seconds | partly enabled

0.39
0.42

Table 4.11: Performance of the proposed method that disables GLOSA during the most busy moments. The remainder of the
day GLOSA is enabled and the schedule is known for 30 - 40 seconds. The experiments are performed in the proposed
simulation. Best performance highlighted in bold.

*) GLOSA is disabled during the evening rush hour.

**) GLOSA is disabled during the morning and evening rush hour.

We can conclude that enabling GLOSA will not directly give an overall performance improvement.
However, enabling GLOSA at the right moments will improve the overall performance. The most ef-
fective moments to disable GLOSA is during the busy moments such as the morning and evening rush
hour.






Conclusions and future work

Nowadays traffic jams have an effect on most people in daily life. The bottleneck of the maximum road
volume in urban areas, and a major reason for the occurrence of congestion in traffic, is the maximum
capacity of the traffic flow on the intersection. Safe passage for all vehicles on the intersection is coor-
dinated with Traffic Light Controllers (TLCs). There are multiple control-methods trying to achieve the
optimal control based on the available resources. Despite all effort to minimize the delay for vehicles,
it is still common to wait regularly before a red traffic light.

A promising method to decrease the number of stops are Green Light Optimal Speed Advice
(GLOSA) systems. These systems will give a speed advice to arriving vehicles based on the schedule
of the TLC. The TLC needs to be predictable to give reliable GLOSA messages, i.e. the schedule of
the TLC needs to be known and fixed. However, most on-street controllers are flexible to maximize
the performance up until the last moment. Currently, enabling GLOSA systems is only possible in two
situations:

» Non-dynamic controllers that have a predetermined schedule and cannot adapt to a changing
traffic flow

 Controllers that make unrealistic assumptions on complete knowledge of the traffic situation and
are not suitable for real-world application.

A prediction model could predict the future arrivals based on available measurements to optimize and
fix the schedule in advance. Controllers that predict the arrivals in advance to enable GLOSA could
potentially improve the performance and are still suitable for real-world application. The proposed
controller developed in this thesis, will investigate the possible performance gain by answering the
following research question: How much can the performance of dynamic decentralized traffic light
controllers be improved on sparse real measurements by enabling GLOSA?

The proposed controller is tested in a simulation which mimics real-world circumstances. The con-
figuration and the traffic flow data are based on real life detections obtained from the managing provin-
cial government. The proposed controller is a decentralized controller which means that it will control
one intersection. The design of the controller and the setup of the simulation is in such a way that the
proposed controller can be connected to operating TLCs without any adjustments.

5.1. Prediction model

The first goal was to optimize the prediction model for arriving vehicles. Appropriate pre-processing
steps are implemented to boost the performance. All detection data is stationary over time, i.e. remove
the trend and make the input feature independent over time, by using the differenced series. The time
of day data is cyclical to remove the undesirable jumps during midnight. The day of week data is divided
is workdays and weekend days to create a binary input.

Extra input features of the preceding TLC are used to increase the prediction horizon. The com-
bination of queue detectors, arrival detectors and signal states of the preceding intersection as extra
input besides the already used stop line detectors maximized the performance. All input features are
included in the V-log standard which is used by operating TLCs on-street.
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The result is that the prediction horizon could be extended until 50 seconds without loss of accuracy
compared with the prediction model of DIRECTOR with a prediction horizon of 30 seconds. Over the
same prediction horizon of 30 seconds, the NRMSE decreased (from 0.65 to 0.54) with 17%.

Interesting to investigate as future work is to use the output of the GLOSA system as input for the
prediction model. The model predicts the future arrivals based on a data set where vehicles drive a
target speed of 80 km/h. Due to the GLOSA system, the overall speed of vehicles changes. The
prediction model can incorporate the changed behavior of the vehicles due to the GLOSA system by
using the target speed of the GLOSA system as extra input. A data set with GLOSA information is
therefore needed that is unfortunately not (yet) available. An option is to collect all detections and the
output of the GLOSA system during a simulation and use this data set to train the prediction model.
However, the prediction model is trained on the simulated data which has an unknown effect.

5.2. Predictive controller

The prediction model is used to design a predictive controller that is suitable to enable the GLOSA
system. Table 4.5 describes the contributions of this thesis. Two controllers are used as baseline
methods to compare the performance of the proposed controller. CCOL is a non-predictive hand-
crafted controller that operates on-street and DIRECTOR is the first step towards on-street predictable
controllers. The structure of DIRECTOR is used to design the proposed controller (P — HOR). The
proposed controller extends the control horizon and uses multiple prediction models to predict the
arrivals for every time bin within the control horizon.

The proposed controller outperforms DIRECTOR with 14 - 38% reduction in terms of vehicle delay
and 5 - 32% reduction in terms of numbers of stops based on the scheduling mode. DIRECTOR is not
yet able to optimal control under the circumstances in the simulation, therefore, the gain is probably due
to the inability of the stabilization mechanism. The proposed controller is not competitive compared to
the non-predictive CCOL controller.

The proposed controller has extended the control horizon to increase the predictability. Experiments
are performed with scheduling modes up until a fixed control horizon of 40 seconds. As expected, the
performance deteriorates because of the reduction of flexibility. The predictability of these scheduling
modes is used to enable the GLOSA system. Several things are still worth investigating as future
work to improve the performance of the controller. Small adjustments such as optimization of time bin
size, optimal weight of the switching penalty and the implementation of a dynamic model to predict the
departures will likely improve the performance. There is also some potential left in the selection of the
optimal schedule. The optimal schedule is selected based on the vehicle delay during that time bin.
All travel time delay after this time bin is not included in the optimization. An optimization over the full
control horizon at once with possible switches in between could improve the performance because the
effect on the next schedule is incorporated in the optimization. In this case, the total vehicle delay for
a combination of schedules in the control horizon is determined at once and the best combination of
schedules is picked. It could be beneficial to schedule a signal group with less priority first such that
afterwards the signal group with the highest priority could be serviced for a longer time.

5.3. Enabling GLOSA

The GLOSA system is an add-on of the controller and the controller must also be able to operate without
the GLOSA system. In Table 4.5 this controller is referred to as P — HOR + G. The control horizon of
the proposed controller always has a fixed length which is needed to determine the time until green.
The implemented GLOSA system will determine the optimal speed based on the time until green and
the expected delay due to the surrounding vehicles.

Enabling GLOSA will not lead to an overall improvement of the performance directly. The number
of stops decreased but the travel time delay increased. Only when comparing between the same
scheduling modes with a fixed schedule more than 20 seconds, the overall performance improved.
However, this is mainly due to the bad performance with GLOSA disabled.

The proposed controller is a cloud controlled application. Therefore, it is possible to adjust the
scheduling modes during the day. Enabling GLOSA all day except during rush hours will lead to 3 -
4% reduction in terms of vehicle delay and 29 - 32% reduction in terms of numbers of stops based on
the scheduling mode. This setup of the proposed controller seems competitive with the hand-crafted
non-predictive CCOL controller. Compared with this controller, the proposed controller will reduce the
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number of stops with 26% at the cost of 16% increase in vehicle delay. The performance of all tested
controllers is shown in Table A.1.

Despite the fact that the GLOSA system already improved the performance, there is still progress to
be made. GLOSA is only determined at the moment the vehicles leave the preceding schedule. Based
on new insights in the expected time until green or the expected queue length, it could be beneficial
to update GLOSA. Also, the proposed method does not take speed differences into account. Vehicles
on the same link with a different destination could receive a different GLOSA as big as the difference
between minimum and maximum boundary of GLOSA which can cause dangerous situations. Safety
would be improved when the speed differences are minimized for each link. Also, in the research it
is assumed that all vehicles will change their speed according to the GLOSA system. In reality, the
number of vehicles that will change their speed differs because some vehicles will still drive the speed
limit. It is expected that the participation will increase with the rise of automated vehicles. However, it
is important to the test the effects of GLOSA with less than 100% participation to have a realistic view.
Simplified tests with 80% participation are performed, i.e. 80% of the vehicles are randomly selected
and advised with GLOSA. This is tested for the scheduling mode with 1 and 2 time bins fixed. The
results are shown in Table 5.1 below. These results are also included in Table A.1.

10 - 20 seconds | 80% enabled
20 - 30 seconds | 80% enabled

P-HOR+G 0.52

Table 5.1: Results of simulations where randomly 80% of the vehicles received GLOSA. Best performance highlighted in bold.
The results with a horizon of 10 - 20 seconds is equal to the setup with GLOSA disabled. The number of stops with a horizon of
10 - 20 seconds is between the number of stops with GLOSA enabled and disabled. The average vehicle delay is over 1
seconds per vehicle lower compared to GLOSA disabled and over 2 seconds lower compared to GLOSA enabled.

Several things can be concluded based on Table 5.1:

» The performance is equal when GLOSA is disabled or 80% enabled for the scheduling mode with
one time bin fixed.

» Enabling GLOSA for 80% for the scheduling mode with two time bins fixed gives a better result.
The number of stops is between the number of stops with GLOSA enabled and disabled. The
average vehicle delay is over 1 second per vehicle lower compared to GLOSA disabled and over
2 seconds lower compared to GLOSA enabled.

Finally, all statements within this thesis are based on the results of simulation. Despite this sim-
ulation is designed to mimic real-world circumstances, it is not possible to say with certainty that the
controller will perform equivalently on street. As already mentioned, the proposed controller is de-
signed conform the safety standards used on-street. Together with a team at Siemens, we convinced
the provincial government of the safety and quality of the proposed controller and received permission
from the provincial government to do on-street pilots with the proposed controller on the intersection as
shown in Figure 1.3. Due to the safety reasons described above, GLOSA is not (yet) enabled in these
pilots. At the time of writing, the last adaptions are realized to connect the controller to the TLC. The
pilots will be done in small test periods at a time. The results could give new insights in the performance
and is a check on the truthfulness of the simulation. The objective to get the developed controller on
street is accomplished. That does not mean that no more improvements can be made. An improve-
ment that can be obtained with minimal effort and certainly gives an performance improvement is the
optimization of the time bin size that is currently fixed for 10 seconds. More extensive research about
the optimization of the scheduling over multiple time bins, as explained above, could lead to significant
performance improvements.






Overview of all simulation results

CCOL 0 seconds disabled 121 0.54
DIRECTOR 0 - 10 seconds disabled 23.7 0.87
P-HOR 0 - 10 seconds disabled 14.6 0.59
P-HOR+G 0 - 10 seconds enabled 16.9 0.62
DIRECTOR 10 - 20 seconds | disabled 17.5 0.62
P-HOR 10 - 20 seconds | disabled 15.0 0.57
P-HOR+G 10 - 20 seconds | enabled 15.5 0.43
P-HOR+G 10 - 20 seconds | 80% enabled 15.5 0.56
P-HOR 20 - 30 seconds | disabled 17.4 0.64
P-HOR+G 20 - 30 seconds | enabled 16.4 0.43
P-HOR+G 20 - 30 seconds | 80% enabled 15.3 0.52
P-HOR 30 - 40 seconds | disabled 20.2 0.65
P-HOR+G 30 - 40 seconds | enabled 16.0 0.39
P-HOR+G* 0 - 40 seconds partly enabled | 14.5 0.39
P-HOR+G** 0 - 40 seconds partly enabled | 14.0 0.42

Table A.1: Performance of all tested methods in the proposed simulation. Best performance highlighted in bold. The last two
proposed methods disable GLOSA during the most busy moments. The remainder of the day GLOSA is enabled and the
schedule is known for 30 - 40 seconds.

*) GLOSA is disabled during the evening rush hour.

**) GLOSA is disabled during the morning and evening rush hour.

Performance over time
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