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—— Abstract

Proof logging is used to increase trust in the optimality and unsatisfiability claims of solvers. However,

to this date, no constraint programming solver can practically produce proofs without significantly
impacting performance, which hinders mainstream adoption. We address this issue by introducing a
novel proof generation framework, together with a CP proof format and proof checker. Our approach
is to divide the proof generation into three steps. At runtime, we require the CP solver to only
produce a proof sketch, which we call a scaffold. After the solving is done, our proof processor trims
and expands the scaffold into a full CP proof, which is subsequently verified. Our framework is
agnostic to the solver and the verification approach. Through MiniZinc benchmarks, we demonstrate
that with our framework, the overhead of logging during solving is often less than 10%, significantly
lower than other approaches, and that our proof processing step can reduce the overall size of the
proof by orders of magnitude and by extension the proof checking time. Our results demonstrate
that proof logging has the potential to become an integral part of the CP community.
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1 Introduction

Constraint Programming (CP) is a pivotal field recognized for its efficacy in addressing
intricate combinatorial challenges across diverse sectors. Central to its importance is the
model + solve paradigm, which allows practitioners to express problem constraints in a
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declarative manner without having to reason about how the problem needs to be solved.
By combining modeling flexibility with powerful solving techniques, CP enables intuitive
problem formulation and effective optimisation strategies.

In a typical CP workflow, the solver is often treated as a black box. When a solver
reports a solution, it is easy to verify whether all constraints are satisfied. However, for
unsatisfiability and optimality claims, no such trivial verification can be done. How can we
be sure that a model has no solutions when that is the claim of a solver?

Unfortunately, bugs are common due to the complex nature of solvers, regardless of the
paradigm. For example, fuzz testing [41] revealed that virtually all solvers in the MaxSAT
Evaluation 2022 have bugs. Similar issues have been reported for SAT and SMT solvers [13].
A variety of techniques have been used to discover bugs in well-maintained CP solvers [4, 29].
Long-standing MIP solvers may report incorrect results due to numerical instabilities [18]. For
applications where correctness is crucial, e.g., chip design [1] and combinatorial actions [22],
a bug may undermine the entire process and result in legal and financial consequences.

The general approach to verifying claims of unsatisfiability or optimality is proof logging.
The proof can then be checked by a separate proof checker, possibly implemented in a formally
verified toolchain. As a result, when a checker accepts a proof as correct, the claim of the
solver may be trusted with high confidence.

Proof logging has proven immensely successful in the SAT community [47, 46, 19]. It has
enabled the closing of several open math problems [36, 34] and has become standardised
in the community, e.g., solvers in the SAT competition [6] must produce proofs in order to
participate. Aside from SAT solvers, SMT solvers can also commonly produce proofs [12, 8],
and in 2017 the MIP solver SCIP [2] gained the ability to produce machine-checkable proofs
for a subset of techniques [16].

Unfortunately, proof logging is far from standard in CP due to several challenges. First,
CP solvers consider heterogeneous constraints and reasoning capabilities, making it difficult
to select a suitable proof system. Second, as with proof logging for MIP and SMT solvers,
the overhead of proof logging may be significant. Third, when models are distributed through
standardized file formats, the internal representation of the solver could differ from those
models. As a result, none of the state-of-the-art CP solvers submitted to the MiniZinc
Challenge [44] and XCSP Competition [5] in 2023 supported proof logging in any form.

The current state of affairs is that proof logging is useful for CP and shows great
promise, however, its mainstream adoption is clearly out of reach for current methods. An
unpublished approach [27] suggests logging every nogood and propagation step, incurring a
three-fold slowdown with potentially prohibitive disk space requirements. Another recent
approach proposes to trace the solver using pseudo-Boolean reasoning [31], which leads to
high confidence in each individual step of the solver as well as the final claim. Unfortunately,
similar downsides hold, with slowdowns of (several) orders of magnitude, and even longer
proof checking. Furthermore, both approaches log with respect to the internal problem
representation of the solver, rather than a standardised input format.

We address the prohibitive runtime and space requirements for CP proof logging by
contributing a novel CP proof generation framework, together with a proof format and proof
checking facilities. Our approach has three steps. In the first step, the CP solver produces
a proof scaffold of unsatisfiability by only logging nogoods (learned clauses), which can
be understood as a compressed version of the final proof. Once the solving and scaffold
production is done, in the second step, our proof processor (a separate piece of software)
identifies nogoods in the scaffold that can be removed without invalidating the proof, and
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expands the trimmed scaffold into a full CP proof by adding only the necessary inference

steps based on the remaining nogoods. In the third step, the proof is verified using one of

the available proof-checking approaches. Our framework has several major advantages:
From the solver (developer) side, we only require generating a proof scaffold, which
introduces a minor overhead (5-10% runtime), requires little memory (scaffolds are at
most hundreds of megabytes, with most expanded proofs well below one GB — compared
to tens or hundreds of GBs of current approaches), and places virtually no burden on the
solver developer. All of these points are in stark contrast with previous approaches.
Our approach reduces the proof size by removing redundant nogoods before expanding
the proof, which in our experiments removes 20-90% of the nogoods. This is significant
given that verification runtime is a bottleneck, which is correlated with proof size.
The resulting proof is in our CP proof format, which, in the spirit of CP, embraces
the diversity of constraints and records the proof steps in CP terminology, rather than
encoding them into a different paradigm. This allows our approach to be agnostic to the
verification technology. In our implementation, we verify the proof using VeriPB [30].
The proof verification is done with respect to the input file, rather than the internal solver
representation, decoupling proof generation from verification. In our implementation, we
use FlatZinc as the input file, although XCSP and other formats may be used similarly.

We demonstrate the effectiveness of our framework by experimentally evaluating against
over 4000 instances from the MiniZinc benchmark repository. These are realistic problems
and many have been used in previous competitions. Furthermore, we discuss proof logging
FlatZinc components with pseudo-Boolean reasoning, and introduce a novel pseudo-Boolean
justification technique for the cumulative global constraint.

To summarise, we present a framework for certifying the output of CP solvers that is
1) efficient enough to be used on realistic problems with little overhead, 2) agnostic of the
solver, as the proof steps are given with respect to the input file rather than the internal
solver representation, and 3) generic in the sense of our CP proof format which enables using

any existing verification approach and reduces the verification time by proving shorter proofs.

We believe our results demonstrate that proof logging has the potential to become an integral

part of the CP community with a clear value in increasing the trustworthiness of our solvers.

The paper is organized as follows: Section 2 covers some preliminaries and Section 3
covers related work. In Section 4 we present our proof logging approach, and Section 5
presents an empirical evaluation of the approach. Finally, Section 6 gives our conclusion and
presents directions for future work.

2 Preliminaries

2.1 Constraint Satisfaction Problems

A constraint satisfaction problem (CSP) P = (X,C,D) is a triple where X = {z1,...,2,} is
a set of decision variables, D is the domain, which, for each variable x; € X', denotes the set
of possible values for x; as D(x;). We consider all variables to be integer variables. Booleans

are modelled as integers with domain {0, 1}, where 1 is the true value, and 0 is the false value.

A constraint C(X) € C is an n-ary relation between the variables X C X. Reified constraints
are of the form r <» C(X), where r € X is a Boolean variable which is used to conditionally
enforce the constraint C'(X). A specific constraint that is important to this work is the
clause, which is a disjunction of Boolean variables. An assignment A is a mapping from each
variable z; to a single value v; € D(z;). If A satisfies all the constraints, then A is called
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CP 2024



11:4

A Multi-Stage Proof Logging Framework to Certify the Correctness of CP Solvers

a solution. If there are no solutions to a CSP P, then P is called unsatisfiable. Otherwise,
if P has at least one solution, the problem is called satisfiable. A CSP can be extended to a
constraint optimisation problem (COP) by adding an objective function f : Z™ — Z which
maps any solution A to a cost f(A) such that a solution A; is better than solution A, iff
f(A1) < f(As2). A solution A is optimal if there does not exist a solution A’ with a lower
cost.

2.2 Constraint Programming

Constraint Programming (CP) is a paradigm used to solve CSPs and COPs. In a CP solver,
constraints are represented through propagators. A propagator is a function p : D — D’
that removes values from the domain D which cannot be present in any solution. Fixpoint
propagation (FP) is the process of applying all propagators until fixpoint, i.e. until no more
values can be removed. Solvers recursively partition the domain in at least two subproblems
over which it calls fixpoint propagation. This process continues until a subproblem is found
where all variables have singleton domains, or the solver concludes no solution exists.

An atomic constraint is a predicate (x o v), where x is an integer variable, o € {<, >, =, #},
and v is a constant. During the search, CP solvers may learn nogoods, i.e., a conjunction of
atomic constraints that cannot be part of a feasible solution. In this work, we will use the
term learned clause to mean the negation of a nogood, following conventions from lazy clause
generation CP [25, 40] and CDCL-SAT solving [38]. The set of all clauses in the solver is
called the clause database. The propagation of nogoods/clauses to fixpoint is referred to
as Boolean constraint propagation (BCP). The notation C Fpcp | means that the atomic
constraint [ is entailed by the set of clauses C and this implication is identified through BCP.

2.3 Proof Logging for Black-Box Solvers

In this work, we are primarily concerned with unsatisfiability claims, since a proof of
optimality can be understood as an unsatisfiability proof claiming that there is no solution
with a lower objective value than the optimal value. This applies directly to linear search
(branch-and-bound) commonly used in CP solvers, and a similar approach could be used
for other optimisation approaches such as core-guided search [26] and logic-based Benders
decomposition [21, 37] (known as implicit hitting sets in MaxSAT [20]).

Conceptually, a proof of unsatisfiability P = [Sy,...,S,] is a sequence of proof steps,
such that each step S; € P is entailed by the model and all preceding steps S; : 1 < j < 1.
Every step should be checkable in polynomial time of the number of steps preceding it. The
final step of the proof S;, = L is the trivial conclusion that the model is unsatisfiable. For
solvers, the proof is generally a log of the reasoning steps performed during the search. Note
that if a solver finds a solution to the model, it will still have logged its proof steps.

Given a model F' and a proof of unsatisfiability P, a proof checker certifies that every
step in the log is a valid reasoning step. If all the proof steps are correct, then the proof is
valid and the model is confirmed to be unsatisfiable. Note that the checker merely asserts
the correctness of the proof, and does not provide any guarantees on how the proof was
generated. In this sense, an incorrect solver may still produce a correct proof, and as long as
the proof is correct, the checker will accept it and assert the claim.

2.4 Proof Logging for SAT

In propositional proofs of unsatisfiability produced by SAT solvers, every step in the proof is
a clause which is entailed by the conjunction of the clauses in the problem and the previous
clauses in the proof. The entailment has to be identified through reverse unit propagation
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(RUP) [33, 28], i.e. "¢ A F AC Epcp L for a proof clause ¢, its predecessors in the proof C
and the original formula F. The last clause is the empty clause, which cannot be satisfied
and is therefore equivalent to L. Proofs of this style are referred to as RUP proofs. They
have the advantage that it is not necessary to indicate what premises lead to the derivation
of the clause c. However, a disadvantage is that the runtime cost of checking every clause
grows as the number of clauses in the clause database grows.

As the SAT solver runs, it learns many RUP clauses using the CDCL solving framework [38]

and adds the clauses to its database. Occasionally, a portion of the learned clauses are deleted.

This deletion is often also logged in the proof, extending the RUP format to DRUP (Deletion
Reverse Unit Propagation) [35]. The checker can use the deletion information to remove the
clause from consideration, to reduce its memory usage and runtime cost. Note, DRUP has
been superseded by the modern DRAT [46] and LRAT [19] formats in SAT solvers.

Proof checkers for SAT proofs check the RUP property for every clause in the proof.

To do so, there are two possible directions the proof can be traversed: forward checking

or backward checking [33]. In forward checking, the proof is read in one clause at a time.

When reading clause C;, the RUP property is checked and if it holds, C; is added to the
clause database for the checker to use at clause C;y;. Backward checking takes the opposite
approach. The entire proof is read into the checker and it starts by checking RUP on the
empty clause and moving toward the first clause in the proof. When checking clause Cj, it
is first removed from the clause database and then the RUP property is checked. All the
clauses from the proof that are used to conclude L, are marked. Then, as the checker comes
across clauses that are not marked, they can be removed from the clause database without
checking the RUP property, as that clause did not contribute to the derivation of any clause
used to derive the empty clause. Essentially, a backward checking proof checker trims the
proof it is checking, only verifying proof steps that are used to derive other proof steps.

3 Related Work

Proof logging has been successfully developed for SAT solvers over the last 20 years, and is
now adopted by virtually all modern SAT solvers. The introduction of proof logging surfaced
many bugs in solver implementations, and the SAT competition, a yearly competition between
SAT solvers, requires solvers to be proof-producing. Early proofs were resolution-based

proofs [47], but since then the common proof systems are so-called clausal proofs [35, 46, 19].

SMT solvers like Z3 [10] and cvcb [7] can also produce proofs. These systems are similar
to CP solvers in that they have an extremely large number of possible reasoning steps they
perform. For any new theory, the reasoning must be individually justified in the proof. The
proofs are prohibitively large since the solvers perform a vast amount of reasoning which
turns out to be irrelevant to derive unsatisfiability.

A third solving paradigm which has seen work in proof logging is the MIP paradigm.

VIPR [16] is a format for MIP proofs using cutting planes reasoning. It is implemented for
the SCIP [2] solver. When logging, SCIP has to run with exact arithmetic, which impacts
the performance already. On top of that, the large I/O overhead means that the impact of
logging the proof limits its applicability.

The first implementation of a proof-producing CP solver was done in the PCS/HaifaCSP
solver [45], which produced resolution proofs. For each propagation, the reasoning is explicitly
stated in terms of the premises and the conclusion in clausal form to perform the resolution
steps. It is unclear what the experimental impact is of this proof logging implementation.

11:5
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Another promising approach implements proof logging into the Chuffed LCG solver [27].
The proof format can be seen as an extension of the DRUP format, with propagations
introduced as temporary clauses. The work is not published, and their experimental data
shows a threefold slowdown when proof logging is enabled with potentially large proof files.

A more recent approach to proof logging for CP is done in the Glasgow CP solver [31],
which encodes propagations and conflicts into pseudo-Boolean form. This is an elegant
approach that decouples the proof format from the capabilities of the CP solver, and new
propagators can be supported by devising an encoding of the filtering algorithms into pseudo-
Boolean form [24]. Tt does require the encoding into pseudo-Boolean form [14] to become
part of the trusted base of the application, as that component is not formally checked. The
key issue, however, is that it imposes a (several) orders-of-magnitude runtime overhead on
the solver, as encodings are created during the solving process, and since every propagation
is logged, the proof files easily exceed tens and hundreds of GB even for small problems
which result in even longer verification times. Although engineering efforts may bring down
the runtime, two main issues hinder scalability: 1) CP solvers spend most of their time in
the propagation engine, so adding additional work during propagation is likely to negatively
impact performance, and 2) only a portion of the work done by the solver is needed for the
proof of unsatisfiability. Our framework addresses these issues by removing logging during
propagation via scaffolds and expanding only the necessary part of the proof before checking.

Previous CP proof logging approaches show the value of proof logging CP solvers, however,
all have similar drawbacks with varying degrees: considerable overhead for the solver, large
file requirements to store the proofs, and the proof is done in terms of the internal solver
representation rather than a standardised input format.

Finally, ensuring the correctness of solvers has been investigated by correct-by-construction
methods [15] using Coq, an automated theorem prover. This removes the necessity of proof
checkers, however, the solver is not competitive with implementations in imperative languages,
as many of the implementation strategies are difficult to express in formalisms like Coq.

4  Our Contribution: A Multi-Stage Framework for CP Proof Logging

Our framework has three stages: proof scaffolding, proof processing, and proof verification.
Before diving into the details, we first show two illustrative examples.

» Example 1. On the left, an unsatisfiable CSP is given. The table on the right shows one
possible proof for why the CSP is unsatisfiable. Note that the there is another, shorter proof
that could have been found.

# | Implied by | Proof step
x,z€{0,1},y € {0,1,2} L]es (z<O)A(Yy>2) = (z>1)
) p oy 2| o (@< 0)Aly>2) = (2 <0)
Criztytizz 31,2 <OV Aly>2) — L
cp:2x+y—222>0 1 o T<OAW<l) = (z>1)
c3:2x—y+222>20 5| ca (x<0)A(y<1) = (2<0)
cy 20 —y—22> -2 6] 3,4,5 (x<0)— L
Cs i =20 Y+ 22> 2 Tles (@>1) = (z2>1)
8 | cs (x>1) = (2<0)
C:—2r+y—2220 91678 UNSAT

» Example 2. Let us consider the three-queens problem. The problem states that we have
to place three queens on a three-by-three chessboard, such that no two queens are in the
same row, column, or on the same (anti)diagonal. On the left is a model for the three-queens
problem, and on the right a proof for why it is unsatisfiable.
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# | Implied by | Proof step
1| a (r=1) = (2 #1)
2| a (r=1) = (gs # 1)
3| e (=1 = (@2 #2)
4| a (g2 =3) — (a3 #3)
51 cs (g2 =3) — (a3 #2)
6| 15 =1 —1
a9 € 1,2,3} dE =2 > (@ £2)
c1 : Distinct(qi,q2,93) 8 | ¢ (r =2) — (g2 #3)
co :Distinct(qs +1,¢2 + 2,93+ 3) 9| cs ({1 =2) = {g2#1)
c3 :Distinct(qr — 1,q2 — 2,93 — 3) 10 | 7-8 {n=2-1
| a (@ =3) = (@2 #3)
12 | & (@ =3) = (g3 #3)
13 | ¢ (@ =3) = (2 #2)
14| (@2=1) = (gs # 1)
15 | ¢ (2=1) = (g3 #2)
16 | 6, 10-15 UNSAT

In Example 2 the solver can derive nogoods (steps 6 and 10) based on the propagations
it performs. In the example, these nogoods are all singleton, i.e. they contain one atomic
constraint. However, nogoods can contain an arbitrary number of atomic constraints, as
shown in Example 1.

We proceed with describing each of our stages, referring to these examples as appropriate.

4.1 Verification Flow

One of the main barriers to wider adoption of CP proof logging is the significant potential
overhead on the solver in terms of runtime and memory, and possibly the effort required from
the solver developer to enable proof logging. Our aim is to address both of these concerns.

Since proof production may have a significant overhead on the solving process, we aim to
log as few steps as possible during the search. As a CP solver can potentially log many proof

steps, especially when logging individual propagations, proofs can grow prohibitively large.

It may also be that the overhead of logging turns out to be wasted, for example when a
satisfaction problem turns out to be satisfiable or when the solver never concludes optimality
in an optimisation problem. We therefore aim to log as few steps as possible during the
solving phase to keep the runtime cost introduced by proof logging as low as possible.
Given this motivation, we split the proof production into multiple phases. Note that
while each phase may introduce bugs, a sound checker will only ever accept valid proofs, and
bugs due to unsound reasoning will be detected. A schematic overview of the following steps
in proof production is given in Figure 1.
1. Scaffolding The first step is to run the solver. During the solving process, the solver
produces a proof scaffold, which is a list of nogoods identified by the solver.
The proof scaffold of Example 2 would consist of two single-predicate nogoods, (g1 # 1)
(step 6) and (g1 # 2) (step 10), and the unsatisfiability claim (step 16). For Example 1,
the proof scaffold would consist of proof steps 3, 6, and 9.
The requirement is that the i-th proof step can be recovered by contradiction in polynomial
time by the next stage considering the original problems and the first (i — 1) proof steps
(similar to RUP), i.e., negating the nogood leads to a conflict by propagation.

11:7
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Figure 1 Schematic overview of our multi-stage framework for CP proof logging.

. Processing The proof scaffold is completed into a full proof by the proof processor. Here
we describe what the processing step provides to the framework, and Section 4.3 presents
the algorithm to achieve it. Conceptually, there are two transformations the processor
runs on the scaffold:

Trimming A proof scaffold will likely contain many nogoods that are unnecessary to derive

unsatisfiability. For SAT solvers, proof trimming is a vital part of proof checking [35],
and our experiments in Section 5 show the same holds for CP proofs. Given that the
next step can potentially introduce many steps to the proof, the key idea is that we
trim before inference introduction.

In the presented three-queens example, trimming would not remove any of the two
nogoods in the proof. However, the solver could also have derived the nogood (g2 # 1),
meaning the proof scaffold would have been (g1 # 1), (g2 # 1), (¢1 # 2). Had this been
the case, then trimming would have removed the middle nogood since it is redundant
in proving unsatisfiability.

Inference Introduction For every nogood C'in the trimmed proof scaffold, the necessary

inferences (i.e. propagations) relevant to concluding C' are generated. The output of
the inference introduction stage is considered to be a full CP proof. It explains, in CP
terms, the reasoning steps required to prove unsatisfiability.

Note that this implies two points. First, the processor needs to be able to reason at
least as strongly as the solver to accept the proof scaffold as a valid proof. Second, the
processor is free to provide reasoning that is different from the reasoning used by the
solver used during runtime, as long as it reaches the same conclusion.

In Example 2 and Example 1, the introduced inferences are the proof steps which are
implied by constraints from the model, rather than any previous proof steps.

3. Verification After proof processing we get what we refer to as the full CP proof. It is

ready to be checked by a proof checker. Ideally the checker is formally verified, to leave
as little doubt in the conclusion as possible.

4.2 Proof Format

The proof format we propose reasons about the CP model in terms of atomic constraints
and nogoods over those atomic constraints. The format is valid for both the proof scaffold
and the full CP proof. A step in a valid CP proof in this format is one of the following:

Nogood (nogood id) (clause) A clausal representation of a nogood, which satisfies the RUP

property. In a solver which derives nogoods using the CDCL [43] algorithm, all nogoods
satisfy the RUP property. A trivial nogood which can be logged by non-learning CP
solvers consists of current decision variable assignments when a conflict is detected. In
Example 2, steps 3 and 6 are nogoods.
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Deletion (nogood id) The nogood with the given id is no longer relevant for BCP, and
can be removed from consideration in the checker. This step is required to reduce the
memory usage and BCP runtime. In an LCG solver, as in SAT solving, it is common
to occasionally delete nogoods that are deemed unworthy by the solver to save space
and propagation time. Therefore, such nogoods cannot contribute to later propagations
(unless they are learned again), and therefore we can help a proof checker by indicating
the deletion.

Inference (name) (premises) (propagated atomic constraint) A lemma which is enforced
by a particular propagator in the solver. It states the premise that leads to the given
propagated atomic constraint. The inference may be used in checking the RUP property
of a nogood. For instance, in Example 2, step 1 is an inference given by constraint cs,
and it is used when checking the nogood in step 3.

The inference is required to satisfy an extension of the RUP property, i.e., asserting
the premises and the negation of the propagated atomic constraint leads to a conflict
by fixpoint propagation. Given this requirement, the “name” is not strictly necessary —
as in the scaffolding phase, this could be left freely to the processor to determine the
reason. Nevertheless, the name serves as a hint to simplify the verification step and in
our evaluation, the name was necessary to select the proper encoding for the inference.

Typically a CP solver performs many propagations during search. Keeping all inferences
in the proof in memory would slow down BCP when checking a nogood. Hence, we
specify that all inferences only apply to the first nogood following it. After checking that
nogood, the inferences are deleted from memory. This means the same inference may be
present multiple times in the proof file, but it avoids having to delete inferences explicitly.

Conclusion (conclusion) The final step of the proof. The value of {conclusion) can be one
of the following:

UNSAT when the conclusion is that the problem is unsatisfiable,
a literal corresponding to the atomic constraint {objective > v), where v is the value
of the objective variable in the optimal solution.

Conceptually, this format extends the DRUP [33] format. The nogoods in the proof are
the RUP clauses which are checked identically to the RUP clauses in a DRUP SAT proof,
and the inferences are temporary problem clauses which are created by the propagators in
the CP solver. An interesting property of our approach is that for pure SAT problems, i.e.,
problems containing only clauses and Boolean variables, our approach resembles standard
SAT proof logging and introduces no overhead compared to SAT proof logging, contrary to
other CP proof logging approaches.

4.3 Proof Processor

Given a CP proof scaffold, the processing stage can now apply trimming and inference
introduction. The proof processor uses a backward checking approach [33] to implement
trimming and inference introduction in a single pass.

The pseudo-code for the proof processor is given in Algorithm 1. The proof is loaded, the
empty clause is marked as used, and the output proof P’ is initialized to an empty sequence.
The proof processor then goes over the scaffold back to front. The last clause is popped
from the input proof sequence, and if it is marked, the RUP property is checked. Unmarked
clauses are skipped immediately. The PROPAGATION(p) procedure propagates all constraints
until the fixpoint. In case of no conflict, the implication graph is empty and the checker
cannot complete the proof scaffold, as the producer of the scaffold performed reasoning the
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Algorithm 1 Proof Processing. F is a set of constraints, and P is the proof scaffold.

Require: The top-most element of P is ().
Ensure: P’ is the full CP proof.

1: o« FUP

2: marked < {peek(P)} > peek: Get top-most element in P without popping
3. P« (Z)

4: while |P| > 0 do

5: ¢ < pop(P)

6: o p\{c}

7: if ¢ € marked then

8: P’ + push(P’,¢)

9: confl <= PROPAGATION(p A A\, 1) > Perform the RUP check.
10: if confl is empty then
11: return Fail
12: end if
13: nogoods, inferences < ANALYZE(confl)
14: marked < marked U nogoods
15: P’ + P’ concatenated with inferences

16: end if

17: end while

18: P’ <~ REVERSE(P')
19: return Success

processor cannot imitate. In case of a conflict, the RUP property for the nogood holds and
the PROPAGATION(¢) procedure returns an implication graph describing the conflict. The
ANALYZE(G) procedure walks the implication graph backwards. Through this traversal,
the nogoods used to derive the conflict are marked, and the propagations performed by
propagators are introduced as inferences. Finally, after processing all the nogoods in the
scaffold, the output proof P’ contains the full CP proof in reverse, so it is reversed.

4.4 Checking Proofs

Once we obtain the full CP proof, the final step is to check the proof with respect to the
model. A possible approach is implementing a formally verified proof checker with a theorem
prover. This approach was suggested in previous work [27] and would fit the framework well.
Another approach, which we adopted in our evaluation, is to encode the CP proofs to a
pseudo-Boolean format and check the proofs with VeriPB, following the Glasgow solver [31].

For this paper, the description of a CP model is given in the FlatZinc format. Therefore,
the models need to be encoded to a pseudo-Boolean formula. Then, every proof step in the
CP proof is encoded to an equivalent pseudo-Boolean justification.

4.4.1 FlatZinc Encoding

Encoding the FlatZinc model into a pseudo-Boolean formula entails encoding the variables,
the constraints, and, if present, the objective variable. Following the narrative from [31],
we encode the FlatZinc variables with a binary encoding. For example, if variable = has a
domain D(x) = [0..5], the binary encoding will have three Boolean variables asasa;, and the
binary expansion of x is 1 X a1 +2 X as + 4 X az. Next, we focus on three types of constraints
in this work:
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Linear Inequalities A linear inequality is a constraint in the form Y w;x; > ¢, where w;, ¢ € Z
are integer constants and x; € X are integer variables. These constraints are encoded as
described in [31].

Reified Linear Inequalities A reified version of the linear inequality constraint. We rewrite
constraints of the form r <» > w;x; > ¢ as a big-M constraint in the pseudo-Boolean
model; more formally, this constraint is introduced as M—r + > w;z; > ¢ and Mr —
> w;xz; > 1— ¢, where M is a suitably large integer constant. Encoding this constraint is
now the same as encoding a regular linear inequality. Additionally, any justification for an
inference implied by a reified linear inequality is rewritten to a linear bounds justification
over the big-M constraint.

Cumulative To encode the cumulative constraint [3] we used Equations 2-3 from Bofill et
al. [11].

Finally, if the FlatZinc model defines an objective variable O, the FlatZinc objective function

is given as the binary expansion of O.

4.4.2 Atomic Constraint Encoding

The pseudo-Boolean encoding of the proof starts by introducing the atomic constraints as
pseudo-Boolean variables. We achieve this by reifying the corresponding condition with
redundance-based strengthening [32]. For example, an atomic constraint (x > v) is encoded
by introducing a new pseudo-Boolean variable (which we introduce with the same notation)
and deriving two big-M constraints M—(x > v)+x > v and M (z >v) —x > —v + 1 for
large enough values of M.

Given the semantics of integer variables and values, every proof implicitly includes the
constraints enforcing the consistency of the atomic constraints, including Vo € X, v € Z :
(x>v) > (x>v+ 1) orVe e X,v€Z: {(x <v) = (x <v—1). Therefore, after declaring
the atomic constraints, we introduce the constraints above with VeriPB inferences. For
example, a condition (x > u) — (x > v) for constants u,v such that u > v is introduced by
taking the half-reification definitions of form M—(x > u)+x > vwand M (z > v)—z > —v+1,
adding them and dividing with rounding up by the big-M constant. The resulting condition
reads as = (z > u) 4+ (x > v) > 1, which is precisely the desired implication.

4.4.3 Proof Encoding

After introducing the atomic literals, the encoder unpacks each CP proof step into valid
VeriPB statements. The nogood and deletion steps correspond to VeriPB RUP and deletion
steps respectively. Hence, we only discuss the encoding of the inference steps.

To support the constraints listed in Section 4.4.1 we have to justify two kinds of inferences:
linear bound reasoning for linear inequalities, as used in Example 1, and time-table [9]
reasoning for the cumulative constraint. As stated previously, reified linear inequalities are
rewritten to regular inequalities and the justification for reified linear inequality inferences is
regular linear bound reasoning. A pseudo-Boolean justification of inferences implied by linear
inequalities is described by [31]. Hence, we only describe the time-table justification here.

Let (s; > v) A (s; <v') — (s; > w) be a time-table inference, where variables s; and s;
model the start time of activities ¢ and j, respectively. This inference states that the bounds
on variable s; are such that activity j cannot be scheduled before time point w, because,
task 4 must consume a certain amount of resource in an interval ending at time point w — 1
and scheduling variable s; before w would guarantee to overload the resource.
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The justification is done by contradiction, i.e., we assume activity j is scheduled before
time point w. From the encoding of the constraint, we have Boolean literals corresponding
to (s; <t < s; + p;) for every time point ¢, where p; € Z is the constant duration of activity
i. These literals indicate that task 7 is active at time point ¢. The premises of the inference
correspond to setting these literals to true for the time points within the bounds described by
the inference. The negation of the propagated atomic constraint also leads to these literals
becoming true in the time interval ending at time point w. Pseudo-Boolean propagation
then identifies the conflict in resource usage, so the inference is valid.

Finally, when the proof conclusion is the optimal objective value, the encoder will first
identify the lower bound (x > v) on the objective variable z from the conclusion of the proof.
The constraint — (x > v) is then appended to the encoding of the FlatZinc model. The rest
of the proof is treated as proof of unsatisfiability for the amended model.

5 Evaluation

To show our method works on a standardised input format, we use MiniZinc [39] models.
We designed experiments to evaluate our framework in three aspects:
The overhead caused by logging the scaffold in terms of runtime. We aim to keep this low,
to increase the practical use of the framework. We show that logging takes most of the
time less than 10%, which is orders of magnitude lower compared to existing approaches.
The value of scaffolding, trimming, and expansion, compared to logging all proofs steps
as in other approaches. Processing the proof should not be prohibitively expensive in
runtime and disk space. We demonstrate that our approach is indeed computationally
inexpensive with notable reductions in proof size.
The time spent to verify the proofs. For proof logging to be adopted, verifying the proofs
should not take an unreasonable amount of time. Our current runtimes are promising, in
particular for optimisation problems.

We implemented our approach in our LCG CP solver Pumpkin!. We support most
FlatZinc primitives and the cumulative global constraint. The solver is competitive to
established solvers Gecode [42] and Chuffed [17] (see Figure 2) when using the globals
constraints that we support and decomposing others. This gives credibility to our results.

We use our solver within the proof processor. Note that while proofs may be potentially
produced with incorrect solvers, the final proof is verified with an external tool which gives
us high confidence in the results, e.g., the solver is not checking itself.

Our main focus is on proof production, nevertheless we also implemented our own checker
as a proof-of-concept. The checker is based on VeriPB, and certifies that the proof is correct
with respect to the FlatZinc file. Our checker implements a subset of FlatZinc primitives
and the cumulative with time-table filtering, as described in Section 4.4.

We considered all MiniZinc benchmarks comprising over 4000 instances, however depend-
ing on the experiment, we used a different subset (around 3000 instances). These are detailed
in the appropriate sections.

All the experiments were run on the DelftBlue [23] supercomputer. Each benchmark
used a single core of an Intel Xeon E5-6248R 24C 3.0GHz processor and 12GB of RAM. The
solver was given 10 minutes, and subsequent steps in the framework were only performed on
instances that did not time out. Any time measurements given are of CPU time.

L Available at https://github.com/consol-lab/pumpkin. The version used for experiments is stored on
Zenodo (see title page).
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Figure 2 A cactus plot of Gecode, Chuffed Figure 3 Distribution of logging as a per-
and our solver on instances of the MiniZinc centage of the solving time for all the instances
benchmarks. Only completely solved instances taking longer than 10 seconds.
are shown.

5.1 Proof Logging Overhead

The solver was instrumented to measure the CPU time spent within the proof logging. Given
the capabilities of our solver, we considered 3923 MiniZinc benchmarks. Note that we reduced
the number of instances for the mrcpsp and rcpsp families by 80% by removing instances
randomly, since these instances had an overwhelming presence compared to other benchmark
families. The comparison with other solvers was done on this set of benchmarks as well.

Table 1 The time spent logging as a percentage of the total runtime. After discarding instances
solved under 10 seconds, 1462 instances remain.

Minimum Median Geometric Mean Mean Maximum
0.01% 5.70% 3.29% 9.33% 47.78%

We discarded easy problems from the evaluation which were solved within ten seconds,
leaving us with 1462 instances. Figure 3 shows the distribution of the overhead, and this
information is aggregated in Table 1. Logging takes, on average, less than 10% of the runtime.
This is a significant improvement compared to the orders of magnitude slowdown reported
by previous methods. Even the worst case only presents a 47.78% overhead, but that is
on an instance which finishes so quickly the I/O is the main bottleneck. We note that the
overhead can be notably reduced by using a better implementation when writing to the file,
e.g., we produce plain text files, whereas outputting in binary form would be more efficient.
Nevertheless the logging time even in the current form remains low.

Our experiments highlight the advantage of this approach, and the reason for logging
only the derived nogoods becomes clear. Every derived nogood typically requires many
propagations, and a slowdown by a multiple of what is presented here is inevitable when the
propagations are logged as well during solving.

5.2 Proof Processing

Aside from proof production, important metrics in this evaluation are the cost of proof
processing and the benefit in terms of proof size reduction. We focus on instances that we
support with our checker that we could completely solve with our solver, i.e., where the
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solver concluded unsatisfiability or optimality. In total, we considered 3382 benchmarks and

generated a total of 1825 proofs from three models from the MiniZinc benchmark repository?:

RCPSP: an optimisation model using the cumulative global constraint and linear inequalities.
This model has 1784 instances which are solvable to optimality within 10 minutes.

2DPacking: an optimisation model with linear (in)equality constraints, with 10 instances
solvable to optimality within 10 minutes.

Market Split: a satisfaction model with only linear equality constraints, and has 20 instances
that are solved within 10 minutes and are unsatisfiable.

Figure 4a shows how many nogoods remain in the proof after trimming. The plot shows
only 574 proof scaffolds since the remaining 1251 instances are solved with an empty scaffold,
i.e., instances were determined unsatisfiable at the root level. It is notable that for 373
instances, from both RCPSP and 2DPacking, not a single nogood remains after trimming.
The final proof only consists of inferences, and the trimmer used the bound on the objective
to identify the required inferences and discarded all nogoods. This means that these instances
with an infeasible lower bound on the objective variable can be identified through propagation
alone, without any search. We note that these 373 instances had scaffolds ranging from a
single nogood to 987,272 nogoods.

On the market split instances, we see different behaviour. For these instances, trimming
did almost nothing. There is one instance for which 1% of the nogoods were removed, but
on all the other instances not a single nogood could be trimmed away. Based on the impact
of trimming on DRUP proofs for SAT solvers [35], we expected to see at least some impact.
We hypothesise this is not the case because the instances are relatively small, all solved
within 3 seconds. It is therefore easy to find the unsatisfiability, and the solver never ends
up exploring redundant parts of the search space.

Given the benefits of the explicit processing step in terms of proof size, we now discuss
the cost in terms of extra runtime. Figure 4b presents the time taken to process every
proof compared to the time it took to solve that instance. From the figure we can see that
processing time is between an order of magnitude quicker and an order of magnitude slower
than solving the model, however, most of these orders of magnitude differences are due to
very small runtimes. Out of the instances which take the longest to solve, all take less than
100% of the solving time to be processed. Since we are dealing with many instances which
are solved quickly, and given that noise in the timing data is more pronounced on shorter
time spans, we conclude that instances with long solving times give a good upper bound to
the processing time. This aligns with our expectations: we expect processing time to take
less time than solving for reasonably sized problems.

5.3 Proof Checking

As described in Section 4.4, we implemented an encoder for the proof so they can be checked
by VeriPB. This means we spend some time encoding the proofs. Depending on their size,
this encoding time is not negligible.

Encoding a proof is linear in the number of proof steps. Every step in the CP proof
can be encoded independently from the others, and encoding a single step is cheap. On
instances with only a few 100 propagations and few nogoods, the I/O required in the encoder
dominates the time. However, on instances which take longer than 2 seconds to solve, the
median encoding time is 77% of the solving time.

2 Available at https://github.com/MiniZinc/minizinc-benchmarks/tree/26bcdOa
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Figure 4 Experimental results on the processing of proofs.

The final step to fully certifying the solutions is to look at what VeriPB does with the
encoded proofs. Figure 5a plots, for every proof, how long it took to verify relative to the time
it took to produce the scaffold. For some instances, the checking time is orders of magnitude
slower than producing the proof. In particular, this is the case for the market split instances.
This is likely because for optimisation problems the solver performs upper-bounded linear
search, which means it starts out deriving nogoods as it finds improving solutions. Only
after the last solution does the solver start to conclude optimality, which means many of the
first nogoods can be removed. For satisfaction problems, this does not happen, and therefore
more nogoods from the scaffold are relevant, which means checking the proof takes longer
relative to the solving time compared to optimisation instances.
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Figure 5 Experimental results on the checking of proofs.

To give an idea of the breakdown of the total time it takes for the proof to be accepted,
starting with the solving time, Figure 5b shows the time taken at each stage for the five
instances that took the longest to solve. We focus on the long instance since these instances
are likely to run into scalability issues with the other methods. We note that this excludes
any market split instances because they are all solved in less than 3 seconds, and at that
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scale, the timing data is extremely noisy. However, precisely these instances highlight why
our method is practically usable. Four out of the five instances are solved in more than 150
seconds, and the rcpsp_J60_14_4 instance is solved in approximately 53 seconds. All of the
instances are optimisation problems, and again we can see that checking whether a claim is
really true can be extremely cheap compared to solving the problem.

6 Conclusion and Future Work

We have presented a framework to support proof logging in CP solvers, given a FlatZinc
model as an input. It addresses problems with large proof sizes and significant runtime
overhead by delaying as much of the proof construction for as long as possible: only until
the necessity of the proof becomes clear does one have to pay the price to obtain the proof.
The proof format itself is designed to be almost arbitrarily extensible, in acknowledgement
of the versatility of CP solvers and their propagation algorithms.

Through our framework, we can feasibly certify unsatisfiability and optimality claims in
practical settings, with minimal overhead compared to when the solver is not logging a proof.
This minimal overhead is not trivial to achieve. On optimisation models, solvers may derive
many facts which do not directly relate to proving optimality, which adversely affects proof
checking times. By removing the reasoning steps which are redundant for the optimality
claim, at least RCPSP and 2DPacking optimality proofs, can be checked quickly.

Future work includes expanding the number of supported constraints in the MiniZinc
library. These include robust implementations of the rest of the FlatZinc builtins and would
be followed by implementing MiniZinc globals other than cumulative. Supporting stronger
reasoning would likely drastically shorten the proofs which would benefit not just solving and
processing times, but also checking times. Furthermore, we would like to expand support to
other formalisms such as XCSP, engage with solver developers to further reduce practical
barriers, and include other techniques such as preprocessing in the proof format.

Another avenue to pursue is whether the design and implementation of a dedicated,
formally verified checker for the CP proof format can reduce the end-to-end overhead even
more, which was shown to be promising [27]. If the proof no longer needs to be encoded,
and the checker can implement CP-specific reasoning natively, we postulate the checking will
become cheaper and more accessible.
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