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Balancing Energy Preservation and
Performance in Energy-Harvesting

Sensor Networks
Jernej Hribar , Member, IEEE, Ryoichi Shinkuma , Senior Member, IEEE,

Kuon Akiyama , George Iosifidis , and Ivana Dusparic

Abstract—The development of environmentally friendly,
green communications is at the forefront of designing future
Internet of Things (IoT) networks, although many opportuni-
ties to improve energy conservation from energy-harvesting
(EH) sensors remain unexplored. Ubiquitous computing
power, available in the form of cloudlets, enables the pro-
cessing of the collected observations at the network edge.
Often, the information that the Artificial Intelligence of Things
(AIoT) application obtains by processing observations from
one sensor can also be obtained by processing observa-
tions from another sensor. Consequently, a sensor can take
advantage of the correlation between processed observa-
tions to avoid unnecessary transmissions and save energy.
For example, when two cameras monitoring the same inter-
section detect the same vehicles, the system can recognize
this overlap and reduce redundant data transmissions. This
approach allows the network to conserve energy while still ensuring accurate vehicle detection, thereby maintaining the
overall performance of the AIoT task. In this article, we consider such a system and develop a novel solution named
balancing energy efficiency in sensor networks with multiagent reinforcement learning (BEES-MARL). Our proposed
solution is capable of taking advantage of correlations in a system with multiple EH-powered sensors observing the
same scene and transmitting their observations to a cloudlet. We evaluate the proposed solution in two data-driven use
cases to verify its benefits and in a general setting to demonstrate scalability. Our solution improves task performance,
measured by recall, by up to 16% over a heuristic approach, while minimizing latency and preventing outages.

Index Terms— Artificial Intelligence of Things (AIoT), deep learning (DL), edge computing, energy harvesting (EH),
green communications, multiagent reinforcement learning (MARL).

I. INTRODUCTION

RECENT advances in machine learning (ML) methods
combined with the unprecedented increase in available
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computing power at the edge of the Internet of Things (IoT)
network have opened up new opportunities for processing data
collected by sensors [1]. Often, observations from multiple
sensors are processed simultaneously by a resource-intensive
Artificial Intelligence of Things (AIoT) task. For example,
a cloudlet server [2] can process images from cameras to
detect objects such as vehicles or anomalies such as traffic
congestion. Moreover, in many such cases, the network can
obtain the same information, for example, detect all vehicles in
observed intersections, by processing observations from only
a subset of available sensors. Consequently, the IoT network
can benefit from utilizing such correlation in the information
that can be extracted from the raw observations. In this article,
we explore how sensor resources, in this case energy, can be
conserved by utilizing correlation to forego acquisition and
transmission, without compromising the performance of the
AIoT task.

The larger and denser the IoT network, the more advan-
tageous it becomes to take advantage of correlated informa-
tion [3], [4]. For example, sensors monitoring overlapping
areas can observe the same anomaly. At the same time,
sensors are often limited in terms of energy and available
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processing power. Therefore, a solution that takes advan-
tage of the correlation in processed observations can help
the network preserve limited resources, for example, band-
width, energy, or processing power, and thus become more
sustainable.

The environmentally friendly provision of the energy
required for the operation of edge sensors, that is, the appli-
cation of green communication practices, is an increasing
challenge [5], [6], [7]. While connecting sensors to the power
grid is the most reliable way to supply power, it also leads to
high deployment and environmental costs. On the one hand,
an energy harvesting (EH) proves to be a viable alternative
as it allows the sensor to collect energy by tapping into
various environmental sources such as wind, solar radiation,
or vibration [8]. On the other hand, a sensor with an EH
must be aware of its energy consumption while ensuring
that the application delivers the desired performance. In addi-
tion, the energy collected by an EH varies over time. For
example, a sensor with a solar panel may collect a lot of
energy during the day, while the energy collected at night
is negligible. In the system under study, a sensor powered
by an EH can take advantage of the correlation to optimize
energy conservation. For example, a sensor may decide to
take no action and instead conserve energy because another
sensor will obtain the required information. To develop a
solution that can adapt to ever-changing conditions, we pro-
pose a deep reinforcement learning (DRL) approach that
can learn how to take advantage of available energy and
correlation.

Existing literature addresses only a single aspect of the
investigated problem at the time, that is, either energy-efficient
offloading or the performance of data-analytic tasks, but not
both simultaneously. For example, Zhang and Chen [9], Min
et al. [10], Balasubramanian et al. [11], Liu et al. [12], and
Xu et al. [13] considered offloading computational tasks from
an EH-powered device to a server, but without considering
the performance of the task. Lyu et al. [14], Ran et al. [15],
and Galanopoulos et al. [16], on the other hand, considered
processing data, but do not consider EH. In addition, neither of
the above approaches considers taking advantage of correlation
as we propose in our work.

In this article, we investigate the computational offloading
problem in a system of EH-powered devices performing
correlated AIoT tasks. For each device, we make an individual
decision, such as whether a device should perform the AIoT
task by itself, transmit captured data for processing on another
more computationally resource-rich edge device, or, due to
correlations, preserve energy and allow a nearby device to
perform the task. For such a problem, we base our solution on
multiagent reinforcement learning (MARL) to make decisions
for each device. In addition, because of the dynamic envi-
ronment considered in our work, we have identified DRL as
the most appropriate approach for developing an autonomous
solution capable of adapting to the fluctuating energy of
a device with EH in real time while taking advantage of
correlation. The benefits of the learning approach in such envi-
ronments have been demonstrated by many other DRL-based
solutions [17], [18], [19], [20], [21], [22], [23], [24].

The contributions of this article can be summarized as
follows.

1) We formulate a problem for performance optimization
of EH-powered sensors performing the correlated AIoT
task.

2) We propose a novel solution named balancing energy
efficiency in sensor networks with MARL (BEES-
MARL) that guides real-time decision-making for
correlated EH-powered sensors. This solution aims to
maximize performance, measured in terms of recall
while being constrained by energy and bandwidth.

3) We evaluate the performance of the proposed solution in
two data-driven use cases. We use established datasets
[25], [26] as well as the dataset we collected for this
study to simulate the environment as accurately as
possible and compare our solution to two conventional
task-offloading strategies and a DRL approach.

4) We demonstrate the scalability of our proposed approach
to a system of N sensors.

The rest of the article is structured as follows. In Section II,
we provide an extensive review of related work. In Section III,
we introduce system performance metrics as well as the mathe-
matical formulation of the proposed problem. We then describe
our proposed DRL solutions in Section IV. We evaluate our
proposed solutions in Section V. Finally, in Section VI, the
conclusion of the work is presented.

II. RELATED WORK

Our work is related to studies that proposed task-offloading
schemes for edge devices powered by an EH [9], [10],
[11], [12], [13]. For example, in [9], the mobile devices
are offloading tasks to achieve a noncooperative computation
offloading framework to minimize the average response time
of edge devices in a stochastic environment. Min et al. [10]
leveraged DRL to decide which edge device will offload the
task to minimize their energy consumption and task latency.
Balasubramanian et al. [11] proposed an architecture and a
threshold policy to achieve energy-aware edge task offloading
from EH sensors. Similarly, Liu et al. [12] relied on an online
Lyapunov-based task-offloading algorithm to investigate the
tradeoff between energy consumption and execution delay.
Xu et al. [13] considered online learning to decide how much
power a mobile edge computing (MEC), powered by an EH,
allocates to each task. However, the above solutions do not
optimize the performance of the data-analytics task nor aim
to design a system that will ensure that EH-powered devices
will avoid depleting all available energy as is the objective of
our work.

Only a handful of papers examine the optimization of
task-offloading schemes to improve the performance of data
analytics [14], [15], [16], [27]. Lyu et al. [14] used facial
recognition as an example to validate the energy effectiveness
of their proposed task-offloading scheme. However, in their
system, EH is not considered. Similarly, a tradeoff between
object detection accuracy and latency was explored in [15]
for battery-powered mobile devices. The focus of the latter
was to demonstrate that task offloading can improve the frame
rate and accuracy. An online learning approach was proposed
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in [16], which improves the accuracy of the data-analytic task
while reducing the energy consumption of an edge device.
In contrast, we explore a more advanced system in which
devices are powered only by EH. In our approach, the system
must also consider the energy that cameras will collect in the
future and the correlation between cameras to achieve optimal
performance.

Recently, reinforcement learning (RL) emerged as a very
effective approach to resolve a plethora of problems related
to the management of EH devices due to its ability to adapt
to a dynamic environment [19], [20], [21], [22], [23], [24].
For example, Ait Aoudia et al. [19] proposed a RL-based
power management strategy capable of maximizing the quality
of service while considering available energy and energy
cost of transmission. Zhang et al. [20] investigated how to
employ DRL to optimize joint beamforming of reconfigurable
intelligent surfaces (RISs) and base stations at the edge of the
network. Chu et al. [21] employed DRL to resolve an access
problem for EH devices. A balance between transmission
power and modulation level to increase throughput was con-
sidered in [22]. Similarly, Sharma et al. [28] leveraged DRL
to design a power control policy for EH devices to maximize
throughput. Hribar et al. [23], [24] proposed the use of DRL
to obtain an energy-efficient strategy for collecting correlated
information. In the papers reviewed above, DRL was selected
because of its adaptability to the time-varying nature of energy
arrival on EH-powered devices, leading us to consider it as a
suitable approach for the problem our paper is addressing as
well. In our previous work [29], we proposed using a single
DRL agent to make decisions on how devices should offload
tasks to take advantage of correlation in a limited scenario
involving two devices. In this work, we demonstrate that our
newly proposed BEES-MARL performs well in large-scale
scenarios with N devices, whereas a single-agent approach
is suboptimal and unstable in such scenarios.

III. SYSTEM MODEL AND PROBLEM STATEMENT

We study a system of N sensors (e.g., cameras and
LiDARs), which observe a landscape and one cloudlet per-
forming an AIoT task. The sensors, Sn , where n = 1, . . . , N ,
transmit observations to the cloudlet for collection. The AIoT
task of the system is to determine the number of objects in
the observed scene, for example, vehicles crossing the intersec-
tion. Consequently, objects of interest, for example, vehicles
detected by one sensor, may also be detected by another sensor.
Furthermore, we assume that sensors are powered only by an
EH source and have a finite energy storage. Examples of the
systems under study are wireless cameras that count vehicles
in an intersection, LiDAR sensors that detect the number of
objects in the room, and environmental sensors that detect
anomalies. An example of the system under study is shown
in Fig. 1.

In the considered system, the sensors can acquire M ∈ N
observations, such as LiDAR scans or images. Each sen-
sor operates in one of the selected modes of operation,
vn(t) ∈ V = 1, . . . , V . For example, one mode of operation
could involve a sensor transmitting raw observations to the
cloudlet, while another mode might enable sensors to process

Fig. 1. Illustration of the system model featuring multiple wireless
cameras and key building blocks of the proposed BEES-MARL.

observations using on-board resources to conserve energy.
An example of the latter is a camera equipped with dedi-
cated hardware capable of efficient image processing, such
as Edge TPU, which can perform local object detection
or transmit raw observations to the cloudlet for processing.
Consequently, in each time slot t ∈ T = 1, 2, . . . , T ,
the cloudlet must decide on the operation policy π(t) =
{v1(t), v2(t), . . . , vN (t)}. This decision directly impacts recall,
latency, and energy consumption within the system.

A. Correlation in Processed Observations
We define a set Cn(t) as the set of all objects that the nth

sensor can detect in time step t . It is important to note that,
due to practical limitations of the considered system, such
as objects being hidden behind one another, the observation
collected by sensor n may not contain traces of every object
in the observed scene. Consequently, we can define the set of
all detectable objects as

C(t) = C1(t) ∪ C2(t) ∪ · · · ∪ CN (t) (1)

which represents the ground truth, that is, the set of all objects
that the system can detect. In our work, we only consider an
object to be correctly detected if we can correctly classify
it into one of the predefined categories and the position of
the object can be delimited with a bounding box whose
dimensions and position accurately reflect the spatial extent
and position of the object in the real world. In addition, due
to correlations in the processed observations, it is possible
to detect the same objects in observations obtained by mul-
tiple sensors. For example, the correlation in the processed
observation from the i th and j th sensors can be defined as
the intersection of the two sets of detectable objects, denoted
as C j (t) ∩ Ci (t).

At time step t , Kn(t |vn(t)) represents the objects detected
by the nth sensor based on its mode vn(t). This set is
a subset of all potentially detectable objects Cn(t), that is,
Kn(t |vn(t)) ⊆ Cn(t). Ideally, Kn(t |vn(t)) is equal to Cn(t)
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if the sensor has detected all objects. If the sensor does
not transmit an observation or perform an AIoT task, the
set is empty, that is, Kn(t |vn(t)) = ∅. The complete set of
objects that the system detects in the time step t is the union
K(t |π(t)) = K1(t |v1(t)) ∪K2(t |v2(t)) ∪ · · · ∪KN (t |vN (t)).

B. Measuring Performance
To measure the performance of the system, we identified

recall as the most appropriate metric. Recall measures the
ability of the system to identify all relevant objects within the
observed scene. This metric ensures high detection rates and
is essential in scenarios where a missed object detection has
significant consequences, for example, safety monitoring [30].
Consequently, in such a scenario as considered in our work,
recall provides an advantage over other commonly used met-
rics such as precision, which quantifies the accuracy of positive
predictions among all positive reports. Recall provides an
advantage over precision because the consequences of failing
to identify positive cases are more severe and costly as they
are potential false positives. We refer to recall as φ(t), and it
is defined as follows:

φ(t) =
|K(t |π(t))|
|C(t)|

. (2)

Note that recall is limited to an interval φ(t) ∈ [0, 1]. The
higher the recall is, the better the performance. However,
to properly evaluate the studied system, other system param-
eters such as latency also need to be considered.

C. Latency
We assume that the system can adopt various wireless

technologies, such as cellular, Wi-Fi, and others, to transmit
observations. In the considered system, the amount of data
transmitted fn(t |vn(t)) by the nth sensor depends on the
selected mode of operation. For example, if the camera is set
to transmit all captured images, the amount of data transmitted
is proportional to the image size, that is, fn(t |vn(t)) = M fIM,
with fIM denoting individual image sizes in bits. In contrast,
if the sensor decides not to transmit anything, the amount of
data transmitted is zero, that is, fn(t |vn(t)) = 0. In addition,
the delay also depends on the time required to preprocess the
data on the sensor and the time required by the cloudlet to
process the transmitted information. We denote the former
by τD(t |vn(t)) and the latter by τC(t |vn(t)). Note that these
two delays also depend on the selected operating mode.
For example, if the sensors choose to process observations,
the resulting τD is longer than when transmitting raw data.
The opposite is true for τC . Then, we define the system
latency L(t) as

L(t) =
1
N

N∑
n=1

(
( fn(t |vn(t)))

B(t)
+ τD(t |vn(t))+ τC(t |vn(t))

)
(3)

where B(t) represents the data rate. Unfortunately, the data
rate is finite. Therefore, if the data demand from any indi-
vidual sensor exceeds the available data rate, that is, fi (t) ≥
B(t),∀i ∈ 1, 2, . . . , N , it will result in loss of data, leading to

degraded performance. Furthermore, latency, as defined in our
work, could be understood as service time, encompassing the
time required to transmit and process the collected data. Next,
we define down-time, an energy-related system performance
indicator revealing how well a system manages available
energy.

D. Energy Model
In each time step, the nth sensor receives harvested energy

Hn(t) proportional to the current and the voltage from the
EH unit. We assume that the devices are powered using a
photovoltaics (PVs) as such EH schemes can reliably provide
the necessary power for considered sensors. To store the
harvested energy, each sensor is equipped with a battery with
a maximal capacity EM . Consequently, the sensor’s available
energy En(t) is limited to an interval En(t) ∈ [0, EM ].
Furthermore, we assume that in each time step, sensors
consume energy to operate, which we denote as EO . This
energy consumption represents the operational energy that a
sensor requires to support its basic operation, such as capturing
data and powering on-board elements. Finally, we define the
nth sensor’s available energy as

En(t) = En(t − 1)+ Hn(t)− EO − ET fn(t |vn(t)) (4)

where ET is the energy the system requires to transmit a bit
of information.

Often, an individual sensor can deplete all its available
energy, meaning that En(t) = 0. In such cases, the sensor is
unable to transmit observations. However, to the system, the
problem becomes severe only when none of the sensors can
transmit information. To measure such instances, we introduce
the concept of downtime, denoted as TD , which specifically
tracks instances when none of the sensors in the system
possesses the required energy to transmit data packets.

E. Problem Statement
The main goal of the system under study is to find a

policy π(t), that is, modes of operation for every sensor,
at each time step t , that will maximize the average recall.
First, we define the average recall as

φ =
1
T

T∑
t=1

|K(t)|
|C(t)|

. (5)

To achieve the set objective, the system must select a policy
π(t) in such a way as to take advantage of the correlation in the
processed observations, as defined in (1). In addition, the sys-
tem must also overcome other limitations of the environment,
such as the limited energy that sensors collect using the EH
and the limited bandwidth to maximize recall. We formulate
the problem as follows:

max
π(t)∈5

φ

s.t.
N∑

n=1

fn(t, |vn(t)) ≤ B(t)

En(t) ≥ 0 ∀n = 1, . . . , N

t ∈ T = {1, 2, . . . , T }. (6)
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To find the policy π(t) that maximizes average recall in
an environment with limited energy and bandwidth, we turn
to DRL. The goal is to find a policy that allows the system
to select and process observations from the smallest set of
sensors while ensuring the detection of every object in the
set C(t). Accomplishing this objective requires leveraging
correlations present in the processed observations. However,
considering the complexity and the vast number of possible
actions, which amounts to V N , it is crucial to employ an
approach capable of exploration and learning correlations. This
will enable the system to discover a well-defined and effective
policy.

IV. PROPOSED BEES-MARL SOLUTION

The system must find a policy that selects the operating
mode of sensors that maximizes the average recall in an
energy-constrained and time-varying environment. Finding
such a policy is a nontrivial task, especially considering that
the correlation in the processed observations is unknown to
the system. Fortunately, due to the nature of the system under
consideration, it can be learned over short periods of time, for
example, when the same vehicle crosses the intersection for a
few time steps. To achieve this, we propose a BEES-MARL
solution that can optimize system performance in such an
environment due to its adaptability, assuming the following
conditions.

1) Correlation: In processed observations where sensors
detect overlapping objects, accurate detection can be
achieved using only a subset of the available sensors.

2) Energy Consideration: Sensors have limited energy
available or collect energy with EH, requiring efficient
energy management.

3) Limited Bandwidth: Bandwidth is restricted, meaning
excessive data transmission by sensors may be detri-
mental to the performance.

4) Computation Availability: Cloudlet computing resources
are available to support processing tasks near the net-
work edge.

The solution we propose is based on the widely recognized
framework of MARL [31], where individual learners, that
is, agents, with a common signal, that is, shared reward,
learn to cooperate to achieve the common goal. The chosen
approach fits very well as we have a highly cooperative
environment with a large number of possible combinations
(V N in total), which significantly affects the effectiveness of
alternative single-agent solutions.

BEES-MARL consists of N agents, and to be able to adopt
RL-based approach, we define state space S, list available
action space V , and describe the reward signal r(t).

State: The state s(t) ∈ S comprises the residual energy in
each device, the recall of the object detection task, and the
number of detected objects, as follows:

s(t) =
{
φM(t), |K(t)|,

E1(t)
EM

, . . . ,
EN (t)

EM

}
(7)

with φM(t) representing the recall that the system obtains at
the end of each time step. The selected state space is inten-
tionally minimalistic but contains all the relevant information

the agents need to make an informed decision. The energy
levels of sensors provide the agent with information about
the amount of available energy in the system and as such
can also serve as a hint of actions other agents are more
likely to take. For example, if an agent knows that it has
more energy available than others, it will more often choose a
mode of operation that consumes more energy. This results in
better performance, by compensating for other agents choosing
a less energy-intensive mode of operation without reducing
overall performance. Moreover, even if the granularity of
the discretization of the inputs is low, the number of states
increases extremely rapidly to thousands. For example, even
using only 100 states for the energy level and a relatively
low granularity of 0.025 for the recall state, the number of
possible states is in the millions for N = 4. This is a rationale
for designing BEES-MARL based on a neural network-based
deep approach rather than tabular RL.

Actions: Each agent in the proposed BEES-MARL solution
selects the mode of operation for the sensor to which it is
assigned. For example, agent 2 decides what the mode of
operation should be for sensor 2. In total, each agent has
V available operation modes, that is, the available actions
for any sensor are V ∈ {1, . . . , V }. The decision is made at
each decision epoch, which occurs at the start of the time
step for the next time step, based on the state s(t). The agent
selects the action based on the Q-values for the given state,
with Q representing the learned long-term quality of
the action. The higher the Q value for a given action,
the more desirable that action is. At each decision point, the
agent evaluates the Q-values for all possible actions in the
current state using the neural network. With a probability ϵ,
the nth agent chooses a random action to explore new possi-
bilities. Otherwise, with probability 1−ϵn , it selects the action
vn(t) that maximizes the Q-value

vn(t) = arg max
vn(t)∈V

Q(s(t), vn(t); θn) (8)

where θn represents the parameters of the neural network. Over
time, ϵn is typically decayed, allowing the agent to focus more
on exploiting the learned policy as it gains more experience.
This policy selection enables our multiagent solution to effec-
tively tackle complex scenarios by leveraging the distributed
intelligence of the agents learning from the selected state space
and, as we demonstrate in Section V, leads to a robust and
adaptive solution.

To determine φM(t) in our solution, we are faced with the
challenge of the ground truth being unknown to the system.
To overcome this challenge, the system implements a periodic
mechanism wherein each sensor transmits an observation
captured at the same moment. This principle is exemplified by
the camera sensor in Fig. 2. By following such an approach,
the system obtains a set of every object in the observed
scenery as close as possible to the ground truth, that is, C.
In practical terms, each sensor in the system transmits the
M th raw measurement in every time step. This approach
is necessary because only when every sensor in the system
transmits observations can the system get as close to the
ground truth as possible. The calculation of φM(t) is defined
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Fig. 2. At the end of each time step, every sensor in the system
transmits the Mth raw measurement to the cloudlet server, while other
observations 1, . . . ,M − 2,M − 1 are transmitted according to the
selected policy.

as follows:

φM(t) =
|K(t |M−1)|

|K(t |M)|
. (9)

In our preliminary studies involving the analysis of the video
dataset [25], we observed that employing the aforementioned
approach results in φM being the same as the recall determined
using (2) in 99.9% of cases. This indicates that the system
accurately calculates recall as it would if it had access to the
ground truth.

Reward: In our system, the reward signal is derived directly
from the primary objective of maximizing recall and is defined
as follows:

r(t) = (φM(t)− 0.5)× 2. (10)

We have intentionally kept the reward signal simple to conform
to the prevailing view within the DRL community. This
view holds that DRL agents can learn complex behaviors to
improve their performance, even in the face of environmental
complexity, as noted by Silver et al. [32]. The proposed
reward signal is crucial for promoting cooperation between
agents, as it requires the development of strategies to maximize
recall. To maximize recall, agents need to adopt a collaborative
approach to decision-making, that is, action selection. In the
highly collaborative environment we consider, the simulta-
neous transmission of raw observations by each agent may
lead to inefficiencies due to bandwidth limitations and energy
depletion. Therefore, by concentrating on maximizing recall,
the system also reduces energy and bandwidth consumption,
as it leads to fewer tasks or transmissions being performed by
sensors overall. Moreover, the reward signal encompasses both
positive and negative values, allowing for faster convergence
toward improved policies. Such an approach to reward design
is applicable in the context of using DRL for sensor networks
because it effectively quantifies the performance of the system
relative to the desired goal. As we will show in the following
section through experiments, despite the simplicity of the
reward signal, the agents can learn complex behaviors that
maximize recall.

We outline the proposed BEES-MARL solution in
Algorithm 1. At the start, the proposed algorithm initializes
N policy and target networks along with N replay memories
(line 1). The algorithm proceeds with the observation of the
initial state (line 2). The action selection, that is, the selection
of the policy π(t), is carried out in parallel for N sensors.
Action selection is performed using the epsilon-greedy strat-
egy (line 4 and 5), which establishes a balance between

Algorithm 1 Proposed BEES-MARL Solution
1: Randomly initialize N policy networks Qn(sn, vn|θn), ini-

tialize N target networks Q′n with weights θ ′n←θn , and N
replay memories Dn to capacity D, with n∈{1, 2, . . . , N }

2: Observe initial state sn∀n ∈ {1, 2, . . . , N } at t = 0
3: for t = 1, T do ▷ In parallel ∀n ∈ {1, 2, . . . , N }
4: With probability 1− ϵn select action vn(t) using Eq. 8
5: Otherwise select action vn(t) at random
6: Set n-th sensor operating mode as defined by vn(t)
7: ▷ Wait until M-th raw measurement is received.
8: Determine φM using Eq.(9) and r(t) with Eq.(10)
9: Observe new state sn(t)

10: Store experience sn(t-1), sn(t), r(t), vn(t) in Dn

11: Sample random batch of J experiences from Dn

12: for every {sn( j-1), sn( j), r( j), vn( j)} in batch do
13: Set yn( j) = r( j)+

γ maxvn( j+1) Q′(sn( j+1), vn( j+1))

14: end for
15: Calculate loss:

Zn =
1
J

∑J−1
j=0 (Qn(sn( j), vn( j))− yn( j))2

16: Update Qn(sn, vn|θn) by minimizing the loss Zn

17: Softly update the n-th target network:
θ ′n ← λθn+(1-λ )θ ′n

18: end for

exploration and exploitation by randomly selecting actions
with probability ϵn (exploration) and the best-known action
with probability 1−ϵn (exploitation). After the action has been
selected, it is transmitted to the sensor (line 6). The system
then waits for the sensors to operate in the selected mode
and waits until the M th raw measurements are received from
each sensor (line 7). The algorithm then observes a new state
(line 9) and stores the new experience in the replay memory
(line 10). In the next step, the algorithm trains neural networks
by first randomly selecting J experiences from the replay
memory (line 11). The target values are then determined for
each state transition (line 13). The target values are calculated
by adding the reward to the discounted maximum Q-value for
the next state as predicted by the target network. With the
determined target values, the algorithm performs the gradient
descent, where the parameters of the network are updated
with the loss function (line 15). In the last training step, the
weights of the target neural network are softy updated with a
factor τ (line 17). Note that, in practice, steps 11–17 do not
have to be executed sequentially. For example, while waiting
to receive raw measurements from sensors (line 7). This means
that the system can go from step 10 directly to step 6 to ensure
real-time system response.

We implemented BEES-MARL using the Pytorch Python
library [33]. The hyperparameters of the proposed solution,
listed in Table I, were selected through grid search to fine-tune
the performance of the agents during training. The neu-
ral network of each agent consists of two hidden layers,
as depicted in Fig. 3, with the first hidden layer configured
with 32 neurons and the second with 64 neurons. Various
network configurations were experimented with; however,
smaller networks resulted in reduced performance, while larger
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TABLE I
BEES-MARL HYPERPARAMETERS

Fig. 3. Neural network structure of the nth agent.

networks with more neurons or hidden layers did not yield
any performance improvement. The ReLU activation function
was applied to both hidden layers due to its computational
efficiency, as it involves only a simple thresholding operation
compared to other standard activation functions such as sig-
moid or tanh. The output layer was activated with a simple
linear function, where each output neuron represents a Q-value
corresponding to an action. For example, the second neuron
is associated with the second mode of operation; thus, when
the second neuron has the highest value for a given state, the
agent should select the sensor to operate in the second mode.

The size of the neural network, together with some other
factors such as the dimension of the action space and the
dimension of the state space (|s|), determines the computa-
tional complexity of our proposed solution. We can express it
as follows:

O
(

N V |s(n)|

L∏
l=1

Wl

)
(11)

where L is the number of layers and Wl is the number of neu-
rons in the lth layer. Note that due to the relatively small size
of the neural network, the overall complexity is relatively low
and scales linearly with the number of sensors in the system.
In Section V, we demonstrate that the proposed solution has
significant advantages in terms of performance and stability
for larger systems compared to heuristic approaches and other
conventional DRL-based solutions.

BEES-MARL is entirely executed in the cloudlet, and only
decisions, that is, selected mode of operation, are transferred
to the sensors. However, the decisions are made in a decen-
tralized manner, that is, individually for each sensor. We have
chosen a cloudlet as the location for the implementation of
both proposed solutions as it provides the necessary com-
putational power for training the DRL agent and offloading
energy-intensive tasks to resource-rich devices. By conducting

all computations within the cloudlet, a comprehensive and
synchronized approach can be achieved to optimize sys-
tem performance, address intricate decision tasks, facilitate
efficient communication, enable centralized learning, and sim-
plify implementation and management processes. In short,
BEES-MARL makes decisions individually for each sensor
to facilitate scalability.

V. DATA-DRIVEN EVALUATION

In this section, we first evaluate the proposed BEES-MARL
in two purely data-driven use cases, to show the benefits of
taking advantage of correlation in processed observations, and,
then also in a general setting, to demonstrate the scalability of
our proposed approach. The first use case is based on a system
with two cameras counting vehicles at an intersection from
the Ko-PER dataset [25]. The second use case is a system
with four LiDAR sensors that count the number of people
in a room, which we collected in May 2022 at Shibarura
Institute of Technology, Japan. In the general setting, we use
an exponential function to represent the correlation and test
the performance in a system with up to 20 sensors performing
correlated data-analytic tasks. We simulate the performance
over ten days, but the reported results are based on the average
of the last seven days. Furthermore, we conducted each
experiment five times and reported the average value obtained.

We compare the performance of the proposed approach with
greedy and energy-aware strategies, along with a centralized
single-agent DRL-based solution. The sensors using the greedy
strategy always choose to transmit, provided they have suffi-
cient energy to perform the transmission. The energy-aware
strategy is based on heuristic energy-efficient task scheduling
algorithms [34]. In the energy-aware approach, the system
selects two-thirds of the sensors with the most energy available
to transmit or process information. The DRL-based solution
is repurposed from deep Q-network (DQN) [35], a well-
recognized and widely adopted DRL method implemented as
described in our prior work [29].

In our simulation, we utilize a PVs testbed located at the
University of Castilla-La Mancha in Ciudad Real (Spain) [26]
to determine the arrival of energy for the PVs EH scheme,
enabling us to model Hn(t) values directly based on real-world
energy collection. We use measurements obtained between
16th and 30th of August 2018 as input to our simulation, which
allows us to test the performance of the proposed system over
15 days. The nominal power of the solar panels used is 2 W,
and, in practice, it is expected that multiple panels will be
used to power a wireless camera. We assume that each of the
cameras is equipped with four panels with 80% efficiency, that
is, ηeh = 0.8. We list the remaining simulation parameters in
Table II which we modeled based on existing measurements.
For example, we model EO(t) according to the consumption
of a Raspberry Pi equipped with a sensor and the sensor con-
sumes the said amount of energy regardless of how it operates.

A. Cameras Observing Intersection
The first use case is based on the intersection dataset

Ko-PER [25] and focuses on a system with two cameras.
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TABLE II
SIMULATION PARAMETERS

Ko-PER consists of monochrome camera images and raw laser
scanner measurements for one intersection. The data sequence
is six and a half minutes long, or 9670 frames obtained
from two different viewpoints, that is, two different cameras.
Therefore, in this analysis, we had to limit the number of
sensors to two, that is, N = 2. We also extrapolate the
data by resampling. The images from Ko-PER are captured
at 25 frames/s. However, in our simulation, we set M to
ten, which is the standard for traffic cameras [36]. To avoid
correlation between samples, we randomly change the starting
point every minute in the sequence from which our simulation
obtains images. Each sensor has three different modes of oper-
ation: 1) transmitting raw image to the cloudlet for processing;
2) using the local object detector; and 3) transitioning to the
standby mode, that is, V = 3. This means that the proposed
BEES-MARL approach has to choose between three modes
of operation for every sensor.

We use you only look once (YOLO) version 3 [37] for
object detection on the cloudlet and tiny-YOLO version 4 for
object detection on the camera. For local object detection, that
is, using tiny-YOLO, we assume that the sensor consumes
57.5 mJ of energy on average. However, the amount of data
transmitted will be less since the sensor will only report the
number of objects detected. We assume that a device can
process the captured images with dedicated hardware capable
of processing images efficiently. Edge TPU, NVIDIA Xavier,
and NovuTensor are examples of such specialized hardware
units that can ensure that the energy cost for processing on
the edge device is lower when the energy cost for transmitting
the captured images [38] is high. For example, to transmit the
image, the sensors must transmit an average of 162 KB of
data, but transmitting the processed information requires only
1.5 KB of data. Note that the energy-aware approach in this
use case selects the transmission of images from the camera
with more energy, while the camera with less energy processes
the information.

Fig. 4 shows an example of how our system detects and
counts vehicles. When processing images on cloudlet, the
system detects two vehicles from camera 1 and three from
camera 2. Note that only the white vehicle at the bottom
left, as seen from camera 1 [see Fig. 4(a)], has entered the
intersection. The same is true for the vehicles at the top
of the image from camera 2 [see Fig. 4(b)]; these vehicles
have already left the intersection or have not yet entered it.
In this case, the system can process only the information from
camera 2 and still get correct information, that is, φ = 1.

In Fig. 5, we show the recall, latency, and downtime as
we vary the energy cost of transmission while keeping the
bandwidth constant. The recall and latency decrease with the
increase of energy cost as expected for all four approaches.

Fig. 4. Example of images obtained from the Ko-PER dataset at the
same time step from both cameras and objects detected by YOLO.
(a) Camera 1. (b) Camera 2.

Fig. 5. Recall, latency, and downtime depending on the energy cost of
transmission for different approaches, B = 3 MBps. (a) φ. (b) L

(
ms
)
.

(c) TD(h/day).

Fig. 6. Recall, latency, and downtime over bandwidth for different
approaches, ET = 45 nJ/b. (a) φ. (b) L

(
ms
)
. (c) TD(h/day).

The downtime, on the other hand, increases as the system
requires more energy to transmit data. The greedy approach
does not perform well due to bandwidth limitations, preventing
the system from achieving high recall when the energy cost
of transmitting is low. The energy approach performs much
better, but both DQN and our proposed solution result in
much better overall performance. The performance between
DQN and the proposed BEES-MARL is comparable. However,
we can observe a fluctuation in the DQN approach perfor-
mance, with the most noticeable occurrence observed when
the energy transmission cost is 65 nJ. In such a case, the DQN
learns a policy that achieves better recall but results in higher
latency. In addition, the more energy-constrained the system
is, the better the performance of our proposed BEES-MARL
solution is when compared to the DQN approach.

We show similar performance in Fig. 6 where we change
the bandwidth while keeping the energy cost of transmission
constant. Interestingly, the system’s performance peaks for all
four approaches when the bandwidth is around 2–3 MBps.
The peak occurs because the system bandwidth is insufficient
to transmit all M images from both sensors at each time
step, forcing the system not to send some images, which
in turn affects recall. When the bandwidth is 4 MBps or
more, the system can easily transmit data from both sensors
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Fig. 7. Recall, latency, and downtime in a dynamic environment for
a system of cameras observing intersection. (a) Daily φ. (b) L

(
ms
)
.

(c) TD(h/day).

Fig. 8. Arrangement of the LiDAR sensors in the laboratory.

if necessary. Therefore, recall and downtime are largely
unaffected when the bandwidth is higher. However, latency
decreases because the system can transmit information faster.
Similar to the previous findings, the DQN approach exhibits a
fluctuating downward spiral, whereas our proposed approach
BEES-MARL demonstrates a stable trend.

Fig. 7 shows the achieved daily values of recall, latency,
and downtime for each policy when the energy cost of
transmissions and bandwidth vary randomly. The DQN and
proposed solution achieve significantly better performance
compared to the greedy and energy-aware strategies, showing
that learning to adapt to changes in the environment improves
performance. Moreover, the DRL-based solutions can achieve
better recall with lower latency and downtime. While the DQN
exhibits marginally better results in terms of recall, latency,
and downtime, our observations from a static environment
suggest that the proposed BEES-MARL solution offers greater
stability, making it the preferred solution for the given system.

B. System of LiDAR Sensors
The dataset for this case study is based on measurements we

collected in May 2022 in the Ryoichi Shinkuma Laboratory at
Shibaura Institute of Technology, Japan. The dataset captured
the motion of five students in the laboratory with over 10 000
datapoints and over three and a half minutes in length. We used
four LiDAR sensors, three Velodyne VLP-16 [39], and one
Livox Avia [40]. We arranged them in the laboratory as shown
in Fig. 8, with the Livox Avia sensor placed in one corner and

Fig. 9. Visualization of the point cloud from one LiDAR sensor.

Fig. 10. Recall, latency, and downtime depending on the energy cost of
transmission for different approaches, B = 10 MBps. (a) φ. (b) L

(
ms
)
.

(c) TD(h/day).

two Velodyne LiDARs in opposite corners, while the third
Velodyne LiDAR was positioned in the center of a table in
the middle of the laboratory. The locations were chosen to
maximize the coverage of each sensor. Sensors are calibrated
to the environment, and to detect a moving object, for example,
a person, the system analyzes the changes in the integrated
point cloud, as visualized in Fig. 9. An object is detected
only if a sufficient number of new points are detected; in our
experiment, we set the sensitivity threshold to 200 new points.

In the considered indoor environment, EH techniques such
as radio frequency (RF) harvesting [41], offer potential for
powering the sensors. In addition, thermal and vibration EH
methods could be employed. In our validation, we iterate over
the LiDAR dataset (as we have iterated over the Ko-PER
dataset in the study presented in Section V-A). Each sensor
has two different modes of operation: 1) transmitting the raw
image to the cloudlet and 2) transitioning to the standby mode,
that is, V = 2. Consequently, the proposed BEES-MARL
solution has to select between two actions for each sensor.
Sensors captured ten frames per second, that is, M = 10,
with each frame data size of 480 KB on average for the
Velodyne sensor, and 384 KB for Livox Avia. As a result, the
energy cost of transmitting observations is higher due to the
significantly larger amount of data compared to the previous
use case. However, the operating energy (EO ) remains at the
same level as in the previous use case.

First, in Fig. 10, we show the system performance when we
increase the energy cost of transmission. In terms of recall,
the BEES-MARL approach gives the best performance, while
the performance of DQN is lower than the recall that can be
achieved with greedy and energy-aware strategies. In terms of
latency and downtime, the DRL solutions outperform the two
heuristic approaches, with BEES-MARL even achieving zero
downtime. Interestingly, as the energy cost of the transmissions
increases, the proposed BEES-MARL approach is comparable
with the energy-aware strategy, but it achieves much bet-
ter performance in terms of latency and downtime. Such a
result is due to the ability of the BEES-MARL approach to
better manage limited resources. Similar to the previous use
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Fig. 11. Recall, latency, and downtime over bandwidth for different
approaches, ET = 45 nJ/b. (a) φ. (b) L

(
ms
)
. (c) TD(h/day).

case, the DQN approach displays fluctuations and unstable
performance.

Second, we show the performance of the system as the
bandwidth increases in Fig. 11. At low bandwidth, the pro-
posed BEES-MARL achieves better recall compared to other
approaches. However, as the bandwidth increases and the
system becomes less constrained, the greedy and energy-aware
strategies become more desirable in terms of recall. For
latency, the reverse is true: for the DQN and proposed
solutions, latency decreases, while for the greedy and energy-
aware strategies, it first increases and then decreases. As for
downtime, DQN and BEES-MARL achieve zero downtime,
while the energy strategy leads to about 2 h of downtime per
day and the greedy strategy leads to about 5 h/day. These
results provide insights into how delay affects performance.
As the bandwidth increases, recall and downtime stabilize,
while latency continues to decrease. This indicates that higher
bandwidth, once it ceases to be a bottleneck for the system,
will only result in lower latency and not improved recall and
downtime.

The system performance under random variation of ET and
B is shown in Fig. 12. Overall, the proposed BEES-MARL
achieves the best performance. The DQN approach results in
no downtime and the second-best latency performance. Even
with a relatively small number of actions, the BEES-MARL
approach outperforms the DQN approach. We also discovered
an interesting feature of the system performing a correlated
data-analytic task. Sensors that can detect more objects than
others are more often selected for transmission by our pro-
posed BEES-MARL solution. A discovery we made when
trying to understand why some of the sensors consume energy
faster than others. Not every sensor performs its task equally
well. A more detailed analysis of action selection in the use
case of correlated cameras and LiDAR sensors shows that
some sensors detect more objects than others. Consequently,
the system tended to consume energy from camera 1 much
faster. In the case of the LiDAR use case, one of the LiDAR
sensors was much better at detecting students in the room, and
our proposed solution can take advantage of this.

C. System of N Sensors
In the last part of our evaluation, we test the performance of

the system when the number of sensors increases.1 To model

1Implementation code is available at github.com/hribarjernej89/
BEES-MARL

Fig. 12. Recall, latency, and downtime in a dynamic environment for a
system of LiDAR sensors. (a) Daily φ. (b) L

(
ms
)
. (c) TD(h/day).

Fig. 13. Recall, latency, and downtime in the static environment
depending on the number of sensors N in the system, ET = 45 nJ/b
and B = 50 MB. (a) φ. (b) L

(
ms
)
. (c) TD(h/day). (d) Reduced data

transmission(%).

the correlation,2 we identified the following function:

f (N ) = x exp(−yN )+ z (12)

as the most appropriate model correlation in the data-analytic
task, where the parameters x = −7.59, y = 0.58, and
z = 5.09 are extracted from the LiDAR dataset. We use the
average correlation for each combination of four sensors to
extract the parameters. Such a model allows for a flexible
representation of the data, where changes in one variable
lead to exponentially increasing or decreasing changes in
another variable. Furthermore, by extracting the parameters
directly from the LiDAR dataset, the model represents how
the correlation in the processed information evolves with the
number of sensors in the system. The sensors transmit up to ten
images per second, that is, M = 10, and the average frame size
is 384 KB. We also assume that the sensors have two modes
of operation: Transmitting the raw image to the cloudlet or
transitioning to the standby mode, that is, V = 2.

Fig. 13 shows the performance of the system over the
number of sensors when we keep the transmission energy cost
and bandwidth constant. When the number of sensors is low,
the greedy and energy-aware strategies achieve higher recall

2The exponential function was selected because it provided the best
correlation fit in the processed LiDAR dataset, outperforming models like
logarithmic and quadratic.
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TABLE III
QUALITATIVE ANALYSIS AND COMPARISON OF THE PROPOSED BEES-MARL SOLUTION TO THE STATE-OF-THE-ART

Fig. 14. Recall, latency, and downtime in the dynamic environment
depending on the number of sensors. (a) φ. (b) L

(
ms
)
. (c) TD(h/day).

than the proposed BEES-MARL solution. However, when the
number of sensors in the system increases, the performance of
BEES-MARL approaches the optimum, while keeping latency
low and achieving zero downtime. Interestingly, DQN achieves
similar performance in terms of recall and latency, with a
higher downtime. Both the greedy and energy-aware strategies
experience performance degradation when the number of sen-
sors is higher, that is, N > 16. This degradation is due to trying
to transmit more data than the bandwidth allows, resulting in
information loss, which in turn affects retrieval. Overall, the
proposed BEES-MARL solution achieves better performance
due to its ability to adapt to changes. In addition, Fig. 13(d)
illustrates the amount of data each approach preserves, that
is, data that is not transmitted. Interestingly, DQN and the
proposed BEES-MARL approach preserve more than a third
of data transmissions with little to no impact on performance.
This indicates that even when sensor information is not trans-
mitted, the system still effectively detects objects due to the
correlation. On the other hand, the greedy approach preserves
no data, while the energy-aware approach preserves less than
a third of the data, with a noticeable impact on performance.

The results are similar when we test performance in a
dynamic environment, shown in Fig. 14, in which the cost
and bandwidth vary randomly. The recall performance of
BEES-MARL is up to 3% better than DQN, 16% better than
the energy-aware approach, and 25% better than the greedy
approach. The latency follows a similar pattern as in the static
environment described above. A more noticeable difference is
in the downtime, as using BEES-MARL can result in an hour
or less downtime in comparison to DQN.

A closer inspection reveals a problem inherent to the
DQN algorithm, as the number of available actions increases
exponentially with the number of sensors. The computational
complexity of the considered DQN solution is O(V N

|s|W1W2)

and increases exponentially with N , in contrast to the linear

increase in the proposed BEES-MARL solution [expressed
in (11)]. Consequently, the DQN algorithm does not fully
explore the action space when the number of sensors is high,
resulting in a subpar solution, a behavior already observed in
the previous use case. Although the proposed BEES-MARL
solution requires more computational power since the cloudlet
needs to train N agents instead of one, considering the stability
and improved performance, it is more desirable than other
heuristic or DQN solutions.

To provide further analysis of our solution, in Table III,
we qualitatively compare the proposed BEES-MARL solution
to other state-of-the-art solutions that tackle similar problems
or employ similar approaches. However, these other solutions
address specific aspects of power control and energy manage-
ment in EH sensor networks [16], [22], [23], [24], [28]. These
works either do not fully exploit the potential benefits of con-
sidering correlations for task analytics [23], [24], focus only
on cooperation [16], or ignore these potentials altogether [22],
[28]. The exception is the work in [29], which was our initial
work, but as we demonstrated in this section, it does not
generalize well. Overall, the proposed BEES-MARL solution
offers an approach that not only improves performance but
also enhances energy efficiency, making it a more suitable
solution for EH sensor networks where sensors perform
specific ML or data-analytic tasks and energy preservation
is critical.

VI. CONCLUSION

In this article, we explored how a sensor network can
utilize correlation in processed observations to optimize energy
conservation of EH-powered devices in IoT without sacrific-
ing performance. We proposed the BEES-MARL approach
to improve system performance, measured through recall
while minimizing latency and preventing outages. Our results,
demonstrated through two data-driven use cases and a general
scalability case, show that the proposed approach can be up
to 16% more accurate without incurring outages.

Our findings highlight the potential of the proposed solution
for sustainable AIoT applications by enhancing the energy
efficiency of EH-powered devices in many scenarios such as
agriculture, smart cities, and so on. Leveraging correlation in
sensor observations reduces energy consumption, contribut-
ing to longer device lifespans and reduced environmental
impact. In addition, the BEES-MARL approach exemplifies
the importance of data-efficient algorithms in AIoT, reducing
redundant data processing and transmission to conserve energy
and computational resources.
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Our future work will address certain limitations of the
MARL approach, such as the need for more efficient
cooperation between agents and communication uncertainty.
To overcome these challenges, we will explore methods
like value-decomposition networks (VDNs) [42] or deep W-
networks (DWNs) [43], aiming to enhance energy efficiency
and overall system performance. In addition, we will investi-
gate how our approach can contribute to the development of
algorithms that dynamically adjust sensor fusion parameters
based on real-time metrics and environmental conditions.
A potential application of this is in automated driving within
urban areas, where sensor fusion integrates data from both the
vehicle and its environment [44].
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