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Abstract

In this thesis, wealth distribution in a closed economic system is examined by studying the simple inclusion
process (SIP). The simple inclusion process is a model coming from statistical physics that models the jump-
ing of particles in a graph. In the model particles have attraction among each other and each site also has a
characteristic attraction parameter, denoted by the variable @. We regard the simple inclusion process as an
agent based model for the economy for which sites represent agents and the particles represent wealth trans-
ferring from agent to agent. For the model, invariant measures are found that represent possible long term
distributions of wealth in the system. We extend the model by looking at a as a parameter drawn from its
own underlying probability distribution, ¥ (a). In the view of wealth distribution, a can be seen as the wealth
attraction an agent has. We set out to look for conditions on the distribution of a for which we obtain asymp-
totic power law behaviour of the resulting wealth distribution. It is shown that if a higher-order moment of
v (a) diverges, the resulting wealth distribution will have a weak asymptotic power law lower bound. By set-
ting stricter conditions on the distribution of @, we obtain that the wealth distribution will be asymptotically
equal to a power law.
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Introduction

Trying to explain the distribution of wealth from simple agent based models is a challenge. By finding univer-
salities in such a model, a possible explanation for phenomena like wealth inequality can be found. Creating
effective, simple models continues to be a difficult task. Since the late 20th century, ideas of statistical physics
have started to enter this area of research to better explain wealth distribution in an economy involving in-
teracting agents. The area combining agent-based models of the economy with ideas from statistical physics
is called ‘econophysics’, see [11] for an overview. For example, the Maxwell-Boltzmann distribution, which
describes the statistical distribution of particle speeds in a gas, can be analogously applied to model the dis-
tribution of wealth among economic agents.

In this thesis, the simplified, physics-inspired model used to look at wealth distribution in an economy,
is the simple inclusion process (SIP for short), as described in [6]. It models the jumping of particles along
edges of a graph, with particles having attraction among themselves. Considering the wealth distribution
perspective, particles are seen as units of wealth and the jumping of particles from site to site as the exchange
of wealth between agents. The long-term distribution of the particles for the simple inclusion process, models
the long-term distribution of wealth in the economic agent-based system. In this thesis, different variants of
the SIP model are studied and invariant measures that give insight into the possible long term behaviour
of the variants are presented. In the SIP model, the parameter « represents the attraction of particles for a
specific site. In view of our discussion, it can be seen as the extent to which an agent attracts wealth. We start
off by looking at SIP models for a a fixed value. Later in the discussion, the SIP model is extended with a seen
as an independent, identically distributed random variables drawn from a distribution, which we will denote
by y(a).

Different conditions on ¥ (a) are given for which the tail of the wealth distribution will be of Pareto type.
First we look at conditions for which the found wealth distribution will have an weak asymptotic Pareto (or
power law) lower bound. After that we give conditions that allow us to draw stronger conclusions on the tail of
the wealth distribution. These conditions on ¥ (a) are such that the wealth distribution will be asymptotically
equal to a Pareto (or power law) distribution. Since the Pareto distribution can be closely fitted to numerous
examples of empirical data of the upper-part of the economy [4], it is the desired behaviour in the tail of the
long term wealth distribution of our model.

1.1. Overview

Chapter 2 delves into the foundational principles of the probabilistic building blocks for our process, continuous-
time Markov chains. Additionally some theory on invariant measures and detailed balance is given. In Chap-
ter 3, the focus is shifted to the main model of this discussion, the SIP model. The model is explained and
different variants are introduced. With the help of the theory from the previous chapter, invariant measures
that model possible long term distributions of wealth in the system are found. In chapter 4, the Pareto dis-
tribution is introduced and several features of the distribution are discussed. Moreover in this chapter, the
conditions on the distribution on « to make way for Pareto behaviour in the tail of the long term wealth
distribution are presented.
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Markov chains and detailed balance

In this chapter a theoretical overview for continuous time Markov chains is presented. Some theory on invari-
ant and reversible measures is given and the detailed balance condition is introduced. It's worth mentioning
that this section draws considerably from the theory presented in [8].

2.1. Markov chains

Markov chains represent the probabilistic evolution of a random variable X in the course of time. This ran-
dom variable can take values in a set 2, which we will call the state space. For our discussion, we will only
focus on Markov chains on a state space that is finite or at most countably infinite. A Markov chain can be
constructed for both discrete and continuous time. To help understand the continuous time Markov process,
let us start with the discrete time Markov process.

2.1.1. Discrete time
We start with the formal definition.

Definition 2.1.1 (Discrete Markov chain). Let Q be a finite state space. A discrete Markov chain is a family of
random variables {X; : t € N}, taking values in Q for which the discrete Markov property holds:

P(Xpn =xp | Xn-1=Xp-1,-.., Xo = %0) =P(Xp = X | Xpp—1 = Xp-1) 2.1
The discrete Markov property is equivalent with:
E(f (Xn)I1X1, Xz, ..., Xn-1) = E(f (Xn) | Xp-1) (2.2

The term memorylessness can also be used to express the Markov property; the distribution of future states
given the present and the past states only depends on the present state. Because of this property, Markov
chains make for a very interesting branch of stochastics; the Markov property simplifies the process of saying
something meaningful about the evolution of a stochastic variable throughout time a whole lot.

At each time step, the random variable ‘jumps’ from one state in the state space to the other. For a Markov
process, we denote the probability to jump from i — j, by p;;. The matrix with entries (p;;) in row i and
column j is called the transition matrix, P. P is also sometimes called the one-step probability matrix. For a
Markov process with one-step probability matrix P, P? denotes the two-step probability matrix, P the three-
step probability matrix, etc.; By looking at the entry (P");;, we find the probability to go from state i to state
j in n steps. We will not present a formal proof for this property of the process. However, it can be observed
in the following example: given a Markov chain {X;, f € N} on a state space Q starting from iy. Say we want to
know the probability P(X, = i2| Xy = ip), the probability to go from iy to i, in two steps:

P(Xo =iz Xo=1ig) = ) P(Xo =iz X1 = j N Xo = ig)P(X1 = jIXo = i), 2.3)
JEQ

because of the Markov property, we have that
P(Xz = i2| X1 = jNn Xo = o) = P(Xa = i2| X1 = j).
With this in mind, the RHS of 2.3 evaluates to

Y P(Xz = ial X1 = HP(X1 = jIXo = io) = (PD iy,
JEQ

Considering our focus on the long term wealth distribution in a economic system, we are interested in the
Markov chain’s long-term behaviour. To that end, we introduce the notion of an invariant distribution.
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Definition 2.1.2 (Invariant distribution). Consider a Markov process {X;, t € N} on a state space QO with one-
step transition matrix P. The vector 7 = (;,i € Q) is called the invariant distribution of the Markov chain if
the following two properties hold:

a) mis aprobability distribution, i.e. 7; =0foralli€e Qand ) ;eqm; =1
b) t=nP

Because we have that for a discrete Markov chain we have that P” is the n-step probability matrix, we
have the following interesting result. Consider a Markov chain that starts from X, having initial distribution
7. If we are interested in the distribution of X,,, we can examine nP". If 7 is an invariant distribution, 7P" =
nPP"! = p"~1 = ... = 1; the initial distribution of X; is not changing under the passage of time; this invariant
distribution dictates a possible long-term behaviour of the Markov process.

In our discussion, we only consider homogeneous Markov chains. A Markov chain is called homogeneous
if for all i, j € Q, the probability P(X,,+; = i| X, = j) does not depend on n, i.e.: the transition probabilities of
the Markov chain do not change overtime.

2.1.2. Continuous

In order to make the idea of a Markov chain more relevant to real-world scenarios, it is natural to consider
continuous time Markov chains. By doing so, we can model and analyse processes that unfold more naturally
and continuously in various scenarios. This approach broadens the scope of Markov chains, allowing them
to better capture the dynamics of real-world systems.

Definition 2.1.3 (Continuous time Markov chain). A continuous time Markov chain {X; : £ > 0} on a finite
state space (), is a family of random variables for which the continuous Markov property holds: For all ¢ > 0,
neN,0<fi<pr<---<tp<tandforal f:Q—R:

E(f(XDIXy, Xy, on s X)) = E(f (X1 X5,) (2.4)

Unfortunately, the concept of a one-step transition probability (and the probability matrix) does not
carry over to the world of continuous Markov chains. Transition probabilities, which are commonly used
in discrete-time Markov chains, represent the likelihood of moving from one state to another within a fixed
time step. In the continuous-time context, the notion of ‘time steps’ becomes less meaningful because time
is considered as a continuous, unbroken flow. Consequently, for continuous Markov chains, transition prob-
abilities are replaced by transition rates, which express how quickly or frequently transitions occur between
states in a continuous and uninterrupted time scale. For a continuous time Markov process {X;, t = 0} with
i,j€Q, c(i, j) = 0 denotes the transition rate to go from state i to j. Intuitively, this transition rate resembles
the probability per unit of time for the Markov process to jump from i — j, with i # j. This Markov process
starting from i will then evolve as follows: we wait an exponential time with parameter A; = )_ c(i, j). We then

J
jump to j, with probability p(i, j) = %l]) Note that p(i, j) is indeed a probability since:

.. ci,j) 1 .
St =G = § Feti =1
J J J

The fact that the exponential distribution is memoryless, i.e. for X ~ exp(1), P(X > x+alX > a) =P(X > x) (for
x,a = 0), guarantees the Markov property of the process. For a Markov process, the waiting times between
jumps must be exponentially distributed. To see this, let T denote the time at which the first jump takes
place for the process starting from x.

P(Ty>t+s|Txy>s)=P(X; =x,Vr,s<r<t+s|X,=x,Vu,0su<ys),
by the memorylessness property,
P(Ty>t+s|Ty>s)=P(X; =x,Vr,s<r < t+s|X;=x).

The RHS now reads the probability of X to be at x in the time-interval [s, £ + s] given the fact that X is at x at
time s. This can be seen as the probability that no jump occurs in the time interval [s, £ + s]. Since the Markov
chains that we consider are homogeneous, we see that

P(Ty>t+s8|Ty>s)=P(Tx>1),
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or equivalently:

P(Ty>t+snNTy>5)
P(Ty > s)

=P(Tx > 1),

by noting that P(Ty > t + sn Ty > s) = P(T > t + s) we get that
P(Txy>t+8)=P(Ty > s)P(Tx > 1) (2.5)

If we then let ¢p(f) denote P(T > £), 2.5 can be rewritten as ¢ (¢ +s) = ¢(s)¢p(#). This observation, together with
the fact that ¢(¢) is decreasing in ¢, we can conclude that ¢(#) = e~** for some A > 0.

2.2. The Markov semigroup and generator
Consider a Markov process {X;, ¢ = 0} and a function f: Q — R. We define

Sef () =E(f (X)) Xo = x) = Ex(f(Xy)). (2.6)

Here E, denotes the expectation of the process starting at x € Q. The operation S; defined in 2.6 can be
seen as the ‘push-forward’ of a function in the course of time. S; defines a family {S;, t = 0} of operators called
the Markov semigroup. We define the Markov semigroup for Q both infinite and finite.

Definition 2.2.1 (Markov Semigroup). Let Q be a state space and let € (Q2) denote the space of all continuous
functions® defined on Q. If we have a Markov process {X;, t = 0} on Q and a family of operators {S;, ¢ = 0},
with S; : €(Q) — €(Q), then {S;, t = 0} is called a Markov semigroup, if it satisfies the properties stated in
theorem 2.2.1. Moreover, the Markov semigroup connects to the Markov process on Q via 2.6.

Let us now present the properties of the Markov semigroup.

Theorem 2.2.1 (Semigroup properties). Given a Markov process on a state space Q, f: Q — R and S; as in
2.6, the semigroup {S;, t = 0} satisfies the following properties:

a) Identity at time zero: Sg = I, i.e. forall f,Sof = f.
b) Right continuity: the map ¢ — S; f is right continuous.
c) Semigroup property: forall ,5 >0, Stsf = S¢(Ssf) = Ss(S¢f).
d) Positivity: f = 0implies S; f = 0.
e) Normalization: S;1=1.
f) Contraction: maxy (S, f)(x)| < max,|f(x)[.
Since only the proofs for property c and f are non-trivial, they are given.

Proof. Semigroup property:

St+sf(x) =[Ey [f(XHs))

We let &, denote the o-algebra generated by the random variables {X;, r < s}. This is nothing other than the
entire past until s. By using the fact that the expectation is the expectation of the conditional expectation:

[Ex (f(XH—s)) = [Ex ([Ex (f(Xt+s)|3zs)) .

Because of the Markov property, conditioning on the past until time s is the same as starting a new Markov
chain from Xj:

Ex ([Ex (f(Xt+s)|gs)) =y ([EXS (f(Xt)))
=Ex ((S:)(X5))
= S85(Se fH(x)

lWhen Q is finite, all functions defined on Q are continuous.
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By a similar calculation, we can derive Sy f(x) = S:(Ssf)(x).
Contraction property:

1S f1(x) = |Ex f(X)|
<E. (| f]1(X)

<E, (supf(y))
y
=sup ().
y

Here we have used the fact that we can exchange the expectation and the absolute value at the cost of an
inequality. This completes the proof. O

If Q is finite, a function f : Q — R can be seen as a vector mapping each value in Q to a value in R. S; can
be seen as a matrix with elements (Sy)y,y = P(X; = y|Xo = x). In this case, because of the semigroup property,
S, = e’ for some matrix L. The exponential of a matrix is defined by its Taylor series:

o0 n

etL: Zt_Ln

n=0 n!
Because of this, e’l = I+ tL+@(t?). L can be computed via

. Sf-f
Lf =lim ==—= @2.7)
and is called the Markov generator. The Markov generator is an operator. An operator is a mathematical
operation that maps a function in its domain to another function. Applying the Markov generator to a func-
tion can be seen as what happens in a Markov process to that function for ¢ infinitesimal. Intuitively, if we
know what happens for an infinitely small time step in a process, we can chain these steps together to know
what happens in the process in a longer time interval. This brings us to the following important note: given
a Markov process {X;, t = 0}, if we a have Markov semigroup {Sy, ¢ = 0} connecting to this Markov process
via 2.6, then this Markov semigroup also uniquely determines this process. Likewise, the Markov generator
connected to this Markov semigroup (via 2.7, which in turn is connected to the Markov process via 2.6) also
uniquely determines this Markov process.

To conclude this section, we present the generator for the Markov process central in our discussion. The
proof is excluded from this discussion.

Theorem 2.2.2. For a continuous time Markov chain on a finite state space Q, with rates c(1,¢), n,¢ € Q, the
Markov generator is given by:

Lfm) =) cm,&f &~ fam) 2.8)

e

2.3. Invariant measures
We introduce the notion of a probability measure u on a finite state space.

Definition 2.3.1 (Probability measure). Given a finite state space Q, the mapping u: Q — R s called a prob-
ability measure, if the following hold:

(@ plw)=z0forweQ
b) ) pw =1

weQ

For a probability measure on Q the integral becomes a finite sum.

fQ fdu=Y Fuw).

weQ)

In the rest of our discussion, if we talk about a probability measure, we are always talking about a prob-
ability measure on a finite state space. The term probability measure, probability distribution, measure and
distribution are used interchangeably throughout this discussion.
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2.3.1. Invariance
As stated before, in this discussion we work with finite state spaces. However, the notation for the results we
show in this section, also translate over to Markov chains on infinite state spaces. Given a measure g, we can
look at how it evolves in time. Given a Markov process on a state space and a Markov Semigroup {S;, ¢ = 0},
we denote by uS; the evolution of u after time ¢. This is the distribution of the process at time . We can see
1S as tP" from the discussion on discrete Markov chains. If {X;, ¢ = 0} is a Markov chain on a state space Q,
with initial distribution y, puS; is the unique measure such that [ fduS; = [ S;fdu.

For discrete time Markov chains, we already saw the invariant distribution, 7. For a continuous time
Markov chain, we introduce the notion of an invariant measure:

Definition 2.3.2 (Invariant measure). A probability measure p is called invariant if for all # > 0 and f € €(Q):

f Sifdp= f fdu 2.9)

A process can converge to a steady state, in which the probabilities of being in a certain state does not
change. A probability measure that does not change as ¢ runs, is called invariant. Important to note is that
we are talking about there not being a change in distribution. If we were to run a real simulation, the Markov
chain would still jump from state to state.

The following theorem connects the Markov generator and invariant measures:

Theorem 2.3.1. Let L be the Markov generator for a continuous Markov process on finite state space Q. For
all f:Q — Rin the domain of L, and u a probability measure on Q, we have that p is an invariant measure if
and only if

fodu=0 (2.10)
Proof. Suppose p is invariant, that is ['S;fdu = [ fdy, then
(o Sef-f 1f B
fodu—fPL% —Lap=tim= [ s.f- rdu=o.
Conversely, suppose that [S;fdu = [ fdu.

d d
— | S;fdu=| —S;fdu=| LS;fdu=0,
dtf Fip fdttfuf Fip

Remember that Q is finite: S; = e'L. Because of2.10 and S, f also being in the domain of L, the derivative with
respect to ¢ of the integral becomes zero. The integral is then constant, i.e. does not depend on ¢, so we get

[sirau=[ sofan= [ rau

by the properties of the semigroup. This completes the proof. O

2.3.2. Reversibility

For our further discussion, we introduce the notion of reversibility.

Definition 2.3.3 (Reversible measure). Consider a Markov process on Q with Markov semigroup {S;, t = 0}. A
measure ( is called reversible if for all f, g€ € (Q)

f(Stf)gdu=ff(Stg)du (2.11)

When a measure is reversible, the Markov process {n;,0 < t < T} starting from 1o = p is exactly distributed
as its reversal, {n7_;,0 < t < T}, i.e. the forward Markov process is exactly the same as the backward pro-
cess. In the field of thermodynamics, dynamical reversibility is the concept that for any forward motion in
the dynamical system, there would be a possible reverse motion possible [9]. This is something that can be
seen when the behaviour of gases in a closed system is examined. Moreover, when a dynamical system is in
equilibrium, the rate of every forward transition is equal to the rate of the backward transition. In view of our
discussion of wealth distribution, the notion of reversibility can be translated to the fact that for any transfer
of wealth between two agents, the reverse transfer is possible and that when the system is in equilibrium, the
average forward rates of wealth transfer are equal to the average backward rates.
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Lemma 2.3.1. A measure that is reversible is invariant.
Proof. Take g=1in2.11, and use S;1 = 1. O

A concept that is synonym to reversibility is detailed balance. It is of such importance to our discussion
that it deserves its own section.

2.3.3. Detailed balance

Theorem 2.3.2. For a Markov jump process {1, : £ = 0} on a finite state space with rates c(n,¢) and Markov
generator

Lfm =) cm,)(f )~ fm) (2.12)
¢
reversibility holds if and only if the detailed balance condition

umem, &) =c&,mu)
holds, for all ,¢ € Q.

Proof. Because we are in the finite state space, the integrals in equation 2.11 become finite sums:

Y (Sefmgmum) =Y. fFm)Sgmum).
n n

This is equivalent to saying
Y (LFfmgmum) =3 fmLgmum),
n 1

because in the finite case: S; = e’L. If we fill in 2.12, we get:

X cm O (f©E - fm)gmum =33 cm,&fm) (8@ —gm)pum).
n & n ¢

—c(n, &) f(n) g(n) u(n) appears in both sums, so this is equivalent to:

Y X e, OF@gmum =YY cm,& fmgEum)
n ¢ n <

By taking f (1) = 1y)=yy) and g($) = lg=¢y we obtain:
e, =ctm',$HumH,
which is precisely the detailed balance equation. O

In our discussion, we assume that detailed balance holds in the system. This is a big assumption for
the model, but it makes finding invariant measures significantly easier. If we assume the detailed balance
equation holds for a given measure, we also have that the measure is reversible, by theorem 2.3.2. Lemma
2.3.1 then tells us that this measure is invariant. This process of finding invariant measures for different jump
processes is the main focus of the next chapter.
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The SIP-model

In this chapter, we introduce and further explore the model through which the distribution of wealth in an
economic system will be examined. The simple inclusion process, (SIP for short) which was introduced in [6].
The SIP model uses a parameter, a which can be seen as the extent to which different agents attract wealth.
Different variants of the SIP model are presented and invariant measures for the variants are shown. At the
end of the chapter, the connection is made between the SIP model and a continuous redistribution model for
wealth.

3.1. Description of the model

The SIP model is a model to model the jumping from particles from vertex to vertex in a graph, G = (V, E). In
the SIP model, vertices are called sites. When two sites share an edge, it is possible for a particle to jump from
site to site. Particles can be at the same site and have attraction among themselves. In addition, every site
also has its own characteristic attraction, a. From figure 3.1 the significance of this model in the view of the
wealth distribution in an economy becomes even more clear. Every site represents an agent and a particle
represents a unit of wealth. The jumping of particles from site to site can be a model for our economy in
which wealth is transferred between individuals and companies. In the real world, the transferring of wealth
happens in exchange for services or goods. This transfer of services or goods is not captured in the model.
In the rest of our discussion, we are going to be looking at the simple inclusion process on a graph with two
sites. This can be extended to a process on a graph with multiple sites and edges by copying the model we
have for two sites, to every edge in our graph. An important fact to note is that the total amount of wealth in
the system stays constant. This can be justified in the light of an economy when the time scale is chosen to
be large enough. If we let 17, ¢ € Q be two configurations of particles on the two sites, we then have a Markov
process on the configuration of particles on the two sites, {r, : £ = 0}. The process can then be characterised,
by the jump rates. For each pair of ) and ¢, there is a rate c(n, ) for the jump from configuration 1 to £.

y 00 5
4 —056

3 7 o>

Figure 3.1: Graphical representation of the SIP model. A particle wants to jump from site 3 to site 1, this is possible. Again, the jump of a
particle from site 4 to 2 is again possible, but the jump from site 7 to 6 is not, since there still is no edge connecting the two sites.

As said before, we restrict our view in this chapter to the process on a graph with only two edges. This
simplification can be justified in the following way: For two sites sharing an edge, i,j € V, (i, j) € E, let L, be
the generator working on the configuration of particles at site i and j, (7;,77;). Now the total generator for the

8
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configuration of particles in the entire system, 7, is the sum of the generators for every edge, i.e.

Lfm= ) LefMin).

(i,j)=e€E

For the different variations of the model, we are interested in finding steady state wealth distributions. To this
end, we set out to find an invariant product measure of the particles on the two sites. Recall from the previous
chapter that an invariant measure is a probability measure which is invariant under the passage of time in
the process; this is a steady state of the system. On top of that, we want to find a measure that is product. A
product measure in this case is a measure on both sites, that is the product of a probability measure on the
amount of particles of site 1, n, and the amount of particles of site 2, m; u(n, m) = p;(n)u2(m). We want to
find measures that are product, because we are interested in a distribution of wealth on a system not only
having 2 agents, but N agents for example. The measure on N agents, u(xi,---,xy) is not easy to calculate
from the distribution in the two-agent case, except for when we have product measures, then it will be simply
a product of the measures: y(xy,...,xy) = Hﬁ\il i (x).

Let us start with the first variation of the model. The model in which at most one particle can jump from
site to site at a time.

3.2. One particle jumps

Let n denote the amount of particles on site 1 and m the amount of particles on site 2. Consider the following
single edge process. A particle jumps from site 1 to site 2 with rate n(a, + m) and from site 2 to site 1 with rate
m(a; + n). If we denote by (n, m) the amount of particles on site 1 and site 2 respectively the rates to jump
from configuration to configuration become:

(n,m) — (n—1, m+ 1) with rate n(as + m) 3.1
(n,m) — (n+1,m—1) with rate m(a; + n) (3.2)
n(a2+m)

= 0000300000)

N |O0O000000

m(a1+n)

Figure 3.2: Graphical representation of the SIP model for two sites. At site 1 there are n particles and at site 2 there are m particles. The
wealth attraction of site 1 is a1 and that of site 2 is ay. Particles jump from one site to the other with rates given by 3.1 and 3.2.

The parameters @; and a, are characterising parameters for the sites. For the interacting particle system,
they are the characteristic parameter which identify the amount of attraction a certain site has. In the view of
our model, these a’s can be seen as the extent to which an agent attracts wealth. When a; is of high value, it
can be seen from 3.1 and 3.2 that the rate to jump to site i will become higher.

The change of configuration of particles on the system is a Markov process. We are interested in how
the configuration of particles (n, m) changes in time and want to look at the steady state wealth distribution
between the two agents. We therefore state the Markov generator of this process on the configuration (n, m).

Lf(n,m)=n(az+m)(f(n-1,m+1) - f(n,m))+ m(a1 +n) (f(n+1,m-1) - f(n,m)) (3.3)
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We are now ready to show an invariant product measure for this variant of the simple inclusion process.

Theorem 3.2.1. For 0 < A < 1, the SIP process with Markov generator given by 3.3 has invariant product
measure:

AT (aq + n)T (ay +m)
n'm! T'(a)I'(a2)

Proof. We are going to find an expression for u(n, m) = y; (n)uz (m) by assuming that detailed balance holds:

(1-A)%rtee (3.4)

puln,m) =

pn,mc(n,m;n—-1,m+1)=pun-1,m+1)cn-1,m+1;n,m)
By substituting the given rates from 3.1 and 3.2 in the detailed balance equation, we get
mmpe(mn(ar +m) = (n-Du(m+1)(m+1)(az+n-1)
or equivalently,

p1(n) n _,uz(m+1) m+1
pmm-Da+n-1  py(m) as+m’

(3.5)
Since the LHS and RHS of 3.5 are equal and dependent on a different variable, they must be equal to a con-
stant A. The condition 0 < A <1 is needed to ensure that p will be a probability measure. We write 3.5 as

u1(n) n _po(m+1) m+1
,ul(n—l)a1+n—1_ a2 (m) a2+m_

We can make a telescoping product:

mm o pi(k)
m©) g5 mk—1)
nAla; +k—1)
:HT
k=1
n n
=/1—]_[(a1+k—1)
nl oy

n
= —,(al)(a1+l)--~(a1+n—1)
n.

For the gamma function, the property I'(x + 1) = xI'(x) then tells us that

I'la; +n)
(@)1 +1)--(@1+n-1)=——
I'(a1)
A" T(ay +
We see from this calculation that y;(n) = —'%, however we need to make sure that u;(n) is a
n. a1

probability measure, i.e. Y27 ) p1(k) = 1. To find the normalisation term, we calculate the following infinite
sum:

® )L_" I'(a+ n)
o N T(a)

=1-177 (3.6)

so the normalisation term for this measure is (1 - A)%. To see that 3.6 holds, we are going to calculate the
Taylor expansion of (1 —1)~% around A =0.

Q-1»"“=

— 1-1)7¢ 3.7
n=o ' a7 A=0 G0

Now calculating % Q-1 120 explicitly for a few different n:

d
—A-)"" =
d/l( ) o ax
& o
W(l—/l) Azo—al(a1+1)
3
W(l—/ﬂ_al A=O=a1(a1+1)(a1+2)
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By using once more the fact that for the gamma function, I'(x + 1) = xI'(x), we see that:

d” -1 _ T'(a; +n)
daar a=0  Dla1)

From this we can conclude that the LHS of 3.6 is exactly the Taylor expansion of (1 - 1)~% around A = 0. This
gives us that

A" T(a; +n)

Pl T a-1". (3.8)

ui(n) =

Through almost the exact same calculation we find

/1”’F(d2+m) @
2 (m) = il Ta) 1-A)

Since we assumed the measure on both sites to be product, we obtain 3.4 by simply multiplying ¢ and g, O

We now formulate a property of the measure found in theorem 3.2.1. To show the dependence of i1 on «,
we introduce the notation .

Theorem 3.2.2. Consider the Markov process with generator given by 3.3 and the stationary product measure
for this process given by 3.8. Let X and Y be two independent random variables, such that X ~ p, and
Y ~ pgo, we have that

X+Y ~pora (3.9)
Proof. Another way of stating 3.9 is that forall n e N,

A'"T(a+a' +n) .
I;)ua(k)uar(n K= ey VT

This is equivalent to showing

AT /
ZC"Zua(k)uar(n e Zc” favatn, jew, (3.10)

n=0 k=0 n T(a+a)

We can evaluate the RHS to

S aA' T(a+a' +n) ard 1A giw
,,Z‘ n! Ta+a) =1 (1—/1()
—(—)( A)'
1-A( -

)L" T'(a+n;) A2 T(a' + ny)

m v 2\&T R ng v " A\ T R2) 0 ad
mZO( nll T'(a) (1- nZZOC n2| I'(a') -4
n+n/1 I'a+n) A (' +1p)

= 53 qrem S M el T

1-*
n1=0ny=0 n' F( ) nZ! r( ’)

By changing the indices of summation to n = n; + ny and k = n; € {0,..., n}, we obtain that the RHS of 3.10
equals
2 AR T(a+ k) A"F T +n-k)

n e .
n;o( Lt UM e @ Y

which is precisely the LHS of 3.10. This completes the proof. O



12 3. The SIP-model

3.3. Uniform redistribution model

We are now going to consider a variation on the SIP model described in the previous chapter where more
particles can hop in one step. The process starts, once more, with n particles on the first site and m parti-
cles on the second site. We define the following Markov process on the configuration of particles (n, m): An
exponential clock with parameter A = 1 is ticking between the two sites, when it goes off, the procedure of
redistribution begins. At time of redistribution, k particles go to the first place and the rest of the particles go
to the second place, with k ~ discrete uniform (0, n + m). The rates for this process are given by:

(n,m) — (k,n+ m— k) with rate P(X = k) (3.11)
Since k is uniform, P(X = k) = ﬁ The Markov generator for this process is:
n+m 1
Lf(n,m)= ) (ftk,n—m—k)— f(n,m) (3.12)

& wrmel
The following theorem gives an invariant product measure for the uniform jump process.
Theorem 3.3.1. The Markov jump process with generator given by 3.12 has an invariant product measure
p(n,m) = (1—A)*A" ", (3.13)
Proof. We prove that this is an invariant product measure by showing that detailed balance holds:
pn,mycn,m;k,n+m—k)=ulk,n+ m—k)clk,n+ m-k;n,m)

filling in the rates from 3.11, we get

1 1
ym———=ulk,n+m—-k)——— 3.14
pin m)n+m+1 plk, nt+m )n+m+1 ( )
Now filling in 3.13:
2q9n+m 1 2y k+n+m-k 1

(1-1)°A —=01-M1 S

n+m+1 n+m+1
we see that both sides are equal, and complete the proof. O

We can obtain another invariant measure, ' by conditioning the measure from 3.13 on the total wealth
in the system to be a fixed quantity, s.

Wn,m)=punmn+m=s)
(1 _ A)Zaner
Z (l _ /1)21}1’4'}%/
n',m':n'+m'=s
1
n+rm+1

ﬂ{n-%—mzs}

We show that this is also an invariant measure for the uniform jump process.

Theorem 3.3.2. The uniform jump process with the total quantity of wealth on the two sites being s, has
invariant measure

wn,m) = Tin+m=s} (3.15)

n+rm+1

Proof. Once more, we prove that this is an invariant product measure by showing that detailed balance holds:

wn,miecn,mkn+m—k)=plk,n+m-k)clk,n+m-—k;n,m)
1 U 1
nem+l Ml nema1 ek

We complete the proof by seeing that the LHS and RHS are equal. O

In the next section, we look at a more general case of the simple inclusion process.
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3.4. Beta binomial redistribution model

Now we are going to consider a more general case of the SIP model. We show that the simple inclusion
process from section 3.2 is a particular case of this more general SIP model, both having the same stationary
product measures. As with the uniform jump process from section 3.3, when the exponential clock goes off, k
particles redistribute to the first agent and the rest to the second agent. But in this model, k is beta binomially
distributed with parameters a;, @, (k ~ BetaBin(n + m; a1, a2)). The rates of this process are given by:

(n,m) — (k,n+ m - k) with rate P(X = k), (3.16)
where P(X = k) is given by:
n+m 1 1
P(X=Fk) = - k+a;—-1 1- n+m—k+a2—1d 3.17
( ) ( K B(al.ag)/o p 1-p) p 3.17)

(3.18)

_[nt+m|Blay+kax+n+m-k)
|k B(ai,a»)

A random variable that is beta binomially distributed with parameters (n, m, @1, a») is a random variable that
is binomially distributed with parameter p. Contrary to the binomial distribution, p is not a fixed value, p is
avariable that is beta distributed with parameters a; and a;.

Note how for a; = @, = 1 the model with k ~ Betabin(n + m; a;, @2) = Betabin(n + m; 1,1) is exactly the
model of section 3.3:

P(X:k):(n+m)B(a1+k,a2+n+m—k)

k B(ai, a)

_[n+m|B+k1+n+m-k)
|k B(1,1)
B 'n+m+1) F'k+)I'(n+m—-k+1)
" Tk+DI(n+m—k+1) T(n+m+2)

1
Cn+m+1

Theorem 3.4.1. The stationary product measure for this model with jump rates given in 3.16 has a stationary
product measure given by:

w(n,m) =y (n)uz(m),

with
A"T(a; +n)
p (n) = E%“ L (3.19)
A" T(as+m)
H2lm) = L O - (3.20)

Proof. We are going to proof that this is an invariant product measure for this process, by showing that de-
tailed balance holds.

un,myc(n,m;k,n+m—k)=ulk,n+ m—-k)clk,n+ m-k;n,m) (3.21)

note that the rate to go from configuration (n, m) to (k, n+ m — k) is equal to the probability P(X = k) and the
rate to go the opposite direction, from (k, n+ m— k) to (n, m) is the probability P(X = n), filling this in in 3.21,
we obtain

un,mPX=k)=ulk,n+m-kPX=n).
By applying what we know from 3.18 we get that

B(a;+n,az +m)
B(ay, az)

n+m|\Bla; +n,ax+n+m—k)
k B(alra2)

n+m
M(n)uz(m)( =mRp(n+m-— k)( " )

n+m n+m
ul(n)pg(m)( k )B(a1+n,a2+n+m—k)=,u1(k)u2(n+m—k)( " )B(a1+n,a2+m)
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By filling in 3.19 and 3.20 we get:

A" T(a; +n) A" T(as +m) n+m
— (- ————(1-)* AB k, -k)=
2 Ta) C M e Y|k MPenthatntm=h)

AR T(ay + k) A+m=k) T, + n+m—k) n+m

L Ta-A™ 1-1)% B , )

B Tan C Y GrmenT Ta) V| |fleatmaztm

. n+m n! . . .
by using that ( r ) = Horm_! a lot of terms cancel on both sides, leaving us with:

I'a1+n)'(az+m)Bla;+k,as+n+m—k)=T(a; +k)'(ax+n+m—k)B(a; +n,a +m)

r)r(y)

By using the identity: B(x, y) = Tx+y) we obtain:
I+ (az+n+m—-k (a1 +n)T(az+
[(a1 + m(@y + ) O @2 R K)o L T (ag 4 nt m— g 2L T @2+ )
I'lay +ax+n+m) I'(ay +ax+n+m)
We see that the LHS and RHS are equal, and thus completing the proof. O

In the next section, we look at how this discrete model relates to a continuous wealth distribution model.

3.5. Continuous redistribution model

We introduce the continuous variant of the wealth distribution model between two sites. Consider a contin-
uous amount of wealth on two sites, x and y. We define a Markov process on the amount of wealth as follows:
At each time an exponential clock rings, a parameter U is drawn from a distribution and the redistribution of
the wealth goes as follows:

x,y) = (x+ U, (x+y)A-01)), (3.22)

When U is uniformly distributed, the process described is exactly the KMP model as described in [7]. This
model describes the energy transfer in a system of one-dimensional oscillators. When U has a beta distribu-
tion with parameters s and s, the process is the same as the thermalised Brownian Energy process. This is
explored in depth in [3].

00000000000

2 |0000000000000

B |0000000
1000000000

=}
+
3
=~

X y x+y)U (x+y)(a-U)

Figure 3.3: The redistribution process for the continuous wealth distribution model and the discrete SIP model.

The continuous model can be seen as a discrete model with a ton of particles, after a proper rescaling. The
continuous model can be approximated by the discrete model with a lot of particles after a proper rescaling.
In this discussion, we won't provide a formal proof for this assertion; instead, we offer an intuitive explanation.
Consider a configuration of wealth on the two sites, (x,y), x,y = 0. If we define the discrete jump process
starting with (n, m) = (lxNJ, |yN|), then as N — oo, the discrete jump process (%, %) will approach the
continuous redistribution process starting from (x, y). In [10] it is shown that for a jump process where k
particles get distributed to one site and the rest to the other site, that for k ~ BetaBin(n+ m; a, @) the generator
corresponding to this discrete process will converge to the continuous process with redistribution given as
in 3.22, with U ~ Beta(a, a). It can be shown that a continuous process with redistribution as in 3.22, with
U ~ U(0,1), can be approximated in the way we described above by a discrete jump process with k ~ discrete
uniform (0, n + m).
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The Pareto distribution and random a’s

In the previous chapter we looked at invariant measures for different variants of the SIP model. In this chapter
we zoom in on the variant where one particle can jump at a time. However, the properties we derive inn
this chapter will also hold for the other redistribution models we have seen. In the previous chapter, a was
said to be a fixed value. In this chapter, we look at the case where a has its own distribution, y(a). This
results in the marginal probability distribution v(n) = [5° te(n)y (@)da. Pareto (or power law)-like behaviour
is found empirically for the distribution of wealth in an economy [4] . We therefore are interested in finding
Pareto (or power law)-like behaviour for v(n). First, we will give conditions on ¥ (a) for which v(n) will have a
weak asymptotic power law lower bound. After that, we give the condition on y(a) for which we will obtain
asymptotic equality to a power law of the partial sums of the sequence (v(n)n(n—1)---(n—k+1)) >0 for some
k € N. Additionally, this same condition on y(a) in combination with a condition on the coefficients of this
sequence, will result in asymptotic power law behaviour of v(n).
We start the chapter of by introducing the Pareto distribution.

4.1. Pareto distribution

The Pareto distribution is a probability distribution discovered by the Italian mathematician Vilfredo Pareto
who used this distribution to model the wealth of the richest people in Italy at the end of the 19" century.
As we will see in section 4.1.2, the distribution has since been used numerous times to model the wealth
distribution of the upper part of the economy. The Pareto distribution has many variants. In view of our
discussion, we will only look at the Pareto type I distribution. The Pareto type I distribution is of the form

px)=x"P 4.1)

with 8 > 0 being a shape parameter. In subsequent references to the Pareto distribution, it is specifically the
Pareto type I distribution being mentioned. The Pareto distribution is a distribution that follows a power law.
When a distribution follows a power law, a change in one variable generates a change in another variable
proportional to a power, as can be observed in 4.1. Throughout this chapter, the terms power law and Pareto
are used interchangeably.

In the next section, two features of the Pareto distribution are explained that give rise to inequality in light
of wealth distribution; scale invariance and the notion of fat tails.

4.1.1. Inequality

When examining the probability density function of a random variable that is exponentially distributed, it
becomes evident that it diminishes quickly towards the tail. The further we come from the origin, the lower
the probability becomes of finding a random variable with that value. The tail of a Pareto distribution decays
slowly. In figure 4.1 we see that it does so way slower than that of an exponential distribution, a distribution
that is not fat-tailed. The tail of a fat-tailed distribution decays according to a power law. When the tail of
a distribution decays like a power law, the distribution is said to be fat-tailed. To further characterise this
feature, we need the notion of asymptotic equality:

Definition 4.1.1 (Asymptotic equality). We say that f and g are asymptotically equal, i.e. f(x) = g(x) if and
only if
fx)

lim — =1. (4.2)
X—00 g(_x)

When a distribution is said to be fat-tailed, there’s a non-negligible probability of observing values far
from the mean. For X; identical independently distributed random variables distributed according to some

15
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fat-tailed distribution, we have that

N
) X; = max X;. 4.3)
i 1<i<N

The proof of 4.3 is left out of the discussion, but the statement tells us that as N grows very large, the size
of the sum of X's will get dictated by the largest X;. For a wealth distribution that is governed by a Pareto
distribution, this means that if we keep adding more and more agents to our model, the total wealth in the
system will become asymptotically equal to the wealth of the richest agent. This is inequality in its essence.

Exponential and Pareto Distribution

1.0 A —— Exponential
— Pareto

0.8 4

0.6

=x)

Pr(X

0.4 4

0.2 4

0.0 4

Figure 4.1: Plot of a Pareto distribution with shape parameter § = 1 and an exponential distribution with A = 1. The exponential distri-
bution goes to a probability of zero very quickly compared to the Pareto distribution. From this picture it can be seen that the tail of the
Pareto distribution is fat.

Consider the wealth for an agent X to be exponentially distributed; given the fact that someone has a
certain amount of wealth, x, the probability that we find someone that has twice this amount of wealth,

becomes lower as x grows:
e*Zx y
P(X=2x|X=x)= =e .

e—x

When the wealth of agents X is Pareto distributed, this probability becomes:

2x B
P(X=2x|X2x) =~ =27F (4.4)
o

Note how the probability in 4.4 is not dependent on x. A probability distribution that has this property, is
called scale invariant. The scale invariance of the Pareto distribution implies that if we find an agent with
more than €100, the probability of finding an agent with more than €200 is just as big as the probability of
finding an agent having more than €2.000.000 having found an agent with €1.000.000. The characteristic
of scale invariance also sets the stage for the occurrence of outliers and, consequently, contributes to the
emergence of inequality.

4.1.2. Empirical examples

The reason that we want to show a Pareto distribution in the distribution of wealth in the simple inclusion
process becomes clear from empirical data. Data for looking at the distribution of wealth in the world is
not readily available. Banks, for good reasons, do not have this data publicly available. However, the Pareto
distribution can be empirically observed in other data that are closely related to wealth. In [4] an overview of
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articles is given that look at distribution of incomes in certain countries. They all find that the upper part! of
the incomes follow a Pareto distribution.

The occurrence of the Pareto distribution in the distribution of wealth is not only observed in the wealth
distribution of recent times. In [1], the wealth distribution of the upper class in ancient Egypt is researched.
Excavations of the ancient city of Akhetaten gave valuable insights on the distribution of wealth of the 14"
century BC, the time that this city was populated. It was found that the distribution of the wealth of the upper
class of the population was of Pareto type. The remarkable conclusion from this research is that the specific
parameters for the Pareto fit on the data are not far of the parameters that are found for wealth distributions
nowadays.

4.2. Quenched and annealed random «
In the preceding discussion, we talked about a being the parameter that defined the wealth attraction of a
specific agent. In this preceding discussion, a was a fixed value for every agent. For a specific value of a we
found the invariant measure for the one jump process. From now on, to highlight the dependence on a, let
us denote this invariant measure with g4, i.e.
n

o) = %%(1—1)“. 4.5)
If we make the connection between our agent model and the real world, it is not entirely clear as to why the
wealth attraction of some people, companies or banks is higher than that of others. It is of course dependent
on many different factors, but the reason behind why the intrinsic wealth attraction for a specific agent is a
certain value cannot be said explicitly. To model this uncertainty and perceived randomness, we will look
at the different a’s for agents to be independent random variables drawn from an underlying distribution
(). We assume that this wealth attraction is non-negative, ¥ (a) = 0 for a < 0 and since y(a) is a probability
distribution, we have that v (a) =0 and f(;)o v(a)da = 1.

The expression for y, as given by 4.5, is what is called a quenched probability distribution. This is the dis-
tribution with a drawn from the distribution and fixed. If in our distribution we want to take the underlying
probability distribution of ¥ (@) into account, there is the notion of the annealed probability distribution. This
can be seen as the wealth distribution averaged over different values of a. We let v(n) denote the annealed
probability distribution. We can write v(#n) as the following marginal distribution:

v(n) =f0 Uo (MY (a)da. (4.6)

The rest of our discussion will be dedicated to giving conditions on ¥ (a) for which the tail of our annealed
distribution will show power law like behaviour. In the next section, we will give the first condition on y(a)
that causes v(n) to have a weak asymptotic power law lower bound.

4.3. Conditions for weak asymptotic power law lower bound
In this section, we set out to find a condition on ¥ (a) for which the tail of the distribution of v will have a
weak power law lower bound, i.e. for some y =0

limsupv(n)n' = co. 4.7)
To emphasise this weak power law lower bound, we introduce for 4.7 the notation:
vin)>n". (4.8)

Note that this is not a strict lower power law lower bound for v(n). It only tells us that after a certain ng, v(n)
has infinitely many points that are above the graph of n™". It may very well be that after ny, v(n) also has
many points below n~7.

To find the right condition, we are going to define the generating function, G(2):

Glz) =) v(nz" 4.9)

n=0

1The upper 5-10%.
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In the rest of our discussion, when referring to the generating function G(z), we mean the function as
described above, with v(n) as given in 4.6. The following definition we will need in our further discussion.

Definition 4.3.1 (k™ moment). Let X be a random variable and ¢ be its underlying probability distribution,
i.e. X ~¢. The k" moment of X is defined for k € N> and is equal to E(xk) = ffgo xk(p(x)dx.

In the rest of our discussion, when talking about the k! moment of a distribution ¢, we mean the kth
moment of a random variable X that is distributed according to y ().

The following theorem will be helpful in finding the right conditions on y(a) to get the desired power law
lower bound.

dk
Theorem 4.3.1. The k™ moment of y(a) diverges, if and only if FG(Z) diverges.
z

z=1

k
Proof. To prove this, we first are going to calculate FG(Z)
z

z=1
o0

G(z) =) v(nz"

n=0

=Y | pamy(@)daz"
n=0J0

because v(n) is a probability measure, the integral converges uniformly so we can exchange summation and
integration:

f Zua(n)w(a)daz"
% °° A" T(a+n)
f n' T@ ——— (1 -1 *y(a)daz"
(P& % ()" T(a+n) «
_fo L @ 1-M*"v(@)da

By applying what we know from 3.7 we obtain

o) _ a
Now we can take the derivative:
d_kG(Z)_d_k w(ﬂ)a (@)da
dzk CdzkJo \1-2z14 v
[ s
“Jo dzk zA viwda
1
f (1- A)“A’““(“) @0 da 4.11)
1- )oc+k
By evaluating at z = 1 we get:
dk © gla+1)---(a+k)
dzk (2) . f A F y(a)da

Remember that the k™ moment of v is given by [3° a*y(a)da.

The limit comparison test tells us that when lin}] fﬁ_x; = C < oo for f(x), g(x) >0, then f : f(x)dx diverges
x—b X
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ifand only if |, : g(x)dx diverges.

lim oty (@ < lim oy (@
a—oco q(a+1)--(a+ k)y(a@)(1—A)~ FAE = atoo aky(a)(1-A)kAk
_a-pk
Ak
< 00,
this completes the proof. O

The following theorem and the subsequent lemma give the conditions on ¥ (a) for v(n) to have an asymp-
totic power law lower bound.

k
Theorem 4.3.2. Divergence of oF G(z)|  implies that Ve > 0:v(n) > n~k+1+6),
z

z=1

Proof. We are going to proof this by contraposition. Suppose the implication does not hold. This means from

4.7 that 3e > 0: limsupv(n)n**1*¢ < co. In other words, 3C > 0,19 € N: Vn = ng, v(n) < Cn~*+1%9 We will
k

show that — G(z) will converge.
dzk

z=1

d* d*
EC@= % Zv(n)z

(e8]

Z v(n)z

o0
Z vimn(n-1)...(n—k+1)z"F (4.12)
Evaluating in z = 1 gives us:
dk 0
—G(2) =) vimnn-1)...(n-k+1).
de 2=1 r12=:0

We split this sum up in two terms, one that sums from 0 to np — 1 and one that sums from 7y to co:

k no—l [e®)
%G(z) =) vimnm-1)...n—k+D+ Y vimnn-1...(n—k+1)
“ 2=1 n=0 n=ng
no—1 (&)
< Y vimnm-1...n-k+1)+ Y Cn *H1Fauk
n=0 n=ngy
no—1 ()
=) vimnmn-1...n-k+1)+C Y n 0+
n=0 n=ny
no—1 (e8]
< Y vimnmnr-1...n-k+1)+CY n 19 (4.13)
n=0 n=0

Since the finite sum of a series of finite terms is finite, the left sum in 4.13 converges. The right sum of 4.13
converges, since }.5° 5 converges for all § > 0. This concludes the proof. O

The following lemma is a direct result of the previous theorem and gives the condition on ¥ (a) to get the
weak asymptotic power law lower bound for v(n).

Lemma 4.3.1. When the k™ moment of () diverges, v(n) > n~" for some y = 0.

Proof. This follows from combining theorem 4.3.1 and 4.3.2, and taking y = k + 2 for example. O
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Lemma 4.3.1 now tells us that for v(n) to show asymptotic power-law behaviour in the tail, we need y (a)
for which a higher order moment diverges.

In this chapter, we have shown a condition on ¥ () for which we got a weak asymptotic power law lower
bound for the wealth distribution, v(n). In the next section, we will present conditions on ¥ (a) through
which we can draw stronger conclusion about the asymptotic behaviour of v(n). This will be done by using
two Tauberian theorems. The first theorem connects the divergent behaviour of a power series with the di-
vergent behaviour of its coefficients and the second one relates the behaviour of a function at infinity, with
the behaviour of its Laplace transform at 0.

4.4. Power law asymptotics
For this section, we need to slightly extend the definition of asymptotic equality. When in 4.2 the limit does
not go infinity, but approaches some constant a (from the left or the right), asymptotic equality is denoted by

fx)=gkx) (x—a-)or f(x)=gkx) (x— a+),

meaning

lim w:lor lim m—

=1.
x—a— g(x) x—a+ g(x)

To find the proper conditions on y(a), we will need two Tauberian theorems. A Tauberian theorem is
a statement of the following form: when a sequence or function exhibits regular behaviour, an average of
that sequence or function also displays regular behaviour. In the first Tauberian theorem we present, the
way in which a certain power series diverges, gets connected to the divergence of the coefficients. In the
second theorem, the connection is made between how the Laplace transform of a function diverges and the
divergence of the function itself.

Before we are ready to present the relevant Tauberian theorems, we need to introduce three more defini-
tions.

Definition 4.4.1 (Slowly varying function). A measurable function ¢ : R — R is said to be slowly varying if and

only if for all a > 0:

f(ax) 1

lim
x—oo f(x)
A function that is slowly varying is a function whose behaviour at infinity is similar to that of a converging
function.

Definition 4.4.2 (Ultimately increasing/decreasing). A sequence (a;),=o € R is said to be ultimately increas-
ing if 3K € N such that for all n = K a,+; = a,. A sequence is said to be ultimately decreasing if the same
conditions hold but a1 < a;.

Definition 4.4.3 (Ultimately monotone). A sequence (a,),=o € R is said to be ultimately monotone if 3K e N
such that the sequence (a,)>x is ultimately increasing or decreasing.

We are now ready to introduce the two Tauberian theorems for our discussion, Karamata’s Tauberian
Theorem and Karamata’s Tauberian theorem for Power series. Both of these are presented and proven in [2].

Theorem 4.4.1 (Karamata’s Tauberian Theorem for Power Series). If a;,, = 0 and the power series

(o ¢]
A(s) = Z ans" converges for s € [0,1) then for ¢, p = 0 and ¢ slowly varying,

n=0
1 l
Y ap=cnf (1) (4.14)
=0 ra+p)
if and only if
()
A(s)ﬁc(l_s)p (s—1-). (4.15)
If cp > 0 and (ay) n=0 is ultimately monotone, both are equivalent to
¢
a, = cnp*1ﬂ (4.16)

T
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Theorem 4.4.2 (Karamata’s Tauberian Theorem). Let f be a non-decreasing right-continuous function on R
with f(x) =0 for all x <0, if ¢ varies slowly and c, p = 0, the following statements are equivalent:

/(x)
= cxP
fx)=cx Td+p) (4.17)
(ff)(s):cs_pé(é) (s —0+). (4.18)

Here, (£ f)(s) denotes the Laplace transform of f(x), i.e.:

oo

(£ =f e flodx
0

With these two Tauberian theorems in hand, we are now ready to present the condition on v () asserting
power law asymptotics on v(n).

Theorem 4.4.3. For0<A<1, u>0and k €N, such that k > u, if

1 u
Y(a) = (m) , (4.19)
then that implies for v(n) as defined in 4.6
n
Y vl -1 (I-k+1) = Cin~ "D, (4.20)

1=0

for some constant C;. Additionally, when the sequence (v(n)n(n—1)---(n—k+1)) ;>0 is ultimately monotone,
4.19 implies

v(n) = Cun~ Y, (4.21)
for some constant Cs.

Proof. We are going to proof this by applying theorem 4.4.2 and then 4.4.1.

Let us start by defining y(a) = a(a+1)--- (a + k)w(a). We have that

ak
M=
Now define p = k— uand let C' =T'(1 + p), we see that
y(@) = Cl“pr(1+p)' (4.22)
Since C’, p >0, by theorem 4.4.2 and choosing ¢ = 1, we have that 4.22 is equivalent with
(Zx)(s) = C's™ (s—0+). (4.23)

We let = % and we define f(s) =log(1 + Bs). In 4.23, instead of evaluating the Laplace transform of y in
the point s, we can also evaluate it in the point f(s). By the way we have defined f(s), we can rewrite 4.23 to:

o0
f r@e Y da=C'f(5)7P (s— 0+). (4.24)
0
We note that f(s) < s for s — 0. Now 4.24 is equivalent with saying
ﬁkf y@e Y Oda=C"sP (s—04+),
0

with C" = C'7P*k. The B* term on the LHS will prove to be beneficial later on. By the definition of the natural
logarithm, we get that

(e e] a
ﬁkfo Xm)(l%ﬁs) da=C"s? (s—0+),
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or equivalently

a
ﬁf ala+1)- (a+k)( ﬁ) y(@da=C"s" (s—0+). (4.25)

We apply the change of variables s = 1 — z and by filling in = ﬁ, 4.25 becomes

S 1-1\°
a mf “(“”"“(“k)(m) p@da=C"s? (z—1-).
7 ), -

For z close to 1, this is equivalent with saying

/1k o0 —2\“
(I_Zﬂ,)k\/()r a(a"'l) ((X+k)( /1) W((Z)dazc”(l_z)—ﬁ (Z—’l—),

or in different form:

f Ak - A)“a(a(-'_l)mg:k):C”(l—z)_p (z—1-).

In the LHS we can recognise 4.11:
dk
—G@)=C"1-2" (z—1-) (4.26)
dzk
or equivalently by what we know from 4.12
Y vimnn-1)-(m-k+1z"F=C"0-27" (z—1-). (4.27)

n=0

We recognise the LHS of 4.27 as a power series with coefficients v(n)n(n—1)---(n — k + 1). We can now apply
theorem 4.4.1. From it we find that 4.27 holds if and only if

n
DId-1---(U-k+1D)=C"
lgov()( ) ( ) = r(1+p)

By taking C; = C”, this proves 4.20. When we have the additional requirement that the series
(vimn(n—-1)---(n—k+1)) =0 is ultimately monotone, with the help of theorem 4.4.1, with 4.27 we can con-
clude

vimnin-1)---(n—k+1) = Ffp;' (4.28)
by taking n(n—1)---(n—k + 1) to the other side, we get:
e
v(in)=C Tp) (4.29)
Now by taking C, = we prove 4.21, thus completing the proof. O

F(p)’
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Conclusion

In this thesis, the simple inclusion process was studied in the view of wealth distribution in a closed economic
system. SIP models the jumping of particles from site to site, with particles having attraction among them-
selves. The attention was shifted to this process on two sites, and invariant product measures for different
variants of the process were found. To obtain the wealth distribution on a graph G = (V, E), we observe that
the graph model is essentially the aggregate of the simple two-agent model for each pair of sites connected
by an edge. Because the invariant measures found for the two agent model are product, the long term wealth
distribution on the model with more sites is simply the product of the invariant measures found in the two
agent model.

In the simple inclusion process there is a variable @, which can be seen as the extent to which every site
attracts particles. In view of our discussion of the wealth distribution, this is the extent to which every agent
attracts wealth. Let a; be this for site 1 and a for site 2. When n and m denote the amount of particles on
site 1 and site 2 respectively, it was shown that for a simple inclusion process in which one particle can jump
from site to site, an invariant product measure on the two sites is of the form:

A T + n)T(as + m)

— _ ajt+az
u(n, m) Y Tl () 1-1 (5.1)

This simple inclusion process with one particle jumping was shown to be a special form of the more general
simple inclusion process. In this process, there is an exponential clock between the two agents. When the
clock rings, k of the total wealth goes to the first site and the rest goes to the second site, with k ~ BetaBin(n +
m;ay,a2). This process has an invariant product measure that is exactly 5.1. We also looked at a uniform
jump process on two sites, where at the ringing of an exponential clock, k particles get distributed to the first
site and the rest to the second, but now with k ~ discrete uniform (0, 2 + m). This variant of the SIP model
was shown to have an invariant prooduct measure of the form

p(n,m) = A" - )2,

By conditioning this measure on the total wealth being a fixed value, s, we obtained another invariant product
measure

1
n,m)=———-I1 =5
IJ( ) n+m+l n+m=s

In the rest of the discussion, we looked at the long term distribution of wealth in the system, with the
wealth attraction parameter for an agent a not fixed, but independent identically distributed random vari-
ables distributed according to y(«). This resulted in the marginal wealth distribution

v(n) :fo o (MY (a)da

We then set out to look for conditions on 1 (a) for which the tail of the wealth distribution v(n) would have
Pareto (or power law) behaviour. It was shown that when a higher moment of y(a) diverges, that we have a
weak asymptotic power law lower bound, i.e. for some y = 0:

vin)Zn7,

meaning limsupv(n)n? = co. With the help of two Tauberian theorems, we made the condition on ¥ (a)
stronger. With u > 0, and k € N, such that k > u for

1 u
w(@) = (—) (5.2)

a+1

23
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we proved asymptotic equality of the partial sums of the series (v(n)n(n—1)---(n—k+ 1)) 420, i.€.
n
Y vl -1 (I-k+1) = Cn~ @+
1=0

for some constant C;. With the additional condition that (v(n)n(n—1)--- (n—k+1)) ;>0 is an ultimately mono-
tone sequence, we proved that the long term wealth distribution for an agent is asymptotically equal to a
power law:

v(n) = Cuu~ D

for some constant C,.
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Discussion and future work

In this study, the objective was to explore a statistical physical model in the view of wealth distribution in an
agent-based model representing the economy. Conditions on the distribution of a specific parameter of the
model were presented, for which the resulting wealth distribution would be of Pareto type. With this relatively
simple model, it was shown to be possible to model power law asymptotics for the wealth distribution. We
are going to present possible ways in which the SIP model central in this discussion can be extended to better
represent real-world dynamics.

One way to extend the model, is by adding for every agent a predisposition to save a certain portion of
their wealth during every transaction. This introduces a layer of complexity, allowing for a more nuanced un-
derstanding of economic interactions and the impact of individual savings behaviours on the overall wealth
dynamics. The SIP model with added propensity to save for the agents is presented and further explored in
[5]. A second way to extend the model is by introducing reservoirs in the system. These reservoirs allow for in-
and outflow of particles in the system, in [3] this is discussed in detail. These wealth reservoirs can be seen as
entities that inject or absorb wealth in the economic system. Since we are assuming detailed balance in our
system to hold, in order to find stationary measures, there can be no net in- or outflow from the reservoirs.
This brings us to a point of discussion, the notion of detailed balance.

Within the simple inclusion process, a crucial but simplifying assumption was the adherence of the model
to detailed balance. Detailed balance is an assumption, influencing the equilibrium properties of the model.
A direction for extending the model involves relaxing the constraint of detailed balance, allowing for a more
dynamic and non-equilibrium representation of the wealth distribution model. This adjustment could pro-
vide a deeper exploration of the system’s behaviour under conditions where traditional equilibrium assump-
tions no longer hold, potentially revealing new insights into the underlying dynamics of the modelled wealth
distribution.

An interesting tangent arising from the conversation in this thesis is one that is more philosophical or
sociological in nature. We saw that in the relatively simple model of our discussion, every agent has its own
wealth attraction parameter. By the way the model is defined, a higher « means a higher attraction of wealth.
For an individual or agent in the system, what does this parameter a entail in the real world? And how can an
individual increase its magnitude? In the view of wealth inequality, we saw conditions on the distribution of
a for which we obtained a wealth distribution that closely resembled the distribution of wealth in the world;
one in which there is inequality. A question that arises is, for what kind of distribution of a can we get a
wealth distribution that is less prone to inequality? And once obtained such a distribution for &, how can this
be realised in the real world?

25
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