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Abstract

This thesis describes the development, modeling, and optimization of Nb superconducting
microstrip tuning circuits for Superconductor-Insulator-Superconductor mixers. The ultimate
goal is to extend the quantum limited noise performance of Nb/AlOx/Nb SIS mixers to above
the Nb gap frequency (680 GHz). The mixers are intended to be used in the Atacama Large Mil-
limeter Array (ALMA) band 9 frequency range (600-720 GHz). The behavior of Nb microstrip
tuning circuits especially above the gap frequency is modeled using the complex conductivity
given by the Mattis-Bardeen theory of the anomalous skin effect [72]. A computer code utiliz-
ing two-port network theory is utilized to predict and optimize the RF coupling efficiency and
bandwidth of the tuning circuits and embedding impedances. The effect of material and geo-
metrical variations on the coupling has been evaluated. The installment of the devices in the
waveguide has been found to be a crucial factor explaining the observed scattering in measure-
ment results for nominally identical devices. Despite parameter variations, modeling of the RF
coupling efficiency proved to be successful within the limitations set by scattering of the mea-
sured results. Using this model, the tuning circuit geometry has been optimized for bandwidth
and maximum coupling efficiency. During the work several SIS devices whave been fabricated
and Fourier transform spectroscopy measurements have been made for RF coupling evaluation.
Finally, using simulations, it has been found that application of Nb/AlN/Nb junctions would in-
crease the bandwidth to an extent which should dramatically decrease the sensitivity to parameter
variations.
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Chapter 1
Introduction

Superconductor–Insulator–Superconductor (SIS) receivers are the most sensitive receivers for
millimeter and submillimeter astronomy. In this chapter, submillimeter astronomy is briefly
described to justify the need for sensitive heterodyne receivers. The developed receivers in this
work will be used in the Atacama Large Millimeter Array (ALMA) telescope which will be
introduced. The principle of heterodyne detection is then presented along with some important
properties of receivers. This is followed by a short overview of the current state of the terahertz
technology.

1.1 Motivation
The submillimeter electromagnetic band can be defined loosely as wavelengths from 1 mm (300
GHz) to 100 µm (3 THz), and is one of the most important regions of the electromagnetic spec-
trum for astronomy. Results from the NASA Cosmic Background Explorer (COBE) indicate that
98% of the photons emitted since the Big Bang fall into the submillimeter and far-IR range [4].
This means that a huge wealth of scientific information is contained in this region. Yet, it is one
of the least explored fields in astronomy.

The challenge in fully exploring the submillimeter band is of a technical nature. Due to the
relatively weak sources in the submillimeter band, large telescopes with high surface accuracy
must be constructed in order to have high sensitivity and good angular resolution. Moreover, the
atmosphere is not at all or little transparent in most of the submillimeter band. This means in
particular that the interstellar medium, the material between the stars from which stars form, is
difficult to observe from the ground. Figure.1.1 (upper) shows the transparency of atmosphere
for good weather conditions at an altitude of 4200m on Mauna Kea, Hawaii for the submillimeter
band. There are three useful regions: the radio/millimeter region from 0 to 300 GHz, which is
almost completely transparent, and the two wide submillimeter windows at∼ 650 GHz (450 µm)
and 850 GHz (350µm). The rest of the spectrum is blacked out by absorbtion mainly by water.
The atmosphere is completely opaque at shorter wavelengths until the mid-infrared windows at
- 30µm (10 THz) are reached. At airborne altitudes, say 12000 m, the transmission is much
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better, but also not perfect as can be seen in Fig. 1.1 (lower). The spectrum between 600 GHz
and 3 THz has many strong water absorbtion lines, which could possibly interfere with specific
spectral line studies and would contaminate continuum or wideband spectroscopy data [1].

Figure 1.1: (Upper) Atmospheric transmission at Mauna Kea at an altitude of 4200 m, with 1 mm
of precipitable water. (Lower) Atmospheric transmission from the Kuiper Airborne Observatory
at an altitude of 12000 m. 3000 GHz corresponds to a wavelength of 100 µm. [5, 6].

1.1.1 Submillimeter Wave Astronomy
The submillimeter band is a critical and rich band for astronomy. It contains spectral and spacial
information on the cosmic background, on very distant newly formed galaxies, and on the early
stages of star formation within gas clouds in our own galaxy. Stars are known to be formed
within the dense molecular and dust regions of the galaxy and later release much of their outer
heavily processed envelopes, back to the interstellar medium. Therefore the atomic and isotope
abundances of the interstellar medium provide information on the nature of the star-formation
process and the degree of the star-formation activity which a given region has gone through.
In addition, a critical factor in the star-formation process itself, is the gas cooling mechanism,
since a cloud cannot collapse all the way to form a star unless it can rid itself of the heat of its
compression under gravity. Such cooling is provided by a variety of molecular transitions in the
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submillimeter band 1. Measuring lines of different excitation states for a given molecule in the
cloud and comparing their intensities allows in fact a determination of the interstellar gas tem-
perature, while a lines intensity is a measure of the concentration of molecules along the line of
sight [2].

We can immediately see the importance of the submillimeter band to star-formation studies
by noting that the temperatures of the dense interstellar gas range from about 10 K to 200 K.
Corresponding frequencies (hν ∼ kT ) range from about 200 GHz to 4 THz. This same range
also corresponds to many interesting molecular rotation and atomic fine-structure transitions.

An overall view of the spectrum of a dense interstellar cloud in our own galaxy provides a
sense of the spectroscopic requirements for astronomers. Figure 1.2 shows a schematic repre-
sentation of the likely emission from a typical star forming cloud in the galaxy. The cloud dust

Figure 1.2: A schematic presentation of some of the spectral content in the submillimeter band
for an interstellar cloud (Radiated energy versus wavelength). The spectrum includes dust con-
tinuum, molecular rotation line and atomic fine-structure line emissions [1, 3].

and gas temperatures are assumed to be 30 K. A black body curve bounds the emission strength.
Besides the continuum emissions, interstellar dust clouds likely emit some 40000 individual
spectral lines, only a few thousand of which have been resolved and many of these have not been
identified [3]. Moreover, red-shifted spectral lines from the early universe appear strongly in the
submillimeter region where they are less obscured by intervening dust that often hides our view
of galactic centers.

1This is mostly due to the CO and H2O molecules. It also may be provided by atomic species such as neutral
and ionized carbon and oxygen [1].
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A second challenge for submillimeter astronomy is to develop sensitive detectors. Since the
submillimeter band lies between the microwave and infrared, technologies used in those two
fields can be borrowed and adapted.

Detection of dust emission and cosmic background radiation which are continuum type of
emissions, can be done by bolometers, which are borrowed from infrared astronomy. They have
high sensitivity, but low frequency resolution, which is suitable for that purpose. They employ
the fact that incoming radiation causes a small change in their ‘temperature’ which changes their
electrical resistance. However, for spectroscopic investigation of atomic and molecular lines,
very high resolution (∆f/f ∼ 10−6) is required. Therefore the heterodyne detection techniques
used in microwave technology should be pushed up into the submillimeter band. Heterodyne
receivers down convert the radiation to lower frequencies, which are technically easier to manage.
In this process the phases of the waves are preserved, which allows narrow spectral lines to be
resolved.
Two actual examples of such spectroscopical observations are shown in Fig. 1.3.

(a) A sample survey of the Orion Molecular Cloud
emission in the frequency range 325 to 360 GHz, using
an SIS receiver and the Caltech Submillimeter Obser-
vatory which resulted in detection of 900 lines [7].

(b) Galaxy M51 as observed (left) at optical wave-
lengths by The Hubble Space Telescope, and (right) at
230 GHz (wavelength 1 mm) by the SubMillimeter Ar-
ray. The observed emission in (right) is entirely due
to the 2-1 spectral line of the carbon monoxide (CO)
present in M51. The colors represent the intensity of
emission, and hence the density of the CO gas. Compar-
ison shows that the CO is densest along the dark spiral
arms seen in the left picture [9].

Figure 1.3: Molecular emission spectrum examples.

Up to the year 2001, more than 120 different chemical compounds were identified in interstel-
lar clouds, circumstellar matter, and comets, each one telling its own story about the chemistry
and physics where it was found. The complete list of all interstellar molecules identified to 2006
can be found at [8].

Submillimeter Telescopes

Submillimeter telescopes need to be built at high altitudes where the atmosphere is more trans-
parent. Telescopes like the James Clerk Maxwell Telescope (JCMT) at 15 m diameter and the
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Caltech Submillimeter Observatory (CSO) at 10.4 m diameter are operating at an altitude of 4200
m on Mauna Kea, Hawaii. Since the atmosphere is more transparent at higher altitudes, airborne
observatories like the NASA Kuiper Airborne Observatory (KAO) or the Stratospheric Observa-
tory for Infrared Astronomy (SOFIA) on board of an airplane have been designed. However, the
ideal observatories are space-borne. Several space-borne missions are now under construction or
in planning. Herschel originally named ‘FIRST’ for ‘Far Infrared and Submillimeter Telescope’
is a 3.5 m ESA space telescope scheduled to be launched in 2007.
The Atacama Large Millimeter Array (ALMA) is the world’s largest interferometric telescope
currently under construction, which has been the science drive behind this thesis work. In the
next section, ALMA will be reviewed briefly.

1.1.2 Atacama Large Millimeter Array (ALMA)
The purpose of this thesis work, is to aid in the design, modeling, and fabrication of a specific
type of receiver (SIS) for the Atacama Larga Millimeter Array (ALMA) interferometer, currently
under construction in the Atacama desert in Chili, located at an altitude of 5000 meter, which is
probably the world’s driest place. ALMA consists of 64 telescopes, each having a 12 meter wide
dish. The ALMA antennas will be movable. At its largest, the array will measure 14 km, and at
its smallest, only 150 m. Each telescope has 10 different detectors, each of which is designed to
cover a portion of the electromagnetic frequency range between 30 - 950 GHz. This thesis work
is for the so called ‘Band 9’ of ALMA, which is the frequency range between 602 - 720 GHz,
and is the highest band in the ALMA baseline project. The ALMA Band 9 receiver is a compact
unit containing the core of a heterodyne receiver front-end that can be easily inserted into and
removed from the ALMA cryostat. In particular, its core technologies include low-noise, broad-
band SIS mixers; an electronically tunable solid-state local oscillator; and low-noise cryogenic
IF amplifiers. The 10 frequency bands in the atmospheric windows and an artists view of ALMA
are shown in figure 1.4.

Three scientific requirements stand out in all the scientific planning for ALMA. These three
‘primary’ science requirements are:

1. The ability to detect spectral line emission from CO or C II in a normal galaxy like the
Milky Way at a redshift of z=3, in less than 24 hours of observation.

2. The ability to image the gas kinematics in protostars and protoplanetary disks around
young Sun-like stars at a distance of 150 pc. 2

3. The ability to provide precise images at an angular resolution of 0.1” [10].

These requirements have driven ALMA to its current technical specifications, which are given in
Table 1.1.

2One Parsec (pc) is approximately 3.26156378 light years.
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Figure 1.4: (Left) ALMA’s 10 frequency bands which correspond to the atmosphere’s trans-
parency in each band. The precipitable water vapor column density is 0.5 mm. Band 9 (602-720
GHz) is marked in green. (Right) An artists impression of ALMA in the Atacama desert in Chili
at an altitude of 5000m.

Table 1.1: ALMA Specifications [10]
Summary of Important ALMA Technical Specifications

Frequency 30 to 950 GHz
Bandwidth 8 GHz, fully tunable
Spectral resolution 31.5 kHz at 100 GHz
Spatial resolution <0.01”
Sensitivity The ALMA receivers shall be close to quantum limited, with SSB re-

ceiver temperatures of: αhν/k+ 4K with α = 10 over the central 80%
and α = 15 for the outer 20% of the band for bands 9.

Site Atacama desert to take advantage of the extremely dry conditions,
which derive from the transparent and stable atmosphere over the site

Antenna 50 antennas of 12m diameter

1.2 Heterodyne Detectors
At millimeter and submillimeter wavelengths it is very difficult to build amplifiers. Instead mix-
ers are used to convert the high frequency signal (RF) to a lower frequency, known as the in-
termediate frequency (IF), which can be amplified. Once the signal has been amplified, it can
be processed further without adding any noise. The combination of the mixer, IF-amplifiers and
subsequent signal processing equipment is called a heterodyne receiver. Incoherent detectors
can also be used at millimeter and submillimeter wavelengths. They measure the signal over a
large bandwidth. Spectral information about the signal can be obtained by filtering the radiation
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prior to detection, but since filters at such high frequencies are not sharp enough, the result does
not have high resolution. In contrast, heterodyne systems have typically very high frequency
resolution. For astronomers this means that narrow molecular emission lines can be resolved.

1.2.1 Heterodyne Principle
In order to downconvert a high frequency signal to an IF signal, the signal, together with a coher-
ent local oscillator (LO), is applied to a nonlinear ’diode’ like device. If the local oscillator power
is large compared to the signal power fs, there will be an output at all frequencies f = nfLO±fs

where n is an integer. The LO is typically a frequency very close to the signal frequency of
interest. The mixer is usually designed so that all of these frequencies are terminated reactively,
except the signal, LO, and intermediate frequencies, where the IF is fIF =| fs−fLO |. These sig-
nals are shown schematically in figure 1.5. Mixers can respond to radiation that is at a frequency

In
te

n
si

ty

Figure 1.5: A schematic view of heterodyne mixing. The receiver is driven by a strong local
oscillator signal. Any signals in the upper or lower sidebands (USB and LSB) are downconverted
into the intermediate frequency band.

fs = fLO + fIF ;this is called the upper sideband (USB). Similarly, mixers can also respond to
lower sideband (LSB) which is fs = fLO − fIF . All receivers down-convert both the upper and
lower sidebands (also called the signal and image sidebands) to the IF. If the response to both
sidebands is equal, the receiver is called a double sideband receiver (DSB). If the response to
one is suppressed significantly relative to the other, the receiver is called a single sideband (SSB)
receiver.

A complete heterodyne receiver system contains five key components (figure 1.6):

• An antenna to couple to incoming signal to the detector circuit

• A local oscillator source to provide the reference signal

• A component to combine the LO and in coming signal

• The non-linear mixing element
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• A system for amplifying and reading out the down-converted signal

Figure 1.6: A schematic diagram of a heterodyne receiver system.

1.2.2 Mixer Figures of Merit
In order to compare receivers, their response and sensitivity must be quantified. For this, we will
look into several key figures of merit for mixers:

Figure 1.7: Schematic diagram of a mixer. The different ports are distinguished in frequency; in
their physical realization they might all be carried out on the same pair of wires.

1. Mixer Gain: Figure 1.7 shows a schematic diagram of a basic mixer circuit. A mixer has
as its input a signal at some high frequency, fs. That signal is represented by an ideal
sinusoidal current source with complex amplitude Is, shunted by the signal source
admittance Ys = Gs + jBs. The signal power available to the mixer 3 from this source is:

Pavs = IsI
∗
s /8Gs (1.1)

3This is the maximum power that the source can deliver to the mixer. This happens when the source and mixer
input impedances are matched.
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The source causes a signal voltage Vs to be developed across the mixing element.
A local oscillator (LO) induces a voltage VLO across the mixing element at the LO
frequency, fLO. For linear mixing, it is assumed that |VLO| � |Vs|. In mixing, VLO is held
constant so that variations in the amplitude and phase of Vs, can be detected. The LO
provides the natural phase reference for the mixer, so it makes sense to define VLO to be a
pure real phasor. There is also a dc bias voltage, V0, applied to the mixing element.
A linear mixer produces an IF signal voltage VIF = ΓVs where Γ is the voltage gain of the
mixer. The mixer output VIF contains both the amplitude and phase of the input signal Vs.
The IF signal power is the signal power delivered to a load admittance GL attached across
the IF port of the mixer: PIF = 0.5GLVIFV

∗
IF . In a real mixer, GL is the input admittance

of a following IF amplifier.
Although defined above in terms of a voltage gain Γ, mixers are usually described in
terms of their power gain,

G = PIF/Ps, (1.2)

also called the conversion efficiency. In most mixers, G is less than 1. Because of this, the
mixers conversion efficiency has traditionally been referred to as its conversion loss,
which is just G−1.

2. Mixer Noise: Real mixers are not perfect; they add white noise to the signal they are
detecting. Including a noise source in the mixer, its output voltage is ΓVS + VN . Being
noise, VN , has a fluctuating phase and amplitude, and is best characterized by its root
mean square value V 2

N . The noise voltage induces an extra power in GL : PN = V 2
NGL.

Since it is white noise, PN rises linearly as the bandwidth B of the IF is increased.
The noise described above originates in the mixer or in the mixing process, and so it can
only be detected at the output of the mixer. However, it is common and useful to refer that
noise to the input of the mixer so that its effect on the sensitivity of the mixer is
emphasized. The mixer described above behaves identically to a noiseless mixer which
has VS + VNΓ−1 at its input. This fictitious noise source at the input has an available noise
power

PM = PN/G. (1.3)

PM is called the minimum detectable power of the mixer [26]. However, the usual
parameter to describe the noise in a mixer is

TM = PM/kBB, (1.4)

where kB is Boltzmanns constant. TM is called the mixer noise temperature referred to
the input or just the mixer temperature 4.

4There exists an important point of concern that usually causes confusion. Here I would like to make that clear:
Mixer noise temperatures are sometimes referred to as SSB or DSB mixer noise. Mixers can generally detect both
the upper and the lower side-band signals. If the conversion gain for both bands is equal, the mixer is called a DSB
mixer. In this case, we can define a double side band gain GDSB = 2GSSB . Since the noise at the output of the
mixer , PN , is not changed by how the signal is defined, the DSB mixer has a lower noise referred to it’s input:
TM,DSB = TM,SSB/2. Both these figures can be used to describe the DSB mixer. But for a SSB mixer, a DSB
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3. Receiver Noise: A complete SIS heterodyne receiver consists of an SIS mixer followed
by a high-gain, low-noise IF amplifier. Like the mixer itself, the IF amplifier has a
characteristic gain GIF and noise temperature referred to its input TIF . The total receiver
has a gain GREC = G×GIF . The total receiver has a noise temperature referred to its
input

TREC = TM + TIF/G. (1.5)

In practice, the antenna, the local oscillator, the atmosphere, and the cosmic background
radiation also add noise which should be added to the receiver noise. Receivers are
usually used to detect signal powers which are much less than PREC = kBTRECB. This is
done by integrating the output power of the receiver for a time τ . If the signal has an
equivalent temperature of Tin, the signal to noise ratio of the receiver is given by Dicke’s
radiometer equation [27]

S

N
=

Tin

TREC

√
τB (1.6)

where B is the instantaneous receiver bandwidth (IF bandwidth). Therefore, the receiver
is capable of detecting

δTREC = TREC/
√
τB (1.7)

with a signal to noise ratio of unity. This is called the radiometric or spectral resolution of
the receiver. Note that τ can not be increased infinitely, because it is limited by the
stability of the integrators and other elements. It is very important to notice that by
halving the receiver noise temperature, a particular measurement can be made with the
same accuracy in either a quarter of the time, or with four times the spectral resolution 5.

1.3 Terahertz Sensor Technology
Terahertz sensor technology has evolved much faster than any other submillimeter technology.
The critical difference between detection at at THz frequencies and shorter wavelengths lies in
the low photon energies (1-10 meV). This means that the ambient background thermal noise
almost always dominates the naturally emitted narrow-band signals, requiring either cryogenic
cooling of the detector elements or long-integration times in order to gather enough coherent
information from the source. On one hand diffraction effects in THz frequencies are too high
to be able to use optical technology for terahertz sensors, and on the other hand the traditional
microwave technology and components is not available for this frequency range. Therefore,
terahertz sensors suffer from a lack of available electronic components like lumped resistors,
capacitors, and inductors, as well as amplifiers and low-loss transmission media 6. Currently
there are two main types of terahertz heterodyne sensors which will be described briefly below:

noise temperature can not be defined and is meaningless. When nothing is said about the type of mixer, generally it
is a DSB mixer

5For example the JCMT telescope was capable of taking a map around the Orion nebula with it’s new camera in
just 40 minutes, while with the older recievers installed this would have taken nearly a month [47].

6For example, low noise amplifiers currently are not available for frequencies higher than 150 GHz. For this
purpose cryogenic InP High-Electron-Mobility-Transistor amplifiers are used [15].
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1.3.1 Semiconductor Heterodyne Sensors
For some applications like earth and planetary sciences, the sensitivity offered by semiconductor
sensors is generally adequate for reasonable that purpose. For passive systems, heterodyning is
used to increase signal-to-noise ratio by reducing bandwidth. Mixing is done with a semicon-
ductor non-linear element (crystal rectification) and then post IF amplification.
For applications where the sensitivity of room-temperature detectors is adequate, the basic single
Schottky diode mixer is the preferred downconverter in the terahertz frequency range. But Schot-
tky mixers have several disadvantages. They require high local oscillator powers (∼0.5 mW of
RF power at THz), which is basically a lack of powerful terahertz sources, and is currently a hot
research topic [45, 46]. Moreover, their inherent noise is fairly large, and their conversion gain
is small. Both of these will degrade the SNR of the IF signal. 7

1.3.2 Superconductor Heterodyne Sensors
High-sensitivity detectors must rely on cryogenic cooling for operation in the terahertz range.
Several superconducting heterodyne detectors have been developed including those based on the
Josephson effect [21], superconductor-semiconductor barriers (super-Schottky [22]), and bolo-
metric devices [23]. However the superconducting equivalent of the Schottky diode downcon-
verter is the superconductor - insulator - superconductor (SIS) tunnel junction mixer which is the
detector type used in this thesis. The current flow mechanism is based on the photon-assisted
tunneling process discovered by Dayem and Martin [24] in the early 1960s and analyzed by
Tucker [26] in the late 1970s (A detailed analysis will come in the next section). SIS mixers are
widely used at frequencies from 100 to 1200 GHz [30] at observatories around the world. Like
the Schottky diode downconverter, the SIS mixer relies on an extremely nonlinear I-V character-
istic created by the sharp onset of tunneling between the single-electron quasi-particles on either
side of a thin superconducting gap. The tunneling process is nonclassical and the sensitivity limit
(equivalent mixer noise temperature) is governed by the Heisenberg uncertainty principle [26].
Sensitivities for the SIS mixers fall close to the quantum limit (TM,quantum−limit = hν/2KB ≈
0.05K/GHz) for frequencies up to several hundred gigahertz and are within a factor of ten of this
limit up to 1 THz. A selection of noise temperature results for SIS receivers achieved between
200GHz and 1.3 THz for on various recently or nearly completed telescopes is shown in figure
1.8.

An additional advantage of the SIS mixers is the very modest LO power requirement com-
pared to Schottky diodes. They require on the order of microwatts, rather than milliwatts, for a
single device.
SIS devices reach a natural frequency limit fcutoff at twice the superconducting energy gap (4∆)

7Receivers based on room-temperature Schottky diode mixers typically have radiometric resolution (δT ) near
0.05 K at 500 GHz and 0.5 K at 2500 GHz for a 1-second integration time and a 1-GHz predetection bandwidth,
and input referred noise powers as low as 5000 K at 2500 GHz [16]. This is sufficient for detecting many naturally
occurring thermal emission lines. For detailed design and performance reviews of schottky mixers, refer to [17, 18,
19, 20].
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Figure 1.8: Noise temperatures reported for a selection of SIS receivers for use on various telescopes
worldwide. The included telescopes are: the Submillimeter Array (SMA, Mauna Kea, Hawaii), the Cal-
tech Submillimeter Observatory (CSO, Mauna Kea, Hawaii), ESA’s Herschel Space Telescope (HIFI in-
strument), and the James Clerk Maxwell Telescope (JCMT, Mauna Kea, Hawaii). The mixer type and the
materials used for the device wiring and junction are shown in parantheses. (reprinted from [48]).
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for temperatures well below the critical temperature [26]. This upper operating frequency is de-
pendent upon the tunnel junction material composition which determines Tc

8.

The most common material for SIS tunnel junctions is a trilayer of niobium-aluminum oxide-
niobium (Nb/AlOx/Nb)with Tc = 9.3K. The material technology for creating this trilayer, has
been well developed during the years partly because of the interest of several different com-
munities. Material choices for SIS mixers will be discussed in section 2.4. Nb/AlOx/Nb and
Nb/AlN/Nb devices are the choice in this thesis work.

8The superconducting energy gap, 2∆, is approximately equal to 3.52kBTc for many superconductors.
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Chapter 2
SIS Mixers

An SIS tunnel junction consists of two superconducting electrodes separated by a very thin insu-
lating layer typically 1 nm thick. Electrons in one electrode can tunnel through the insulator into
the other electrode. SIS mixers require very low LO power and are the lowest noise mixers up to
1.2 THz.
This section discusses the basic physics behind SIS tunnel junction mixers. We will begin with an
introduction to superconductivity. The unusual density of states for the superconductors, causes
SIS tunnel junction to have extremely non-linear current–voltage (I-V) characteristics. This ex-
treme non-linearity leads to several phenomena, which can only be described by using a quantum
mechanical theory. This theory and these phenomena are described in detail.

2.1 Physics of SIS Tunnel Junctions
We will first give a short simple summary of the physics of superconductivity and its origin.
Superconductivity is caused by a small attractive force between conduction electrons in a metal.
In a conventional superconductor, this attractive force is controlled by the electron–phonon in-
teraction. Below the superconducting transition temperature (Tc), the electrons near the fermi
energy form bound pairs, called Cooper pairs because of this interaction [31]. The distance over
which these pairs are correlated in is called ξ and is know as the coherence length. Because ξ
is much larger than the average distance between electrons in a solid, one Cooper pair overlaps
many others. This overlap causes a correlated state over the whole solid. Moreover, the Cooper
pairs have a net spin of zero, so they act like bosons and not like fermions. Therefore, all the
pairs will condensate into one single ground state. These pairs can carry current without any
dissipation of energy. A microscopic theory to explain this phenomena was given by Bardeen,
Cooper, and Schriffer in 1957 [32]. To create an excitation from the ground state, a Cooper pair
is broken into electrons. The lowest energy state for the excited electrons is an energy ∆ above
the Fermi energy; therefore the lowest excitation energy for the system is 2∆, because there are
two electrons in a Cooper pair. This excitation energy is called the superconducting energy gap.
The density of the excited states as function of energy is shown in figure 2.1. There is an infinite
density of states at the edges of the energy gap. The density of states shown in this figure is fre-
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quently called the semiconductor picture of a superconductor. The Cooper pairs are not shown
in this diagram; they are all at the Fermi energy. In the ground state of the superconductor, all
the electronic states below the energy gap are filled and all the electronic states above the energy
gap are empty. The semiconductor picture of a superconductor is a very simple way of describ-
ing superconductivity and is only useful for this purpose. In a superconductor, the excitations
are called quasi-particles. Quasi-particles act in most ways like electrons, but they have a finite
lifetime and they will decay back into the pair states. An introduction to superconductivity is
given by Tinkham [33].

Figure 2.1: SIS Tunneling. Figure (a) shows the semiconductor picture of the BCS density of
states at 0 Kelvin which has a square-root singularity at the gap edges. Figure (b) shows the
semiconductor picture of an SIS junction biased below the gap voltage.

The Semiconductor picture can be used to understand SIS tunnel junctions. Figure 2.1 shows
the semiconductor picture of an SIS tunnel junction biased at a voltage V0. At this voltage, there
are no empty states for the quasi-particles in superconductor 1 to tunnel into. When the bias
voltage is raised to the gap voltage (V0 = (2∆/e), the filled states at the gap edge in supercon-
ductor 1 can tunnel into empty states at the gap edge in superconductor 2. The onset of tunneling
current at this volatge is abrupt, because there are singularities in the density of states at both gap
edges. At voltages above the gap voltage, the current rises approximately with a characteristic
resistance Rn, referred to as the normal-state resistance of the device. Using the BCS expression
for the density of states and the tunneling probabilities, the I-V characteristics for a SIS tunnel
junction can be calculated [33]. The tunneling probability (T) is equal to an overlap integral for
the states on both sides of the barrier. All possible tunneling channels are summed over to obtain
the total tunneling current for a given bias voltage. The I-V characteristics of a junction at 0
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Kelvin is shown in figure 2.2.

Figure 2.2: Ideal SIS junction I-V characteristics at 0 K.

SIS tunnel junctions have nearly perfect I-V characteristics for heterodyne mixing. The opti-
mal I-V characteristic for a classical mixer is a switch, which conducts no current below a certain
bias voltage, and above this bias voltage the current turns on abruptly. This happens in an ideal
SIS I-V characteristic at the gap voltage. In real SIS junctions, the turn on of the current is not
perfectly sharp, but typically occurs over a fraction of a millivolt. The nonlinearity in SIS tunnel
junctions is much sharper than the non-linearity in semiconductor diodes, which makes them the
perfect candidate for heterodyne mixing.

2.2 Photon Assisted Tunneling
When a tunnel diode has an extremely nonlinear I-V characteristic, classical mixer theory breaks
down, and a quantum mechanical treatment is necessary. The frequency where classical theory
fails depends on the voltage range over which the current is a non-linear function. In SIS junc-
tions, quantum mechanical effects have been experimentally observed at frequencies as low as 30
GHz ([34]). To explain these effects, a quantum mechanical theory for mixers was developed by
Tucker [26]. Before considering the complete quantum mixer theory, we will first have to explain
the principle of the photon-assisted tunneling effect. This effect was discovered experimentally
by Dayem and Martin [24] and explained by Tien and Gordon [25].

Suppose that one side of the junction is grounded, and consider the Schrödinger wave func-
tion representing a single-electron quasi-particle eigenstate on the opposite side of the tunnel
barrier. When a a high frequency ac signal is applied to the SIS junction which is biased at a
voltage V0 (Fig. 2.3), the time dependent voltage across the junction will be:

V (t) = V0 + Vω cosωt (2.1)
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Figure 2.3: SIS tunnel junction with time-varying voltage biasing.

This applied voltage will modulate the potential energy of each quasi-particle level. The time de-
pendence of the wave function for every one-electron state will therefore be modified according
to:

ψi(x, t) = ψi(x) exp
{
− i

h̄

∫ t

dt′[Ei + eV (t′)]
}

= ψi(x)e
−i
h̄

(Ei+eV0)t ×
∞∑

n=−∞
Jn

(eVω

h̄ω

)
e−inωt (2.2)

where Ei is the unperturbed energy of the Bloch state, and Jn is the Bessel function of the first
kind. The modulation of the Fermi sea on this side of the junction can thus be viewed in terms
of a probability amplitude Jn(eVω/h̄ω) for each quasi-particle level to be displaced in energy by
nh̄ω. The interpretation of Eq. (2.2) is illustrated schematically in Fig. 2.4.

Figure 2.4: Virtual energy levels generated according to Eq. (2.2) by modulation of the energy
Ei(t) for each electron state within the ungrounded electrode of a SIS junction in the presence of
a microwave field.

We see that each energy level becomes many levels Ei + eV0 + nh̄ω with probability amplitude
Jn(eVω/h̄ω). A quasi-particle on the left side which, without the RF excitation, would be at too
low an energy to tunnel (V0 < 2∆/e) has its energy raised and can contribute to junction current.
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Figure 2.5: Semiconductor picture of photon-assisted tunneling at T = 0K.

This is suggested in the tunneling diagram in Fig. 2.5. Since all electron states are modulated
together, these displacements in energy are equivalent to dc voltages (V0+nh̄ω/e) applied across
the junction with a probability J2

n(eVω/h̄ω) that depends upon the ac signal amplitude. The re-
sulting dc (total) I-V characteristic is produced by adding a set of unperturbed I-V characteristics,
but shifted in voltage by nh̄ω and magnitude set by the corresponding Bessel function. Thus the
sharp step at the gap voltage Vg in the unperturbed I-V is imaged with different amplitudes. The
total tunneling current will, therefore, be given by:

I0(V0, Vω) =
∞∑

n=−∞
J2

n(
eVω

h̄ω
)Idc(V0 + nh̄ω/e) (2.3)

where Idc(V0) represents the unmodulated dc I-V characteristic.
This result can be interpreted as such: the effect of the applied microwave field is to superimpose
contributions from the unmodulated I-V characteristic, displaced in voltage by integral multiples
of the quantum energy h̄ω/e. The resulting I-V curve, is called a pumped I-V curve and is shown
in Fig. 2.6.

A more intuitive picture can be given for this process as follows: For a particular bias voltage
V0, a photon energy of at least h̄ω = 2∆− eV0 is required to give a quasi-particle just below the
gap enough energy to tunnel across the barrier. Therefore if the bias voltage is varied with the
junction illuminated by a signal at a particular frequency ω, then a photon assisted tunnel current
will be observed for voltages less than h̄ω/e below the gap voltage. At bias voltages less than
h̄ω/e above the gap voltage, a decrement in tunneling current is seen, due to photon-assisted
tunneling in the reverse direction. If the signal is sufficiently powerful, then two photons can be
absorbed by a single quasi-particle, and tunneling currents can be seen at bias voltages less than
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Figure 2.6: Step structure induced by photon assisted tunneling in the I-V characteristic of an
SIS junction by an applied RF voltage. Rises of the steps are spaced by h̄ω/e, centered about Vg.

2∆−2h̄ω/e. But since the probability of two photon absorption processes is less, the current due
to it will be smaller. This argument can be extended to processes involving increasing number of
photons at decreasing levels of probability.

2.2.1 Direct Detection
We will first apply Tucker’s theory to the simple problem of direct detection of a coherent signal
before considering the complete mixer theory.
The figure of merit for a direct detector is the current responsivity (Ri), which is defined as the
change of dc current divided by the RF power absorbed (PRF ):

Ri =
∆Idc

PRF

(2.4)

In detection, the signals are very weak and one would not see the step structure in the I-V char-
acteristic. Still the quantum mechanical analysis applies and photon-assisted tunneling will take
place. The value of the I-V at voltages above and below the bias point by nh̄ω/e are important.
In particular for very weak signals n = ±1 terms are kept and by expanding the Bessel functions
in Eq. (2.3) we get:

∆Idc(V0) =
1

4
V 2

ω

[
Idc(V0 + h̄ω/e)− 2Idc(V0) + Idc(V0 − h̄ω/e)

(h̄ω/e)2

]
(2.5)
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The dissipative, in-phase component of the junction current induced at the applied AC frequency
(Iω) can be derived 1 and is given by:

Iω(V0, Vω) =
∞∑

n=−∞
Jn(eVω/h̄ω)

[
Jn+1(eVω/h̄ω) + Jn−1(eVω/h̄ω)

]
Idc(V0 + nh̄ω/e) (2.6)

In the limit of small AC amplitude, Iω(V0, Vω) can be reduced to

Iω = Vω
Idc(V0 + h̄ω/e) + Idc(V0 − h̄ω/e)

2(h̄ω/e)
(2.7)

The RF power absorbed by the junction is PRF = 1/2VωIω. Therefore the responsivity is given
by:

Ri =
e

h̄ω

[
Idc(V0 + h̄ω/e)− 2Idc(V0) + Idc(V0 − h̄ω/e)

Idc(V0 + h̄ω/e)− Idc(V0 − h̄ω/e)

]

→ 1

2

d2Idc/dV
2
0

dIdc/dV0

, classical limit

→ e

h̄ω
ηQ, quantum limit. (2.8)

Here ηQ is the quantum efficiency of the junction in analogy to a photodiode detector [28, 29].
In the case of an ideal SIS junction, ηQ = 1, Ri = e/h̄ω.
The location of the points involved in Eq. (2.8) are shown on the I-V characteristic in Fig. 2.7.
It easy to show that if the curvature is not very sharp, that is, I-V changes slowly on the scale
h̄ω/e, Eq. (2.8) reduces to the classical expression. This classical result would imply that a
direct detector could be made arbitrarily sensitive by increasing the curvature d2Idc/dV

2
0 of the

dc non-linearity. Photon-assisted tunneling theory, however, demonstrates differently: if we go
towards a very sharp step in the I-V characteristic, the bracket in Eq. (2.8) reduces to unity, and
the responsivity becomes the fundamental quantum limited value of one electron per photon.

To explain the quantum mechanical limit, one can go back to Fig. 2.5. No current can flow
at this bias voltage; however, if photons are incident on the tunnel junction, a quasi-particle can
tunnel for each photon that is absorbed. This process will occur if the junction is biased at a
voltage h̄ω/e below the gap voltage or at any higher bias voltage. If two photons are absorbed,
tunneling can occur at bias voltages of 2h̄ω/e below the gap voltage. This leads to a series of
steps in the I-V curve at voltages (∆1 + ∆2)/e − nh̄ω/e, corresponding to the absorption of n
photons. For bias voltages slightly less than the gap voltage, one electron can tunnel per each
absorbed photon, which is the quantum regime discussed above.

The sensitivity of a non-linear tunnel junction as a direct detector is limited by noise due
to the bias current. For dc voltages eV0 > 2KBT larger than thermal energies, the mean square

1The derivation of this equation is out of the scope of this work and the reader can refer to the full quantum mixer
theory Sec. IV.C in reference [26] for the derivation.
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Figure 2.7: Currents and voltages in current responsivity for SIS direct detection. The bias point
is located in the center of the “first photon step” of the pumped curve.

noise current is given by the usual shot-noise expression, 〈I2
n〉 = 2eIdc(V0)B, where B represents

the output bandwidth. Using Eq. (2.8), the noise equivalent power (NEP) at the input, can be
estimated as:

NEP =

√
〈I2

n〉
ηRi

=

√
2h̄ωB

η

[
Idc(V0)

eB

]1/2

, quantum limit. (2.9)

Here η is a factor characterizing the efficiency for impedance-matching incoming signal power
into the diode. This quantum limit has a simple physical interpretation. The quantity N =
Idc(V0)/eB is the average number of electrons tunneling through the barrier due to the dc bias
voltage during a resolution time ∼ 1/B determined by the output bandwidth. Since these in-
dividual events are statistically uncorrelated, the mean fluctuation in the number of electrons
tunneling during this interval is

√
N . The quantum limited value for NEP therefore represents

the absorption of ∼
√
N photons per resolution time, in order to generate a signal current equal

in magnitude to the average noise 2.

2Eq. (2.9) is in fact identical to the corresponding result for a photomultiplier, a photodiode or a photoconductor
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It can be shown that in the most ideal case, the noise equivalent power in Eq. (2.9) reduces
to the limit set by the Heisenberg uncertainty principle: NEP ≈ h̄ωB. This is because a simul-
taneous measurement of amplitude and phase of an electromagnetic signal during an effective
measurement time B−1 is limited to the detection of a single quantum within this interval with a
power h̄ωB. The minimum uncertainty of a ny coherent measurement must be of this order. In
fact the minimum mixer noise temperature is equal to Tquantum−limit = h̄ω/2KB [26].

2.2.2 Quantum Mixing
Tucker also extends his quantum mechanical theory to the more complicated problem of hetero-
dyne detection. This theory is beyond the scope of this text, so I will simply give the results and
provide some intuitive understanding.
The local oscillator signal causes the photon-assisted tunneling illustrated in Fig. 2.5, and has
the effect on the I-V characteristics seen in Fig. 2.6.

To operate an SIS junction as a mixer, a strong LO signal is applied and the junction biased
within the first photon step. A second smaller RF signal at a frequency close to that of the LO
signal will beat with the LO signal, modulating the photon assisted tunneling current at a fre-
quency equal to the difference between the two applied signals. This leads to the photon assisted
tunneling current having a frequency component at this difference frequency (IF). Since the volt-
age across the SIS junction responds in a very non-linear way to the tunneling current, this IF
frequency component can have a significant amplitude giving the mixer a the possibility of large
conversion gain. We will consider two limiting situations.

If the LO and RF voltages have equivalent photon voltages h̄ω/e smaller than the scale of the
nonlinearity of the junction I-V characteristic, the mixing response is classical and can be dealt
with using Taylor expansion of the nonlinearity and Fourier analysis. The maximum conversion
efficiency for a classical double-sideband (DSB) mixer is 0.5 and is 1 for a single-sideband mixer
[35].
However, in SIS mixers operated in the millimeter and submillimeter bands, the photon volt-
ages may be much larger than the nonlinearity at the gap voltage, and the junction will behave
differently and will respond to individual photons. That is, if the step at Vg is sharp enough to
satisfy

e

h̄ω

[
I(V0 + h̄ω/e)− I(V0)

]
> 1/2

[
dI(V0 + h̄ω/e)

dV
+
dI(V0)

dV

]
(2.10)

which involves currents and derivatives dI/dV at voltages V0 and V0 + h̄ωLO/e in the unmodu-
lated I-V, then the quantum effects arise. In this case, Taylor expansion and Fourier analysis of
∆I as a function of ∆V is not possible, since variations in ∆V can only be multiples of h̄ω/e
and cannot approach zero. The result is that G, the mixer conversion gain, can be greater than
unity, allowing the converted IF power to be grater than the RF signal power 3.

3The prohibition of conversion gains larger than unity for a classical mixer, arises solely from the assumption
of instantaneous response of current to voltage. At high enough frequency, in the quantum regime, the mixing

24



As we saw in equation (1.5), the noise temperature of a receiver is reduced by having a larger
mixer conversion efficiency G defined in Eq. (1.2). This helps in reducing the IF amplifier noise,
and hence the receiver noise.

The output impedance of the mixer is the dynamic resistance RD (inverse of the slope of the
pumped I-V characteristic) at the operating voltage V0. In figure 2.6 we see that the slope on the
steps is almost zero, and the mixer acts as a nearly perfect current source. Therefore the power
available to the load RL (input impedance of the IF amplifier) is proportional to RD, and for the
matched case will be PIF = I2

IFRD/4. With a strong local oscillator and a nearly ideal I-V, the
slopes of the tops of the steps can be nearly zero. This means very high gains are possible. But
due to matching problems of RD to the IF amplifier, gains larger than two are difficult to get
[36]. Fortunately, a very large conversion gain is not required in order to approach the quantum
limited sensitivity in the millimeter wave region. The “temperature” of a single energy quantum
T = h̄ω/kB corresponds to a few degrees Kelvin at these frequencies, and a conversion gain of
G = 2− 4 is sufficient to reduce the contribution of a TIF ≈ 10K amplifier below this level.

Other important factors are the required local oscillator power and the dynamic range. The
typical power level for a single junction mixer is a bout 2 pW. This is very important since
narrow-band local oscillator sources in the submillimeter range produce very little power. The
upper end of the dynamic range of the mixer is set by the saturation level and the lower end is
determined by noise. It can be shown that the noise temperature limit for quantum mixers is the
quantum limit TM,limit = h̄ω/kB set by the Heisenberg uncertainty principle 4 [26]. A collection
of noise temperatures for different SIS mixers was shown in figure 1.8. It is also very interesting
to note that high mixer conversion gain and low noise are not incompatible and tend to go hand-
in-hand 5. As a summary, the low inherent mixer noise and the conversion gain, lead to very low
receiver noise levels for these devices, which makes them the most sensitive receivers up to 1.2
THz [30].

However, there are limitations on the performance of SIS mixers, particularly at higher fre-
quencies. These limitations are cased by non-ideal I-V properties and by the basic physics of
superconductors. The properties and limits of real SIS junctions are discussed in the next sec-
tion.

2.3 Properties of Real SIS Tunnel Junctions
The previous section described the performance of mixers using ideal SIS tunnel junctions. How-
ever, real SIS junctions have properties that limit their performance. This section analyzes these
limitations and their physical origins. Figure 2.8 shows a stylized version of a real SIS I-V

element’s response is not perfectly instantaneous which leads to the possibility of having gains larger than unity.
4It can be shown that the noise added by the mixing process itself can be ultimately zero. This limits us to the

noise present in the signal itself which is the zero-point fluctuations in the electromagnetic field equal to h̄ω/2.
5A very good intuitive reasoning of this is given on page 1076 in [26].
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characteristic, as compared to the ideal I-V characteristic shown in figure 2.2.

Figure 2.8: Stylized SIS I-V characteristic. This figure shows a stylized vesrion of a real I-V
plot for an SIS junction. There is a finite subgap resistance (Rsg), a broadening of the onset of
the tunneling at the gap voltage (δVg), and the drop-back voltage (Vdb), below which there is no
stable nonzero bias voltage. Additionally, there may be an increase in the subgap leakage at half
the gap voltage (which is not shown in the figure).

2.3.1 Smearing of I-V Characteristics
SIS-based mixers exhibit quantum behavior only when the I-V is extremely non-linear. Real
tunnel junctions have sub-gap leakage currents and a smeared turn-on of the tunneling current
at the gap voltage. Both of these non-ideal properties reduce the non-linearity in an SIS I-V
characteristic. Devices that suffer from such non-idealities, show quantum mechanical behavior
effects only at higher frequencies, because the photon energy has to be larger than the scale of
the non-linearity in the I-V for that to happen.
The most severe problem in I-V smearing is the gap smearing (δVg). A very simple explana-
tion exists for this, which here I will give. Superconductivity is not a local phenomenon. In a
superconductor the Cooper pairs extend over a finite region which is called the superconducting
coherence length (ξ). Because of the finite size of the Cooper pair, the local energy gap of a
superconductor is a weighted spatial average of the material properties in a volume ξ3. Real
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superconductors are not spatially uniform, but have imperfections such as grain boundaries, im-
purities, and crystal defects. If the size of these imperfections is small compared to the coherence
length, the measured gap will be the spatial average of the local gap values. In this case, the gap
voltage in the I-V will be reduced, but the onset of tunneling at the gap voltage will be sharp.
If the scale of the imperfections is large compared to the coherence length, the measured gap
will be reduced and will vary spatially. This leads to a smeared onset of tunneling at the gap
voltage. To reduce gap smearing in short coherence length materials 6, it is necessary to deposit
superconducting materials that are near perfect crystals.

The second form of I-V characteristic smearing, is sub-gap leakage currents. The I-V char-
acteristic in figure 2.2 shows no sub-gap leakage currents, because the physical temperature is
zero. At finite temperatures, electrons can be excited thermally, leading to sub-gap leakage cur-
rents. This leakage is very low for temperatures below Tc/2. However, in real junctions, there
are finite sub-gap leakage currents, even at very low temperatures. There are several possible
sources of this “excess” leakage current. There can be holes in the barrier that lead to parallel
bridge-type weak links. There can be normal metal regions in the superconductor that lead to
parallel, superconductor–insulator–normal metal (SIN) tunneling.

If there are pinholes in the barrier, there will be conduction through constricted superconductor-
bridges. For a pinhole that is smaller than the coherence length, a bridge-type weak link is formed
in parallel with the junction. The weak link can be modeled by the so called ‘Resistively Shunted
Junction’ (R.S.J.) Model. Typical I-V characteristics for weak links are non-hysteretic and have
only one value for the voltage for currents above the critical current 7 [38]. Now the I-V charac-
teristic of this pin-hole will be in parallel to the SIS junction and will cause a non-hysteretic part
to be added to the critical current, and will also increase the sub-gap leakage.

Sometimes leaky junctions have an increase in the sub-gap conduction at half the gap volt-
age. One mechanism which can lead to an increase of conduction at half the gap voltage is
the existence of normal metal regions in one of the tunnel junction electrodes. This will cause
superconductor–insulator–metal (SIN) conduction to happen [33]. SIN I-V characteristics, have
a conductance maximum at half the gap voltage, and can explain the increase in sub-gap current
at half the gap voltage.

6The intrinsic coherence length for Nb which is the material being used in this work, is ξ0 = 40nm at 0 Kelvin.
However, the presence of impurities reduces the coherence length because of scattering. A suggested empirical
relation for the reduced coherence length is

1
ξp
≈ 1

ξ0
+

1
`e

(2.11)

where `e is the electron mean free path, and ξp is the Pippard coherence length [37]. `e for Nb deposited in this
work is around ∼ 5nm.

7For a sample weak-link I-V curve refer to page 122 in [38].
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2.3.2 High Frequency Limits on SIS Mixers
The high frequency roll-off of the detection efficiency for an SIS tunnel junction is limited by
two of its properties. The junction capacitance acts as a short circuit at high frequencies, and the
superconducting energy gap limits the performance through two mechanisms at high frequen-
cies. Both of these effects will be discussed here.

The two electrodes and the barrier of a tunnel junction form a parallel plate capacitor, which
forms a low-pass filter with the junction resistance. The capacitance causes the signal current
to be shunted away from the non-linear tunneling element 8. When calculating the “RC” time
constant of an SIS junction, the correct resistance to use is the resistance seen at the radiation
frequency, which depends of course on the bias conditions. It can be shown that the junction
RF resistance is of the same order as the normal-state-tunneling resistance of the junction or Rn

[26]. In this thesis, Rn is used everywhere to model the junction at RF frequencies.

The junction capacitance can be calculated trough the normal parallel plate capacitor formula,
and fringing field effects can be safely neglected, since the barrier thickness (1nm) is much less
than the plate areas (1µm2 for AlOx barriers and 0.25µm2 for AlN barriers). Therefore,

C = ε0εrA/t = CsA (2.12)

where ε0 = 8.8542 × 10−12F/m and εr is the relative dielectric constant of AlOx or AlN, t is
the barrier thickness, and Cs is the specific capacitance. Unfortunately, the barrier thickness and
the dielectric constant are not very well known. In practice, these are only estimated and the
capacitance used in modeling is obtained experimentally. For AlOx barriers used in this thesis,
it is taken from experimental measurements that Cs = 80fF/µm2 9.

The SIS junction normal-state resistance can be easily measured. For a A = 1µm2 and
t = 1nm AlOx junction, Rn values are around 25Ω 10. If we assume the barrier to be a simple
square shaped barrier, the junction normal-state resistance would be

Rn =
h2t

e2A
√

2mφ
e(4πt

√
2mφ/h) (2.13)

where φ is the barrier height, m is the mass of the electron, h is Planck’s constant , and e is
the charge of an electron. Now several things can be concluded from the RnC product: It does
not depend on the junction area, and the RC time constant varies with the barrier thickness as
exp(t/t0), because the linear thickness terms cancel out. Therefore, high speed (wide-band)

8It should be noted that the existence of this capacitor is useful for shunting out most of the ac Josephson current
and high order harmonics that are harmful for quasi-particle mixing.

9Measurements of the capacitance of SIS junctions is not an easy task. One technique that can do this, is called
the ‘Fiske Steps’ technique where the resonant modes appearing in the I-V characteristic are manipulated by a
magnetic field. These resonant voltages can be related to Cs [41].

10However, Rn is critically dependant on the exact thickness of the barrier, and therefore can easily increase up
to 40Ω.
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junctions should have thin barriers and small RnA products. Since the impedance of the embed-
ding circuitry which surrounds the SIS junction is designed to be around 50Ω, the resistance of
the junction should be of the same order, so that matching exists at RF frequencies. In this thesis
work, the AlOx junctions are designed and fabricated to have RnA products of about 25Ωµm2,
so that for an area of 1µm2 their Rn would be 25Ω. In the case of AlN junctions, they are fabri-
cated to have anRnA product of about 6.25Ωµm2, so that for an area of 0.25µm2 theirRn would
be again 25Ω. We see that for having resistances of the order of 50Ω, the needed areas are very
small. This means that during fabrication, photolithography will be not very accurate. Therefore,
in our work, electron-beam lithography has been used which is much more accurate.

The second limitation on high-frequency performance is the energy gap of the superconduc-
tors. For h̄ω ≥ 2∆, photon energies are large enough to break Cooper pairs and create excited
quasi-particles. Above this gap frequency, the resistivity of the superconductor is roughly equal
to it’s normal state resistivity. This implies that antenna and transmission line circuits will be-
come lossy and will not act in an ideal manner. This will become more clear in the modeling
chapter when we model the superconducting transmission lines.

At twice the gap frequency (h̄ω > 4∆), the junction is no longer an efficient mixer. Consider
a junction illuminated by an LO signal with a photon voltage larger than the gap voltage. Then
the first photon step will extend to negative bias voltages. However since the I-V characteristic
is antisymmetric about the zero bias point, there will be another photon step extending from
the negative side gap voltage. This negative photon step will cause tunneling in the opposite
direction to the positive side photon step, and so the currents cancel (as in the low bias region of
figure 2.9). This leaves a region on the photon step that is still suitable for mixing. However, if
the photon frequency is increased to twice the gap voltage, then the photon steps will cancel, and
no suitable bias point for mixing can be found. The junction will no longer act as a rectifier and
therefore not an efficient mixer. As a result, SIS mixers are limited up to twice the gap frequency.

2.3.3 Josephson Tunneling in SIS Junctions
Both quasi-particles and Cooper pairs can tunnel in an SIS junction. All the effects described
before, were quasi-particle tunneling. This is the effect that is typically used in mixers. Cooper
pairs can tunnel coherently across the barrier, producing a dissipationless current at zero voltage,
as is seen in figure 2.2. Pair tunneling is called the Josephson effect. A full review on Josephson
tunneling and it’s applications is given in [38].

For the small area junctions used in SIS mixers, two simple equations describe the Josephson
effect:

J = Jcsin(φ) (2.14)

V =
h̄

2e

dφ

dt
(2.15)
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Figure 2.9: Photon assisted tunneling in an SIS junction. (Left) Photon steps at a variety of
photon energies below the gap energy. (Right) Photon steps at a variety of photon energies above
the gap energy (reprinted from [48]).

where φ is the difference in the macroscopic phase of the superconductor wave function across
the barrier, and Jc is a constant determined by the area of the junction, and the barrier and
superconducting electrodes material properties, and temperature as:

Jc(T ) =
π∆(T )

2eRnA
tanh

∆

2kBT
(2.16)

For our Nb/AlOx/Nb SIS junctions, at T = 0K, JAlOx
c ≈ 9.4kA/cm2 and for our Nb/AlN/Nb

junctions JAlN
c ≈ 37.7kA/cm2. The most obvious effect of Josephson tunneling is the finite

current at zero voltage. At zero voltage, φ can take on any constant value, and the current den-
sity can vary between +Jc and −Jc. The Josephson supercurrent is a dissipationless tunneling
of pairs across the barrier. A second effect is that if the junction is biased at a dc voltage (V0),
φ = φ0 + 2eV0t/h̄, and the current will oscillate at a frequency f = 2eV0/h̄.

The Josephson effect causes two problems in SIS quasi-particle mixers. Below a certain
voltage Vdb (called the drop-back voltage), there are no stable dc bias points, and the junction
switches to the zero voltage state. The other thing is that the Josephson oscillations can be used
for heterodyne mixing. This Josephson mixing can interfere with quasi-particle mixing and cause
increased mixer noise. These two phenomena are described below.

The drop-back voltage is caused by Josephson oscillations. At a certain bias voltage, the volt-
age amplitude of the Josephson oscillations becomes equal to the bias voltage. At this point, the
junction will switch to the zero voltage state, since it is a lower energy state than the finite voltage
state. At higher voltages, the oscillation frequency is high, and the supercurrent is shunted out
by the capacitance. If the local oscillator causes the bias to enter this unstable drop-back region,
the mixer will be very noisy. This has been studied in [39].
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The Josephson effect can also be used to detect radiation. When an RF signal is applied to a
Josephson junction, steps appear in the I-V characteristic, at voltages nh̄ω/2e [40].The heights
of the steps are a function of the RF power. This can be used for direct detection and mixing,
the same way as the quasi-particle tunneling. At high frequencies these steps can interfere with
quasi-particle mixing. This will increase the noise level of the quasi-particle mixer.

To reduce the problems associated with the drop-back voltage and Josephson mixing, a mag-
netic field can be applied to suppress the Josephson tunneling so that quasi-particle tunneling
dominates. To describe the effect of magnetic fields on Josephson tunneling, we first need to
introduce two things: The Josephson penetraion depth, and the effect of magnetic fields on the
macroscopic phase φ.

The Josephson penetration depth gives a measure of the length within which dc Josephson
currents are confined near the edges of the junction and is defined as:

λJ =

(
h̄

2µ0eJcd

)1/2

(2.17)

where d = t + λ1 + λ2, and λ1 and λ2 are the penetration depths for the two superconducting
electrodes 11,and Jc is the junction critical current density defined in equation (2.16). It can be
observed that changes in the barrier thickness t strongly affect λJ since Jc depends on t exponen-
tially (RnA depends on t exponentially). For our SIS junctions which have an area of A = 1µm2

and thickness of t = 1nm, for Nb/AlOx/Nb junctions λAlOx
J ≈ 7.5µm and for Nb/AlN/Nb junc-

tions λAlN
J ≈ 3.7µm. It turns out that they are ‘small’ in terms of the Josephson penetration depth

λJ . The conclusion is that if the junction dimensions are smaller than λJ , current is uniformly
distributed inside the junction and life becomes easier.

We need one more equation to be able to describe the effect of magnetic fields on Josephson
junctions. Applying a magnetic field causes a modulation of the macroscopic phase φ described
by:

∇x,yφ =
2ed

h̄
B× ẑ (2.18)

Now we can look at the effect of a magnetic field on the Josephson current. The junctions are
square shaped. We will consider two orientations of the magnetic field. In the first case the mag-
netic filed is perpendicular to one of the sides of the junction and parallel to the barrier. This we
will call the square shaped junction orientation. In the other case, the field is 45 degrees rotated
and is perpendicular to the diagonal of the junction and parallel to the barrier. This we will call
the diamond shaped junction orientation. The effect of the shape of the junctions and orientation
of magnetic field, has been studied in [49, 50]. A relationship between the maximum dc Joseph-
son current (Ic,max) and the applied field can be calculated for each case. This will be done below.

11For ’clean’ Nb at zero Kelvin, λ0 = 38nm [37].
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In each case we solve for equation (2.18) for φ(x, y) as a function of applied field. Then we
substitute φ(x, y) in equation (2.14) to get the current density distribution as a function of applied
field. Then by integrating over the junction area, and taking the maximum, we can calculate the
maximum total dc supercurrent current as a function of applied field:

Ic =
∫ ∫

dxdyJcsin[φ(x, y)] (2.19)

The result for the ‘square shaped’ and ‘diamond shaped’ junction is:

Ic,max

Ic,max(φ = 0)
=



∣∣∣∣∣sinπ(φ/Φ0)

π(φ/Φ0)

∣∣∣∣∣ SquareShaped

2

∣∣∣∣∣1− cos(π(φ/Φ0))

(π(φ/Φ0))2

∣∣∣∣∣ DiamondShaped

(2.20)

where Φ0 = h/2e = 2.07 × 10−15 weber is the flux quantum , φ = BLd is the magnetic flux
through the junction, L is the junction side length, and B is the applied magnetic field. In figure
2.10(a) we can see the calculated normalized maximum dc Josephson current as a function of
normalized flux for different angles of the applied magnetic field 12. The two extreme cases are
indicated.

(a) Calculated normalized Josephson Supercurrent
Ic,max (normalized to Ic(0)) as a function of normal-
ized flux φ (normalized to Φ0 = h/2e) in an SIS junc-
tion for different orientations of the applied magnetic
field. For an angle of alpha=45 degrees, the sensitivity
of the current to the field is minimum.

(b) Measurement results for an 8µm2 AlOx SIS junc-
tion. The vertical axis is the dc Josephson supercurrent
normalized to it’s maximum value. The horizontal axis
is proportional to the current passed through the magnet
coil. The figure shows the results for the two square and
diamond shaped junctions.

Figure 2.10: Fraunhoffer patterns (calculated and measured) in the dc Josephson current.

Two things can be understood from this picture. We see that by applying a magnetic field,
the Josephson supercurrent is suppressed. Usually the first or second minimum is chosen for

12These patterns are also called ‘Fraunhoffer’ patterns, due to their mathematical similarity to optical diffraction
patterns
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this purpose, since the required current in the coil magnets generating the magnetic field will be
small. We see that the sensitivity of the current - at the minimum points - to the field is much less
when the angle approaches 45 degrees, and a broad minimum is created. This is an important
improvement, since SIS junctions are not exactly similar, and therefore one specific bias current
through the magnet coil, will not bring the curve to the minimum for all SIS junctions. In the
ALMA project, there will be 64 telescopes operating at the same time. Some of the mixers will
be made out of two SIS junctions (For example sideband separating mixers). A slight difference
in Ic of the SIS junctions, produces mismatch between the properties of the junctions which
causes a degradation in the efficiency of the mixer. The specific advantage for a diamond shape
junction is the broad minimum in the DC Josephson current versus magnetic field, which makes
the pair not sensitive to the small differences of the SIS junctions. The effect of the magnetic
field orientation on the dc Josephson current has been measured for an 8µm2 AlOx junction for
the two different field orientations, and is presented in figure 2.10(b). The effect is clearly visible.

Real SIS tunnel junctions have many properties that will limit mixer performance. These
limitations can be put into four general categories: smearing of the I-V characteristics, high-
frequency roll-off caused by the junction capacitance, the high-frequency limit imposed by the
superconducting energy gap, and problems caused by the Josephson effect. All of these prop-
erties depend on the material properties of the superconductor and the barrier. This will be
discussed next.

2.4 Material Choice for SIS Mixers
There is a large range of materials that can be used for SIS mixers. We will first summarize the
desired properties for an SIS tunnel junction used as a submillimeter mixer.
The junction capacitance should be small; therefore barriers of low dielectric constant and low
barrier height, and submicron low RnA product junctions are needed. The energy gap of the
superconductor should be large to avoid losses in the superconductor and the effects of the drop-
back voltage. The transition temperature should be as large as possible to be able to cool down
the junctions and surrounding circuits efficiently. The junctions should survive thermal cycling
and long periods of storage. Finally, the I-V characteristics need to be sharp enough to reach
quantum limited mixing, but they don’t need to be as sharp as they would be at lower frequen-
cies. Basically no single material satisfies all these needs, and trade-offs need to be made.
Materials that can be used as SIS junctions for mixers include Lead(Pb)/native-oxide or Lead-
alloy/native-oxide (Pb/Oxide/Pb), Niobium/native-oxide/Lead (Nb/Oxide/Pb), NbN/MgO/NbN,
Nb/Al-AlOx/Nb, NbN/AlN/NbN, and NbTiN/AlN/NbTiN. The latter has not been used to date,
and still has to be developed. A fair comparison between all these materials is out of the scope
of this thesis. We will only compare the two types that are used in this work.

Nb/Al-AlOx/Nb SIS junctions have generally good I-V characteristics. They were first de-
veloped in 1983 by Gurvitch et al. [44]. The combination of the three layers called the trilayer,
is made in a single vacuum sputter deposition. The barrier is formed by depositing an Al layer
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and thermally oxidizing the layer. The remaining un-oxidized Al parts, will become supercon-
ductive due to the superconducting proximity effect 13. The resulting Al2O3 barrier has much
better properties than native Nb oxide, because there is only one stable oxide 14, and the relative
dielectric constant is lower (εr ≈ 10). The junction area and the surrounding circuitry are de-
fined after the trilayer is completed. In the fabrication chapter, the fabrication process is given in
detail.
Nb/Al-AlOx/Nb junctions have several advantages. The I-V characteristics are extremely sharp.
The sub-gap leakage of these junctions is very low, and the gap width is small. Their thermal
stability is very good and they can be stored at room temperature without degradation of the I-V
characteristic. Their repeatability is also high. They are a bit difficult to create in submicron
dimensions and their specific capacity is somewhat higher compared to Pb technology. The gap
voltage of these junctions is only 2.8 meV, so the Nb will be lossy above 700 GHz. Yet, they are
the most used technology for submillimeter astronomy SIS mixing.

Nb/Al-AlN/Nb SIS junctions have recently become very attractive. The reason is mainly
their low barrier height compared to AlOx barriers, which gives them the possibility to have
smaller RC time constants, and therefore wider RF bandwidths in mixers. Mixer designers pre-
fer Rn to remain constant for matching purposes. Therefore if the barrier height (φ) in equation
(2.13) reduces, and the thickness is kept constant, the area has to be reduced to have Rn un-
changed. Nevertheless, the RC product decreases as a result of this. The thickness cannot be
reduced easily, since pin-holes will appear in the barrier, and the quality will degrade. Reducing
the area is also not easy, and is still a point of concern. This technology is still under develop-
ment, but is very promising and already reasonably good results have been achieved [42, 43].

2.5 Coupling of Radiation to the SIS Junction
A typical SIS junction size is ∼ 1µm. Because this is so much smaller than the wavelength
being received, an antenna and associated coupling circuitry are needed to bring the radiation to
the junction without loosing power. Additionally, since the input impedance of the SIS junction
is very different than that of the free space impedance (377Ω), a large amount of the signal will
be back-reflected and not absorbed by the junction. This also has to be corrected for by matching
the impedances through the coupling circuit.
There are two major ways to couple the optical beam into the SIS junction: waveguide coupling
and quasi-optical coupling. Moreover, extra tuning circuits are needed to compensate for the SIS
junction capacitance. These will be discussed now.

13When a superconductor is placed in contact with a ‘normal’ non-superconductor, Cooper pairs can diffuse into
the normal metal, extending the superconducting properties to some length scale. This is called the “Superconduct-
ing Proximity Effect” [33].

14There are several stable oxides of Nb. The different oxides are a low Tc superconductor, a semiconductor, and
an insulator. All of these will be present during Nb oxidation, making the superconductor-barrier interface poor.
Additionally, the insulating phase (Nb2O5) has a dielectric constant of 30, which is very high.
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2.5.1 Waveguide Coupling

Figure 2.11: Geometry of a waveguide mixer. Radiation is coupled into the waveguide via a horn
antenna. The device sits in a substrate channel that crosses the waveguide. The backshort cavity
behind the device is used to tune the electromagnetic environment in the waveguide and around
the device.

The coupling technique used in this work is waveguide coupling, which is the more tradi-
tional microwave engineering approach. In a typical waveguide coupled mixer, the input optical
beam is collected by a horn antenna, which itself is coupled to a single-mode rectangular waveg-
uide (figure 2.11(a)). The SIS chip is mounted in a very narrow channel (called the substrate
channel) which crosses the waveguide (figure 2.11(b)). This requires very precise mechanical
positioning as well as polishing the chip substrate to very thin dimensions (40µm for our case).
An on-chip planar transition or ‘probe’ picks up the incident radiation from the waveguide, and
passes it on to an on-chip thin-film transmission line which couples the radiation to the SIS junc-
tion where the signal and LO are mixed (figure 2.12(a)).
The metallization on the chip and the waveguide walls form a transmission line, which carry
the generated IF signal in the junction, to the ends of the chip where contact is made with the
receiver’s IF system. The on-chip metallization line is patterned with a periodic series of high-
and low-impedance sections, which form a low-pass filter that prevent the RF radiation to leak
into the substrate channel and interfere with the generated IF signal. This is called the RF choke
filter. This same IF line is used to supply the DC bias to the SIS junction (figure 2.12(a)).

The geometry of a waveguide mixer chip incorporating a microstrip transmission line is
shown in figure 2.12(c). The two conductors of the RF tuning circuit (the ground plane and
the wiring layer) are superconducting or metallic films, and they are seperated by a dielectric
layer. All three layers are in the order of 100’s of nm thick. The tuning circuit incorporated 3
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Figure 2.12: The on-chip geometry of a waveguide SIS device. (b) shows a zoom in of the central
portion of the device shown in (a), showing the waveguide probe, on-chip tuning circuit, and SIS
junction. (c) is a cross section of (b), showing the material used for the different layers.

sections of microstrip that are 3-40 µm long and 1-60 µm wide. The SIS junction(s) are embed-
ded between the ground plane and the wiring layer. Ideally, the impedance seen from the probe
point into the waveguide, should be matched with the impedance seen from the probe point into
the thin-film transmission lines. This means that the probe and the transmission lines can be used
to achieve the proper matching condition.

The design hierarchy for achieving proper matching is described now. First, the horn antenna,
the waveguide dimensions, and the depth of the waveguide cavity behind the SIS chip (the back-
short), are designed assuming that the impedance seen into the probe and on-chip transmission
lines is approximately 50Ω. The combination of the horn, waveguide and the backshort (called
the waveguide block) impose a certain bandwidth limitation to the RF signal. The backshort can
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be used to adjust this bandwidth to some extent. In high reliability mechanical systems, it is
preferred to have a fixed position for the backshort making it non-tunable (which is the case for
this work). Now assuming that we have a 50Ω impedance looking into the waveguide, the probe
can be designed. Again, for the probe design, we assume that the impedance seen looking into
the on-chip transmission lines, is 50Ω. Note that the probe also imposes a bandwidth limitation.
After all this, a series of on-chip transmission-line impedance transformers can be used to match
the SIS junction impedance to the probe.

However, due to the parallel-plate structure in SIS junctions with the two electrodes sepa-
rated by only ∼ 1nm of insulation, the capacitance of SIS junctions is very large. Typical values
for the junction specific capacitance are in the range 60 − 100fF/µm2, depending on the ma-
terials used, current density, etc. Thus, for a typical 1µm2 junction, 1/ωC ∼ 3 − 4Ω at 600
GHz - quite far from the typical 50Ω impedance levels for RF circuits. As a consequence, an
inductive on-chip transmission-line should be added to compensate for the junction capacitance
(and not just impedance transformers). The tuning inductor may be either a parallel [52, 53]
or series [54] element, or be placed in between two SIS junctions [55]. Typically, the tuning
inductance is a short section of thin-film superconducting microstrip line. For all of these cases,
the RF bandwidth of the mixer is fundamentally limited by the RC product of the SIS junctions
[56], to about 100 GHz for Nb/AlOx/Nb junctions and increasing to 300 GHz for devices with
AlN barriers [57]. Detailed analysis of the microstripline design is given in the modeling chapter.

In conclusion, waveguide systems are widely used for detection in the submillimeter regime,
because of their well proven behavior , excellent beam quality and bandwidths. However, their
fabrication is very elaborate and becomes more and more difficult as their operation frequency
increases, since their dimensions decrease.

2.5.2 Quasi-optical Coupling
The other major approach is quasi-optical coupling, in which case one omits the intermediate step
of collecting the radiation into a waveguide, and instead uses a thin-film lithographed antenna
on the SIS chip itself. An additional focusing element is needed in front of such an antenna
because of the nonideal beam pattern. For this purpose, a silicon lens is used which is glued
to the mixer chip. Experimental and theoretical work show that a 90% coupling efficiency may
be achieved using optimized antennas and lenses [51]. Planar antenna calculations are typically
carried out using method of moment techniques, and the effect of the lens is evaluated using ray-
tracing and diffraction calculations, sometimes including multiple internal reflections. The same
problem with tuning out the capacitance of the SIS junction exists here, and the same techniques
are used for this purpose as explained in the waveguide coupling subsection. Figure 2.13 shows
a sample quasi-optical mixer chip layout incorporating a twin-slot antenna and a two-junction
tuning circuit.
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Figure 2.13: (a) and (b) Geometry of a typical quasi-optical mixer, showing the SIS device chip
mounted on the back of a dielectric silicon lens. (c) and (d) Sample quasi-optical mixer chip
layout incorporating a twin-slot antenna coupled to a two-junction tuning circuit [58].
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Chapter 3
SIS Device Fabrication

3.1 Layer Production
For creating the different layers in an SIS mixer chip shown in figure 2.12, different processes are
used. The different layers and the processes used to create them are discussed in the next sections.
First an overview of the deposition of individual superconducting, metallic, and dielectric layers
for fabrication of Nb/AlOx/Nb SIS junctions is given, and then the methods that are used to
pattern these layers are discussed. After that, a detailed review of the fabrication process, in a
flow chart manner is provided.

3.1.1 Layer Deposition
There are four main layers involved in the fabrication of Nb/AlOx/Nb or Nb/AlN/Nb SIS devices
in this thesis. These are either superconducting (Nb), metallic (Al) 1, or insulating (AlOx, SiO2).
Nb and Al are made using standard DC magnetron sputtering and are based upon a long history
of use in the group [59]. SiO2 is made by RF magnetron sputtering. AlOx is made by oxidation
of the Al layer.

3.1.2 SIS Trilayer Production
The trilayer is the most critical fabrication step in SIS devices that determines important mixer
properties. The properties of an I-V characteristic are almost completely dependant on this multi-
layer. It is a combination of 3 main layers that are created in one process step. Their fabrication
of Nb/AlOx/Nb trilayer goes briefly as follows:

• Deposition of a 100nm thick Nb layer by sputter deposition. This is the bottom (base)
electrode of the SIS junction.

1The superconducting transition temperature for Al is 1.2 K. However, at liquid helium temperature of 4.2 K,
the Al layer which is in contact with the Nb layer becomes superconducting due to the proximity effect between Nb
and Al [33].
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• Deposition of a thin Al layer, approximately 7-10 nm thick.

• In-situ low pressure oxidation with pure oxygen at room temperature of the Al. This
oxide layer is approximately 1 nm thick and determines the normal-state resistivity and
specific capacitance of the SIS junction.

• Deposition of a 100nm thick Nb layer by sputter deposition. This is the top (counter)
electrode in the junction.

This specific technique for creating the trilayer has resulted in the success of SIS mixers
during many years because of its unique specialities. These can be summarized as follows:
The Al layer which is sputtered on Nb, has the property that it can get superconducting due to its
proximity to Nb, even though its superconducting transition temperature (1.2 K) is below liquid
helium temperature (4.2 K). This is called the proximity effect, and is caused by the fact that
the coherence length for Cooper pairs in Nb is larger than the thickness of the Al layer, allowing
Cooper pairs to pass the Al without loosing their superconducting properties. Moreover, Al
has a very uniform and good quality (free of pinholes) intrinsic oxide (Al2O3) which results in
controllability of oxidation, allowing repeatability in the RnA product and low leakage currents
that determines the behavior of I-V characteristics. Al2O3 layers as thin as a few angstroms (1-2
monolayers) can be created. By changing the oxidation time and pressure, RnA can be changed
to RnA ∼ 10− 40Ωµm2.

3.2 Pattern Definition
For patterning the different layers, two main processes are used: Plasma etching and lift-off.
These will be described in this section. In the case of lift-off, the resist layer is either patterned
with optical lithography (Ground plane definition) or with electron-beam lithography (Junction
definition). In the case of plasma etching, the resist layer is patterned with e-beam lithography.

3.2.1 Plasma Etching
The plasma etching process used in this work is a reactive-ion etching (RIE) process. AnO2/SF6

plasma is generated, the fluorine-based gas (SF6) which is the reactive agent, chemically reacts
with Nb. This will produce anisotropic etching. RIE is used to pattern the critical structures in
an SIS mixer (i.e. the junction and the wiring layer). The resulting pattern is a positive image of
the original resist pattern (figure 3.1(a)).
The resist pattern needs to be as vertical as possible (no undercut) to get the best etching result.
For cleaning organic residues like photo-resist remnants, an O2 plasma is used to sputter etch the
surface. An Argon plasma sputter etch is used to remove the native oxide from the Nb surface
prior to deposition of a second material.
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3.2.2 Lift-Off
In a lift-off process, a resist layer is first patterned. Then a layer of some material is deposited.
When the resist pattern is dissolved, the parts where the material is deposited on top of the resist
will also be removed, leaving behind a negative pattern of the resist by the deposited material.
In this case, undercut in the resist layer is required to have smooth edges of the deposited layer
after lift-off. Lift-Off is used to pattern the trilayer and the SiO2 insulating layer (using the same
resist layer used for patterning the junctions - a “self-aligned” lift-off” process). A schematic
diagram of a typical lift-off process is shown in figure 3.1(b).

Figure 3.1: Pattern definition by etching (a) and lift-off (b). In etching the layer is deposited, a
resist pattern is defined, and the pattern is transferred to the layer by etching the exposed material.
In lift-off patterning, a resist pattern is defined before depositing the layer. Dissolving the resist
leaves behind a pattern that is the reverse image of the resist pattern.

3.3 Fabrication Flow Chart
In this section a step by step description of important process steps for fabricating a Nb/AlOx/Nb
SIS mixer device is given.
The devices are made on a thin (200µm) quartz wafer, which should be delicately handled. The
wafer is first cleaned and ultra-sonicated in acetone for 10 minutes. The fabrication flow chart
shown in figure 3.2 will now be explained in detail.

Nb monitor layer deposition

In this step, 100 nm of Nb is deposited on the quartz wafer by sputtering in a Nordiko-2000
sputtering system. The process time is 75 sec for 100 nm. This monitor layer will later become
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Figure 3.2: Fabrication flow chart for Nb/AlOx/Nb SIS devices.

part of the ground plane together with the trilayer’s bottom electrode, and is used to monitor the
top electrode etching process later during the top electrode etch.

Ground plane definition and trilayer deposition

In this step, first a pattern is created for the ground plane by using optical lithography and pho-
toresist AZ5214E. No alignment is needed at this stage. The resist is baked after spinning and
post-exposure baked after UV exposure through the ground plane mask. The resist is then de-
veloped in developer MF-321. The amount of development depends on how much undercut in
the resist is required. This determines whether the later deposited trilayer will create smooth
ground-plane edges or not. If insufficient undercut is created, the deposited trilayer will create
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sharp ground-plane edges, which could lead to short circuits. Therefore, the developed resist
should be checked under the optical microscope for sufficient undercut.

The next step is to deposit the trilyer of Nb/Al-AlOx/Nb. This trilayer is very crucial for the
SIS mixer and therefore is created in one process step. The wafer is put into the Nordiko-2000
sputtering system and is RF Argon-plasma cleaned. Then a pre-sputtering of Nb is performed
(with the shutter closed) to reach a steady-state deposition rate. The actual Nb deposition follows
next and 100 nm of Nb is deposited. Next, in the same manner, 7-10 nm of Al is deposited.
Afterwards, the wafer is exposed to low-pressure (∼ 3× 10−3 Torr) room-temperature oxidation
inside the load-lock chamber for ∼ 16 minutes. This results in a ∼ 1 nm thick Al2O3 barrier. A
second 100 nm Nb layer is then sputtered again to complete the trilayer. The summary of this
step is shown in figure 3.2(b).

Ground plane lift-off and junction definition

In this step, the pattern in the resist is transferred to the sputtered trilayer when lift-off in hot
acetone and sonication is done.
Then the junction resist pattern is created by electron-beam lithography in a Leica e-beam sys-
tem. This allows for a very accurate definition of the small square 1µm2 junctions, and sharp
square edges. As a result, the junction area is determined accurately (compared to older optical
lithography techniques), which allows for accurate junction capacitance definition 2. The e-beam
writing time, depends heavily on the writing resolution, and for this work is approximately 45
minutes. This step is shown in figure 3.2(c).

Junction etch (Nb top electrode etch)

After defining the junction pattern, the wafer is subjected to a SF6/O2 plasma. This RIE process,
etches the 100 nm Nb top electrode. Here the monitor layer is used to monitor the etching
process, since it’s thickness is the same as the top electrode. A laser beam is shone on the
monitor layer during the etching process, and the combination of the reflected and incident beam
produces a periodic change in the intensity of the detected beam. When the monitor layer is
completely etched, a sudden change occurs in the detected beam, which indicates the end of the
process. Care should be taken, since the thickness of the resist reduces ∼ 100nm during this
etching, which should be taken into account. This step is shown in figure 3.2(d).

Resist recessing

Before continuing with the SiO2 deposition, an intermediate step is performed. The width of the
resist is reduced in order to prevent later short circuits that might occur during the SiO2 lift-off

2Since small junctions have a degree of area inaccuracy (±20%), their capacitance changes ±20%. To measure
their capacitance, larger 25µm2 junctions are created on the wafer of which Rn is measured later during dc test-
ing. Then the area of the small junctions is deduced by dividing the normal-state resistance - area product (RnA)
calculated from big junctions, by the measured Rn of small junctions.
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process. This will be explained further in the SiO2 lift-off step. The recessing is done in an O2

plasma for ∼ 10 minutes, after a preconditioning for 20 minutes. However, during this process,
the thickness of the resist also reduces again by an amount of ∼ 500 − 600 nm, which should
be taken into account. Since this etching is quite isotropic, the reduction rate in thickness is the
same amount in the width. This step is shown in figure 3.2(e).

SiO2 deposition

This process is done in an RF SiO2 sputtering system. 250 nm of SiO2 is sputtered in ∼ 16
minutes time. The resist layer at this stage should be thick enough (≥ 250nm) in order for the
next lift-off process to be easier. Otherwise, the resist layer will be completely covered by SiO2

and acetone will not be able to penetrate inside the ‘junction hole’ to solve the resist. This step
is shown in figure 3.2(f).

SiO2 self-aligned lift-off

The wafer is put in acetone for approximately one day, so that the acetone can penetrate in the
small junction holes. The lift-off process usually needs extra treatment, since the junction holes
are very small. Therefore, the wafer is first put in hot acetone and ultra-sonicated for 10 minutes.
Then the surface is brushed very delicately with a soft cloth to assist the lift-off. Care should
be taken not to overdo this, since there exists the risk that the SiO2 is removed from around
the junctions, and short circuits might occur during the wiring layer deposition. The recessing
reduces this risk. This step is shown in figure 3.2(g).

Wiring layer and contact pad layer deposition

During this step, 500 nm of Nb and then 50 nm of Gold is deposited on the wafer with the Norkio
system. Before this deposition step, an Ar sputter cleaning is performed to remove the remaining
resist. However, this could cause in the removal of the AlOx layer in the exposed area around
the junction caused during the lift-off of SiO2. This could lead to short circuits between the
ground and wiring layers. The Nb deposition is done in 2 steps with a time in between to prevent
overheating. Oil is put under the wafer to increase the heat contact between the wafer and the
chuck. This step is shown in figure 3.2(h).

Contact pad and wiring layer patterning

First a resist layer on top of the gold layer is patterned with optical lithography. Then a wet
etching process is applied to etch the gold, creating the contact pad pattern. Afterwards, an e-
beam lithography step is used to pattern the Nb wiring layer. The alignment during this step
is crucial in reducing the error in the microstrip tuning circuit patterning. Then, the same RIE
technique used for the junction etching, is used to etch the wiring layer. This step is shown in
figure 3.2(i) and (j).

44



3.3.1 Final layout
Picture 3.3(a) shows the final layout of the 4 different masks used for the groundplane, junc-
tion definition, wiring layer definition, and contact pads. The groundplane and contact pad layer
masks are optical lithography masks. The junction layer and wiring layer masks are e-beam
masks. There are 8 sectors on every batch, each of them having 88 devices 7 of which are test
devices. The surroundings of the masks as well as the area between the 8 sectors, is used for
making test structures. These structures give information about the material parameters of differ-
ent layers (resistivity, superconducting gap voltage, . . . ), as well as the quality of the fabrication
processes (undercut, alignment, . . . ). Figure 3.3(b) shows a scanning electron microscope (SEM)
picture of the final devices.
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Figure 3.3: (a) Final layout of the 4 optical and e-beam masks. There are 8 sectors on every
batch, each having 88 devices. Test structures can be seen around the 8 sectors. (b) SEM picture
of the final devices.
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Chapter 4
Modeling of SIS Mixers with Integrated
Tuning Circuits

As was already mentioned in section 2.5, integrated tuning circuits need to be utilized in order
to couple the radiation efficiently to the SIS junction. The integrated tuning circuits are usually
made out of microstrip lines (as in this work) and will act as inductors to resonate out the junction
capacitance or serve as impedance transformers to match the junction impedance to the driving
antenna.
In this work, Nb/AlOx/Nb SIS junctions are integrated with Nb used as the material for the tuning
microstrip lines. Below the Nb superconducting gap frequency (∼ 680 GHz), the Nb has negli-
gible RF loss as a superconductor. However, above the gap frequency, Nb behaves like a normal
metal since the RF photons have enough energy to break the Cooper pairs. A large fraction of
the radiation is thus lost in the tuning circuits. Therefore, mixers that are to be operated much
above 680 GHz, will not be efficient anymore if Nb is used. A way to overcome this problem is
to use other material like Al which has lower loss as a normal metal above the Nb gap frequency,
or to use NbTiN which is a superconductor with a higher gap frequency.

However, in this work it was decided to use Nb, since first of all the frequency range (600-
720 GHz) is not much higher than the Nb gap frequency, still allowing for some tuning above the
gap. Secondly, the technology for integrating Nb/AlOx/Nb junctions with other microstripline
materials like Al or NbTiN at that time was much more complicated than the well-known and
easy-to-fabricate Nb microstriplines. Switching to another junction type like Nb/AlN/Nb was
also a choice, but again technologically too complicated and risky to realize at that time.
Our work on Nb/AlOx/Nb with Nb tuning circuits has obtained very good results, however with
a lot of effort. Further ongoing work shows that using Nb/AlN/Nb junctions with Nb tuning cir-
cuits is much more promising than originally thought and will be the continuation of this work.

Understanding the characteristics of microstrip lines at high frequencies especially above the
gap frequency of Nb is critical for the design of SIS mixers in this work. This chapter will
describe the model that is used for characterizing Nb microstrip lines and also the methodology
for their design. The fine tuning and optimization of these microstrip lines is the subject of the
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next chapter.

4.1 Review of RF tuning circuits
SIS junction RF impedance

The geometrical capacitance of an SIS junction can be represented by a capacitance Cj which is
connected in parallel with the quasi-particle tunneling impedance of the junction, Zj = Rj+jXj .
In general Zj must be calculated from complex expressions for the tunneling current which give
both real and imaginary components due to the non-instantaneous behavior at high frequencies
[26]. However it can be shown [60] that it is sufficient to approximate Zj by the junction normal-
state resistance Rn. The equivalent circuit for an SIS junction is shown in the dashed box in
the circuit of figure 4.1. The nominal value for normal-state resistance Rn in our SIS devices is
25Ω. Small variation of Rn have only a minor effect on the simulations, and are not important.
However, since the RnA product is constant in one fabrication batch, variations in Rn translate
into variations of junction capacitance Cj , which dramatically affects the bandwidth and center
frequency, and should be taken into account.

There are many ways that we can use to tune out the capacitance of the SIS junction. These
can be all put into two categories depending on whether a tuning inductance is placed in series
or in parallel with the junction. These will be described now.

Parallel inductance tuning

The ideal tuning circuit for an SIS junction would simply consist of a lumped-element inductor L
connected in parallel with the junction so that the admittances of the junction capacitance jωCj

and tuning inductance 1/jωL would cancel at the resonant frequency ω0 = 1/
√

(LCj), leaving
only Rn. The tuning inductance is most often realized as an electrically short section of a super-
conducting microstrip line. The bandwidth of the circuit is proportional to 1/RnCj . Note that
the RnCj product is independent of the junction area but which depends on the current density
roughly as 1/Jc. Thus high current density junctions are needed to obtain broad bandwidths.
In practice, shunt inductance tuning circuits must be modified by adding a so called “blocking
capacitance” in series with the tuning inductance to allow a DC bias to be applied to the junction.
This will add the difficulty that the RF impedance of this element must be kept small, to avoid
reducing the bandwidth. This constraint proves to be difficult above 500 GHz [55].

Series inductance tuning

This method of tuning is shown in figure 4.1. A series inductance is used to cancel out the
capacitance. This kind of tuning is used in this thesis work, and from now on, when referred to
tuning, this kind of tuning is meant. This is the most common tuning circuit for SIS mixers, and
does not have the difficulty with biasing as in the shunt tuning case. However, it presents some
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difficulties, which will be briefly described here.

Figure 4.1: Equivalent circuit for an SIS mixer with series inductance tuning.

The difficulty presented by this circuit is that it also acts as an impedance transformer, pro-
ducing a real impedance of the order Rn/(RnCjω)2 which is very low compared to the 50 Ω
impedance of the source. Therefore, a multisection microstrip quarter-wave transformer is then
needed to bring the impedance back up to match the source (antenna). This transformer will re-
duce the bandwidth and introduce more losses, especially at higher frequencies for which a larger
transformation factor will be needed. In addition, rapidly becomes difficult to design at higher
frequencies. Because of the very low impedance needed, the last section of the transformer be-
comes quite wide, allowing higher order modes to propagate. In addition, a large discontinuity
in width is developed between this section and the series tuning inductor. This means that the
traditional analysis based on transmission-line formulas is inadequate to characterize the circuit,
as are approximations which treat the discontinuities in terms of parasitic lumped elements as is
common in microwave CAD (Computer Aided Design) programs. A more sophisticated method
is needed which can calculate the two-dimensional distribution of current.

Let us calculate some of the parameters associated with the circuit in figure 4.1. The antenna
is modeled as a voltage source with source impedance Zs. The tuning circuit is simplified as a
series inductance. As mentioned earlier, the junction resistance is almost equal to the junction’s
normal state resistance, Rj = Rn.
The RF coupling efficiency η is defined as the ratio of the absorbed power at the junction to the
maximum available power at the source. For the circuit in figure 4.1,

η = 1−
∣∣∣∣∣Z − Z∗

s

Z + Z∗
s

∣∣∣∣∣
2

, (4.1)

in which

Z =
Rn

1 + (RnCjω)2
+ j

(L−R2
nCj)ω + LR2

nC
2
jω

3

1 + (RnCjω)2
. (4.2)

and
Γ =

Z − Z∗
s

Z + Z∗
s

(4.3)
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is the reflection coefficient. Perfect coupling with η = 1 is achieved when the resonant condition
is satisfied, i.e. Z = Z∗

s . However, in practice this condition is never completely satisfied, and
the coupling efficiency will be lower than one. In fact, the Bode-Fano criterion [62, 63] states
that there exists a theoretical limit on the minimum reflection coefficient magnitude (|Γ|) that can
be achieved with an arbitrary matching network. This was further extended to typical SIS mixer
circuits in [64]. This represents the optimum result that can be ideally achieved, even though
such a result is always approximated in practice.

Figure 4.2: An SIS mixer with the associated microstrip tuning circuits. The small tuning induc-
tor L, and the two quarter-wave transformers with characteristic impedances ZC1 and ZC2 are
indicated.

Let’s further evaluate the circuit in an ideal case where the source impedance is real. Typ-
ical values for our Nb/AlOx/Nb SIS junctions are: Rn = 25Ω, Cj = 80fF. The center design
frequency for ALMA band 9 (600-720 GHz) is f0 = 660 GHz. In order to resonate out the capac-
itance at the center frequency, the imaginary part of Z, Imag{Z}, should be zero at ω0 = 2πf0.
We get

ω0 =

√
1

LCj

− 1

(RnCj)2
(4.4)

From this equation, the required value for the inductance that resonates out the capacitance at
660 GHz, is L = 0.72 pH . This inductance can be approximated by an electrically short section
of a microstrip line which has a high characteristic impedance, therefore having also a small
width.
However, the real part of Z in equation 4.2 is Real{Z} = 0.36Ω at this frequency, which is
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much smaller than 50Ω . Therefore, extra transformers are needed that can convert this resis-
tance to 50Ω at the source. The impedance conversion factor required is approximately 140.
Two quarter-wave (λ/4) transformers can be used for this purpose, each having a length of
λ/4 = c/(4

√
εf0) = 58µm. The ratio of the width of the two transformers is determined from

the required impedance conversion factor, which is equal to (ZC2/ZC1)
2. Here ZC1 and ZC2 are

the characteristic impedances of the two quarter-wave transformers, and ZC2 is connected to the
source. We find that ZC2/ZC1 = 11.8 which means that the width of the first transformer should
be 11.8 times the width of the second transformer. An actual layout view of the tuning inductor
and the two transformers can be seen in figure 4.2.

These initial design values are for an ideal lossless microstrip line and real source impedance.
However, in practice these are not completely correct. Therefore, an extensive computer pro-
gram is written that takes into account the losses and the complex frequency-dependent source
impedance. In chapter ?? optimum dimensions are calculated for the microstrip lines using this
program. But before that, we need to look at how microstrip lines are modeled.

4.2 General characteristics of transmission lines
A transmission line is a distributed element which can be thought of as an infinite ladder of series
impedances and shunt admittances, as shown in figure 4.3, where series resistance R, inductance
L, shunt conductance G, and capacitance C are distributed quantities, measured per unit length
[65]. Let Z = R + jωL and Y = G + jωC, where ω is the angular frequency. By solving the

Figure 4.3: Equivalent circuit of a transmission line.

appropriate transmission line equations, the voltage and current on the line are of the shape

V (z) = V (0) exp−γz, (4.5)

I(z) = I(0) exp−γz (4.6)

which are of wave nature. The propagation constant γ = α+jβ of the voltage and current waves
is determined by

γ =
√
ZY =

√
(R + jωL)(G+ jωC), (4.7)
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with α the attenuation constant and β the phase constant. The power transmitted on the line is

P (z) = Real{V (z)I∗(z)} = P (0) exp (−2αz) (4.8)

The power attenuation is hence given by 2α.
The propagation wavelength inside the transmission line is determined by

λ =
2π

β
(4.9)

The characteristic impedance of the line, defined by the ratio of the voltage to the current (in the
absence of reflections), is

Z0 =
√
Z/Y =

√
(R + jωL)/(G+ jωC). (4.10)

The losses contributed by the conductors are represented by R, which is related to the surface
impedance of the conductors. The losses in the dielectric are represented by G and are usually
less important than R, i.e., we assume G = 0. The series inductance L includes contributions
from the surface impedance as well as that related to the magnetic flux in the space around the
conductors (the geometric inductance).

4.3 Design equations for microstrip lines
The equations describing the superconducting microstrip lines in this work, are mainly a combi-
nation of microstrip line models in [66, 65, 67] and models for the frequency dependant complex
conductivity of superconductors [72]. We will first consider the standard equations for a mi-
crostrip. Then we will introduce the more accurate formulae based on the work of Yassin and
Withington [67]. Figure 4.4 shows the geometry of a microstrip line. The series impedance per
unit length of the line is determined by

Z = jωµ0
td

Weff

+
Zs1 + Zs2

Weff

(4.11)

where the first term is the geometrical inductance which accounts for the magnetic flux around
the conductors, and the second term is due to the surface impedance of the conductors. Due to
the finite thickness of the top strip line, the field penetrates over a larger width (fringing) which
is taken into account by an effective width Weff as [66]

Weff = W +
1.25ts
π

(
1 + ln

2td
ts

)
(4.12)

The admittance per unit length of the line is

Y = jωε0εeff (f)
Weff

td
(4.13)
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Figure 4.4: Layout of a microstrip line

in which ε0 = 8.854 × 10−12F/m is the permittivity of space space, and εeff (f) is the effective
frequency-dependent relative permittivity of the dielectric. In this work, dispersion effects at
high frequencies are taken into account by using the empirical formula given in [68] which is
the most accurate formula applicable to high frequencies. This formula has been verified up to
80 GHz, which is still much below 660 GHz. Nevertheless, despite the lack of such accurate
analysis at submillimeter wavelengths, we use it. It is given by

εeff (f) = εr −
εr − εeff (0)

1 + (f/f50)m
(4.14)

where
f50 =

fK,TM0

0.75 +
(
0.75− 0.332ε1.73

r

)
W
td

(4.15)

fK,TM0 =

ctan−1

{
εr

√
εeff (0)−1

εr−εeff (0)

}
2πtd

√
εr − εeff (0)

(4.16)

The expression for m is too extensive to be presented but can be found in the original paper [68].
εr is the relative dielectric constant and for our SiO2 dielectric it is 3.8 .
εeff (0) is the static effective permittivity, and is given by [66] as

εeff (0) =
εr + 1

2
+
εr − 1

2

(
1 + 10td/W

)−0.555
−∆εeff (t) (4.17)

where

∆εeff (ts) =
(εr − 1)ts/td

4.6
√
W/td

(4.18)

∆εeff (ts) is a term that is subtracted because of the effect of the finite thickness of the top strip
line in the microstrip, which causes part of the electric field to go through the air reducing the
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effective permittivity. It should be noted that different formulae regarding the effective width
and effective permittivity have been reported in the literature. A review of these is given in [66].
The chosen effective permittivity formulae here are based on the most accurate ones, taking into
account the conditions that have to be met for the formulae to be applicable.

4.3.1 Modified microstrip line model
In this model we use the equations suggested by Yassin and Withington [67] for superconducting
microstrip lines. In the previous more simple model, it was assumed that the longitudinal current
is uniformly distributed across the whole width of the effective strip. However, it is known [75]
the current density rises rapidly towards the edges of the strip. This will modify, for certain ge-
ometries, the kinetic inductance of the superconducting lines.
The current denisty has been simulated with the free student-version Ansoft Maxwell software,
for the actual dimensions used in this work. Due to the lack of possibility to define complex
conductivity or surface impedance in this program, Nb was treated with a real conductivity and
an equivalent negative dielectric constant. This equivalent dielectric constant can be easily cal-
culated by using the relevant Maxwell equation as follows:

∇×H = jωεE + σE
= jωεE + (σ1 − jσ2)E
= jω(ε− σ2/ω)E + σ1E (4.19)

where εequiv = ε − σ2/ω is the equivalent dielectric constant for the superconductor, which is a
negative value. The usage of a negative ε in the software is a point of uncertainty, since it is not
know whether the software’s calculation is reliable in this case. Nevertheless, it was used as it
should at least give us a clue of how the current distribution looks like. The simulated current
density distribution is shown in figure 4.5(a). We see that indeed the current density is very non-
uniform and therefore using Yassin’s model is justified.

Yassin’s model is based on a rigorous treatment based on conformal transformations for mi-
crostrip lines when modal dispersion can be neglected. In the frequency range of ALMA band
9 (600-720 GHz), the propagation wavelength inside the Nb microstrip lines is approximately
220 µm. Since this propagation wavelength is, in the worst case, more than 4 times larger than
the cross sectional dimensions of the microstriplines, modal dispersion can be neglected. The
model takes into account the thickness of the film and the non-uniform current distribution on
the top and ground plane, and is the most accurate analytical scheme available for calculating the
characteristics and losses in the microstrip lines.

In this model, the series impedance and shunt admittance per unit length are defined as fol-
lows:

Z = jωµ0g1 + 2g2(Zs1 + Zs2) (4.20)
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Figure 4.5: (a) Current density J simulated by Ansoft Maxwell for a cross section of a Nb super-
conducting microstrip line at a frequency of 600 GHz and temperature of 4.2 K. The thickness
of the top strip line and ground plane are 500 nm and 200 nm respectively. The SiO2 dielectric
layer is 250 nm thick and has a relative permittivity of 3.8 . The legend indicates the value of the
current density in arbitrary units. (b) Calculation of the fring factor Kf and K` in Yassin’s model
[67] as a function of top strip width for ALMA devices. The top strip and dielectric thicknesses
are assumed to be 500nm and 250 nm respectively.

Y = jωε
1

g1

(4.21)

where g1 and g2 are geometrical factors which characterize the particular transmission line. g1

parameterizes the geometry insofar as the external field in concerned and is defined as follows:

g1 =
td

WKf

(4.22)

g2 parameterizes the geometry insofar as the field penetrating inside the conductor is concerned
and is defined as:

g2 =
K`

W
(4.23)

Kf is the fring factor, and defines an equivalent strip width. It is a function of strip width W ,
strip thickness ts, and dielectric thickness td. Care should be taken not to use equation 4.12,
when using Yassin’s model. Exact analytical formulae for the calculation of Kf (W, ts, td) and
K`(W, ts, td) is two lengthy and will not be presented here as they are available in [67]. How-
ever, for the case of our microstrip lines, it has been calculated and is presented in figure 4.5(b).
We see that as the top strip width becomes smaller, the effects of the nonuniform current dis-
tribution become more apparent. Therefore, these factor will change the characteristics of the
high-impedance transformer and the tuning inductor much more than the low-impedance trans-
former.
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By knowing Z and Y all the properties of the microstrip line can be calculated. However, we
still need to find the surface impedances Zs1 and Zs2.

4.4 Surface Impedance
Non-ideal conductors have a surface impedance Zs which affects the characteristics of microstrip
lines. For a thin conductor film of thickness t, the surface impedance is defined for a sinusoidal
electric field Ex(z, ω) and current density Jx(z, ω) [69] as

Zs(ω) =
Ex

Hy

∣∣∣∣∣
z=0

=
Ex(0, ω)∫ t

0 dzJx(z, ω)
. (4.24)

The real part of Zs, called the surface resistance, accounts for microstrip losses and the imaginary
part, the surface reactance, contributes to the microstrip lie inductance.

4.4.1 Normal Conductors
When the electric field penetration depth is long compared to the electron mean free path, a local
equation can be assumed for the relation between J and E:

J = σE, (4.25)

where σ is the complex conductivity. If the thickness t of a conductor is not very much greater
than the field penetration depth, a filed on one side of the conductor penetrates partially through
to the other side. In this case, solving the Maxwell equations in the local theory, we obtain the
normal skin effect surface impedance [70, 71]:

Zs =
(jωµ0

σ

)
coth

[
t
√
jωµ0σ

]
. (4.26)

To be very accurate, evaluation of the surface impedance also requires boundary conditions re-
garding the scattering of electrons from the conductor surface to be taken into account.Tthe
procedure can be found in [69].
For normal metals the conductivity σn is a real value if we ignore the time relaxation effect.
However, for superconductors, this is not the case, as we will see next.

4.4.2 Superconductors
For superconductors the surface impedance should be calculated by using the general non-local
Mattis-Bardeen theory [72]. However, if the electron mean free path `e is much smaller than
the field penetration depth λ, that is, `e � λ, the local limit theory for metals in equation 4.26
can be used. The calculation can be simplified if the films are thick enough to use a bulk limit
approximation for the surface impedance. Actually, it was found [73] that if the thickness is
more than three times the superconducting penetration depth, the bulk limit solution is a very
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good approximation to the exact solution 1.
In order to calculate the complex conductivity of a superconductor to be used in equation 4.26,
we use the Mattis-Bardeen theory in the extreme anomalous limit (or extreme dirty limit) where
`e � ξ0 [33]. This is justified for our Nb microstrip lines, since `e ∼ 5 − 10 nm at 4.2 K
and ξ0 = 40nm .2 A complex conductivity σ = σ1 − jσ2 is conveniently introduced in this
approximation. σ is a function of frequency, temperature, and can be calculated if the energy gap
∆ and the normal-state conductivity at the superconducting transition temperature σn are known:

σ1

σn

=
2

h̄ω

∫ ∞

∆
[f(E)− f(E + h̄ω)]g(E) +

1

h̄ω

∫ −∆

∆−h̄ω
[1− 2f(E + h̄ω)]g(E)dE, (4.27)

σ2

σn

=
1

h̄ω

∫ ∆

∆−h̄ω

[1− 2f(E + h̄ω)][E2 + ∆2 + h̄ωE]

(∆2 − E2)1/2[(E + h̄ω)2 −∆2]1/2
dE, (4.28)

where f(E) is the Fermi function:

f(E) =
1

1 + eE/kBT
(4.29)

and

g(E) =
E2 + ∆2 + h̄ωE

(E2 −∆2)1/2[(E + h̄ω)2 −∆2]1/2
. (4.30)

The first integral in equation 4.27 represents the conduction of thermally excited normal elec-
trons, while the second integral accounts for the contribution of photon-excited quasi-particles
and is zero for h̄ω < 2∆. σ2 describes the effect of superconducting paired electrons (Cooper
pairs). The lower limit on the integral for σ2 becomes −∆ when h̄ω > 2∆.

The value for σn for Nb depends critically on the material quality and conditions that it was
made with. DC Measurements of conductivity for films of 200 nm and 500 nm thickness, yields
values around 2.4×107 S/m. However, we suspect that the Nb film growth does not yield uniform
quality across the thickness - at least within the first 50 nm. Therefore since DC measurements
will give an average of the conductivity across the film, it is not the correct value to be used
for the calculation of the complex conductivity. The effect of this on the simulations will be
explained later.

Figure 4.6 shows the calculated complex conductivity σ = σ1−jσ2 as a function of frequency
for Nb at 4.2 K. We can see that at the Nb superconducting gap frequency (fg = 2∆

h
' 680 GHz),

σ1 rises rapidly due to the addition of the quasi-particles to the normal electrons.
Now having calculated the complex conductivity, we can place it in the normal skin effect

formula (equation 4.26) to calculate the surface impedance. In figure 4.7, the real and imaginary
parts of Zs for Nb at 4.2 K are plotted. Note the real part of surface impedance increases sharply
at the Nb gap frequency.

1In this work, the thickness of the top strip line in the microstrip lines is larger than 3 times the penetration depth.
But for the ground plane, this is not the case.

2`e has been measured from resistivity measurements of Nb. Since the ρ`e product is approximately constant in
bulk metal [?], `e can be calculated.
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Figure 4.6: Calculated normalized complex conductivity σ/σn = (σ1 − jσ2)/σn for supercon-
ducting Nb at 4.2 K. The energy gap is 2.8 meV. The Nb normal-state conductivity σn just above
the transition temperature 9.2 K, is measured 2.4E7 S/m (4.2 µΩ-cm).

Figure 4.7: Calculated real and imaginary parts of surface impedance Zs for a 0.5 µm thick Nb
layer at 4.2 K. Note the sharp increase in the real part at the superconducting gap frequency (680
GHz).
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4.5 Calculation of RF coupling efficiency
The goal in tuning circuit design is to achieve optimum RF coupling efficiency in the frequency
band of interest. Often it is necessary to optimize the design using computer-aided programs.
There are commercial software like Advanced Design System (Agilent EEsof Inc.) for circuit
simulation and optimization. However, these programs do not have the capability to deal with
superconducting transmission line parameters. They calculate the conductor losses using the
normal skin effect in normal metals , while we need to use as input the complex conductivity in
the extreme anomalous limit for Nb. It is possible to convert the superconducting parameters into
equivalent normal-metal parameters to utilize these programs, however since it is not possible to
use frequency dependant conductivity in these programs, it becomes extremely time consuming.
Nevertheless, this has been done with Advanced Design System to some extent, and reasonable
results were obtained. These results will be presented later in ??.

However, to avoid this, we have developed our own simulator program, in which supercon-
ducting transmission lines are modeled using the models discussed in previous sections. The
program was originally written in Mathematica, but was later rewritten in MATLAB. This pro-
gram is based on two-port network analysis of microwave circuits, which will be described now.

4.5.1 Two-port network analysis of microwave circuits
A microwave circuit can be modeled as a collection of two-port networks that are connected
in series, parallel or cascade. In figure 4.8(a) a two-port network with voltage and current at
each port is represented. Note the direction of the currents defined. The relationship between

Figure 4.8: (a) A two-port network. (b) A cascade connection of two-port networks.

the currents and voltages can be defined in many ways. But there is one specific way that will
always be possible, and that is the ABCD matrix (or T for transmission matrix) representation:[

V1

I1

]
=

[
A B
C D

] [
V2

I2

]
(4.31)
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For a specific circuit, the parameters A,B,C,D can always be calculated. For example, for a
transmission line with characteristic impedance Zc, propagation constant γ, and length L, the
matrix is:

Ttransmission−line =

[
cosh (γL) Zc sinh (γL)

1/Zc sinh (γL) cosh (γL)

]
(4.32)

In a cascade system like in figure 4.8(b), the total transmission matrix is the multiplication of the
individual matrices:

T = T1T2 (4.33)

Now consider a system shown in figure 4.9. This is a schematic representation of the actual
RF equivalent circuit for our SIS mixer. The source impedance, which is actually impedance of
the antenna, the waveguide, and the probe point shown in figure 2.11, has an impedance with
a real and imaginary component, Ra and Xa respectively. The SIS junction has a resistance of
Rj which is approximately equal to its normal-state resistance Rn, and a geometrical capaci-
tance Cj . In between, there are tuning circuits which are basically lossy transmission lines, with
characteristic impedance Zc1 to Zcn, and propagation constants γ1 to γn. The elements inside
the network indicated with dashed lines, will have an equivalent T matrix. The RF coupling

Figure 4.9: Schematic circuit of an SIS mixer, including the tuning circuits.

efficiency between the source and the load (Rj), is defined as the ratio of the power delivered to
the load (Pload) to the power available from the source (Pavs) - the maximum power that can be
delivered to the network:

ηRF =
Pload

Pavs

(4.34)

In order to calculate this, we have to solve equation 4.31, plus the two equations describing the
outside of the network. By doing this, we get:

Pload = 1/2(V2I
∗
2 ) =

1/2RjV
2
s

|ARj +B + CRaRj +DRa|2
(4.35)
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The source will deliver maximum power to the network, when the network is conjugately matched
with the source. In that case:

Pavs = 1/2
(Vs/2)2

Ra

=
V 2

s

8Ra

(4.36)

Therefore, the RF coupling efficiency of the mixer is:

ηRF =
4RaRj

|ARj +B + CRaRj +DRa|2
. (4.37)

The frequency dependent source impedance Zs = Ra +jXa, should be separately calculated and
used as an input to the program. The calculation of the source impedance, requires simulation
of the horn antenna, waveguide, and probe point with a high-frequency field simulator. We have
used Ansoft HFSS and Microwave Studio for this purpose, as will be discussed next.

4.5.2 RF source impedance
The RF source impedance, is the impedance seen when from the probe point and away from the
junction (Figure 2.11 and 2.12). This is regarded as Zs = Ra+jXa in figure 4.9, and was initially
calculated using Microwave Studio. Later, a more accurate simulation using Ansoft HFSS (High
Frequency Structure Simulation) was performed. Both these programs use the finite element
method in 3 dimensions and solve numerically for the fields inside and outside the conductors.
Since the probe point is integrated on the chip and is made out of superconducting Nb, none of
these programs can correctly simulate this component. A perfect-metal approximation has been
made for the probe point, so that its effect on the fields inside the waveguide can be approximately
taken into account in Microwave Studio and HFSS. However, this approximation is only valid

Figure 4.10: RF source impedance calculated with Microwave studio and HFSS. The impedance
includes the impedances of the probe point, waveguide, and horn antenna.

for frequencies below the Nb gap frequency where the losses are negligible, and therefore more
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accurate simulation of the probe point itself is still a point of concern for the modeling. Several
designs for the probe point were made to increase the RF bandwidth and coupling. The design
of the horn antenna and waveguide are fixed and have only one design. Figure 4.10 shows the
RF source impedance used in our computer program to calculate the RF coupling efficiency. It
can be seen that in the frequency range 600-720 GHz, there is quite a difference between the two
simulations, especially in the real part which determines the loss. The effect of the two different
source impedances on the RF coupling efficiency simulations is large, and is still a point of
concern for us. However, due to the easier access to HFSS we will use its results throughout
the thesis. It should be noted that such commercial programs are designed for the microwave
frequency range, and not for the THz frequency range, and therefore do not have the required
accuracy. The simulated RF source impedance is used as input to our program to calculate RF
coupling efficiency.

4.6 Initial tuning circuit design for ALMA band 9
The initial design for the microstrip tuning circuits for ALMA band 9 (600-720 GHz), was based
on a previous design work that has a long history behind it. We will not introduce this history
here; instead we will directly go to presenting the specifications.

ALMA band 9 was based on Nb/AlOx/Nb SIS junctions integrated with Nb microstrip line
tuning circuits. The nominal design values for the SIS junction parameters and the tuning circuit
material parameters are given in table 4.1. These parameters are based on the material fabrication
capabilities and technology at that time. The tuning circuit geometry used in ALMA band 9 is

Table 4.1: Initial Nb/AlOx/Nb SIS junction and Nb tuning circuit design parameters for ALMA
band 9.

SIS junction parameters
Rn 25 Ω
Cs 80 fF/µm2

A (area) 1.0 µm2

RnA 25 Ωµm2

Cj 80 fF
Vg 2.8 mV

Jc at T=4.2 K 8.4 kA/cm2

Nb Tuning circuit material parameters
σn at 10 K (DC) 1.3× 107 S/m
Vg at 4.2 K 2.8 mV
εr (SiO2) 3.8

Tc 9.25 K
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shown in figure 4.11. There are eight geometrical parameters, namely L1 and W1 for the high
impedance transformer, L2, W2, LA, and LB for the low impedance transformer, and L3 and W3

for the tuning inductor. Based on these parameters, two main different sets of geometries were
designed: the “tapered design” and the “non-tapered design”. In the latter, LA = 0 and LB = 0,
reducing the parameter to 6. The values for the two main design geometries are presented in
table 4.2. However, as it will become clear later, many different parameter variations, either

Figure 4.11: The tuning circuit geometry for ALMA band 9. Initially, two different designs
depending on whether LA = LB = 0 (non-tapered) or LA = LB = 6.6µm (tapered) were made.

Table 4.2: Initial tuning circuit geometries for for ALMA band 9.

Tapered Tapered high-shifted Tapered low-shifted Non-tapered
L1 ×W1 (µm× µm) 34× 6 34× 6 34× 6 41× 4.8
L2 ×W2 (µm× µm) 19.8× 56 19.8× 56 19.8× 56 30× 37
L3 ×W3 (µm× µm) 5× 6.5 5× 7.5 5.5× 5.5 8.5× 6.5

LA (µm) 6.6 6.6 6.6 0
LB (µm) 6.6 6.6 6.6 0

td (nm) (SiO2) 250 250 250 250
ts (nm) (Nb) 500 500 500 500
tg (nm) (Nb) 200 200 200 200

in material parameters or in geometrical parameters, exist during the fabrication. As a result,
the behavior of the coupling efficiency ηRF , will change, shifting or reducing the bandwidth.
To overcome this problem to some extent, two extra designs, namely the “high-shifted” and the
“low-shifted” designs, were added to the initial tapered design. These two extra designs, differ
in L3, W3 or both, compared to the initial design. It was found that changing the tuning inductor
length or width (L3 or W3) by a small amount, has a significant influence on the position of the
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center frequency of ηRF , therefore allowing us to tackle the problem by compensating the param-
eter variations in this way. But as a trade off, more devices have to be fabricated and measured,
to find a suitable candidate.

Simulations of the four designs presented in table 4.2 are shown in figure 4.12. We can see
that for the tapered designs, non of the designs really cover the full bandwidth of 600-720 GHz
sufficiently. As for the non-tapered design, the bandwidth coverage is better on the lower side,
but becomes worse on the higher side compared to the tapered designs. Moreover, the coupling
efficiency is also lower in the non-tapered, meaning that more of the signal power is lost, causing
an increase in the equivalent input noise power of the receiver. As a result, optimization of the
tuning circuit dimensions has to be performed, in order to get the full potential out of the circuit.
This will be the subject of chapter 5.

Figure 4.12: Initial simulations for the RF coupling efficiency using parameters from table 4.1
and 4.2 for ALMA band 9 and the design equations described in section 4.3. Four different
designs given in table 4.2 are indicated. The desired bandwidth and frequency range is indicated
in red.

4.7 Influence of parameter variations in RF coupling efficiency
In this section we will look at some of the important variations that can occur either in material
parameters or geometrical parameters, which can affect the RF coupling efficiency bandwidth,
absolute value, or both. Most of the times it is a combination of bandwidth and absolute value
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that occurs. Because of the very complicated behavior of the RF coupling that originates from
the non-linear behavior of the Nb tuning circuits and the source impedance, it is very difficult to
predict the effect of these variations, without doing a simulation.

4.7.1 SIS junction properties variations
The SIS junction is subject to some variations which will be described here. These include vari-
ations in the junction capacitance Cj , junction normal-state resistance Rn and junction critical
current density Jc.

Variations in Cj can occur as a result of variations is the specific capacitance Cs of the junc-
tion. The nominal value for Cs in our designs is 80 fF/µm2. Small changes in the oxidation time
of the AlOx barrier growth, performed during the trilayer deposition (section 3.3), have a linear
influence on the thickness of the AlOx, which translates into variations of Cs defined in equation
2.12. If the junction area is kept constant, and the thickness reduced, Cj increases, causing a
shift in the RF coupling to the left. On the other hand, Rn decreases. Since the RnCj product
is exponentially dependant on thickness, it will reduce exponentially, causing a reduction in the
maximum attainable bandwidth. A change of ±5fF/µm2 in Cs is very probable. It should be
noted that variations in Cs can happen between different fabrication runs, but do not happen be-
tween different devices in one batch.

Variations inCj can also occur as a result of variations in the junction area. This can be caused
by inaccuracy in the junction resist patterning (section 3.3) resulting in an area between 0.9×0.9
and 1.1 × 1.1µm2. This translates into capacitance variations of ±20% around 80fF. However,
the RnCj product will remain constant, not changing the maximum attainable bandwidth. But
the observed bandwidth will change. This shown in figure 4.13(left).

Figure 4.13: Influence on the RF coupling due to: (Left) Change in junction capacitance due to
variations in junction area of ±20% around the design value of 1 µm2 (Cj = 80 fF). (Right)
Change in junction resistance Rn due to variations in junction area, assuming a constant Cj .
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As a result of junction area variations or barrier thickness variations, Rn and Cj both change
as was discussed above. However, an evaluation of the effect on RF performance due to variations
in Rn alone (assuming that somehow Cj stays constant), shows that this will only cause minor
changes in the absolute value of RF efficiency, and much less in the bandwidth. This shown in
figure 4.13(right).

4.7.2 Geometrical variations
A number of geometrical parameter variations exist that can occur during the fabrication of the
devices, or the installation of the devices.
In picture 4.12 we saw that for small variations in the length or width of the tuning inductor piece
(L3 and W3 in figure 4.11) as small as 1 µm, the RF coupling efficiency value and bandwidth
can change dramatically. However, since electron-beam lithography technology is used for the
fabrication of the devices (section 3.3), the intrinsic error in length and width size for the tuning
circuit, is governed by the alignment accuracy of the two masks, and not by the e-beam writing
itself. In this work, the alignment accuracy is around 100 nm. Therefore, we can safely assume
that variations is tuner dimensions are too small to have a major effect on the RF coupling.

Figure 4.14: (a)The actual substrate channel in the copper mixer block with a device in it. (b) and
(c) Change in source impedance as a result of vertical positioning error in the channel (dashed)
or thickness error of the quartz substrate (dotted).
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A very important geometrical error that is responsible for unwanted variations in the RF
coupling efficiency, occurs when the SIS devices are mounted in the substrate channel in the
waveguide. The waveguide and substrate channel are shown in picture 2.11(a). The actual sub-
strate channel in the copper mixer block is shown in figure 4.14(a) with the device in the channel.

Two factors play a role in the accuracy of the mounting. The first is the accuracy with which
the diced device (mixer chip) is mounted in the channel substrate. The reported accuracy for
positioning the device exactly in the middle is ±20µm. The change in source impedance as a
result of 20µm vertical shift in the channel is shown in figure 4.14(b) and (c) with dashed lines.
The corresponding effect in RF coupling efficiency is shown in figure 4.15 with dashed lines.
The second, is the accuracy with which the quartz substrate of the device is made thinner. The
original thickness of quartz during fabrication is 200µm. Before mounting, the thickness is
reduced to a nominal design value of 40µm. The reported accuracy of this step is ±10µm. The
change in source impedance as a result of 5µm thinner substrate is shown in figure 4.14(b) and
(c) with dotted lines. The corresponding effect in RF coupling efficiency is shown in figure 4.15
with dotted lines.

Figure 4.15: The effect on coupling efficiency as a result of vertical positioning error in the
channel (dashed) or thickness error of the quartz substrate (dotted).

The error due to device positioning in the channel or substrate thickness reduction, is the
most prominent error that we suspect, and is based mostly on human error. The error can be
reduced to some extent, but will remain as a fact that has to be considered in the design of tuning
circuits. As a result, the design bandwidth has to be larger than the required bandwidth, in order
to be less sensitive to this error. However, because of the intrinsic limit in bandwidth due to the
RC product of Nb/AlOx/Nb junctions which is reported to be approximately 100 GHz [78], it is
difficult to cope with this problem for the case of ALMA band 9 bandwidth which is 120 GHz.
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4.7.3 Film properties variations
An important, yet not well studied variation, is the gradual change in the superconducting energy
gap (2∆) in the Nb films. When the ground plane and wiring layers are deposited (section 3.3),
depending on the intrinsic mechanism of Nb growth as well as the underlying substrates that they
grow on, the quality of the Nb crystallinity gradually increases with growth. In the microstrip
lines used in this work, the current density strongly increases when we go towards the dielectric
layer (figure ??(a)). The effect is that the current in the top strip will see mostly the low qual-
ity Nb layers, while in the ground plane it will see mostly higher quality layers. Therefore, we
suspect that this will have an influence on the modeling, especially regarding the top strip. It
is not easy to find out what the exact influence is on the coupling efficiency, however, we can
assume that an equivalent superconducting gap ∆eqv can be defined. In figure 4.16(left) the cou-
pling efficiency has been calculated for different equivalent gap voltages of the top strip line. An

Figure 4.16: Influence on the RF coupling due to: (Left) variations in the superconducting gap
energy (2∆ = eVgap) in the top strip of the microstrip lines, assuming for the ground planes a
gap of Vgap = 2.8 mV. (Right) variations in the normal-state conductivity of Nb films.

evaluation of the gradual change in properties of the Nb layers along with transmission electron
microscopy (TEM) pictures are given in section 4.7.4.

Another important parameter that has a large influence on the modeling, is the conductiv-
ity of Nb films. For the same reasons described above for the variations in the energy gap, the
normal-state conductivity σn of the film changes gradually. The effect has been shown in figure
4.16(right) for three different normal-state conductivity values. In order to confirm this hypoth-
esis, measurements have been done on Nb layers of different thickness, which will be the next
topic.

4.7.4 Nb film quality evaluation
In order to critically evaluate the quality of the Nb films used in the microstrip lines, samples of
Nb with different thicknesses were prepared on top of 250 nm of SiO2 which itself was on top
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of 200 nm Nb. A Si (111) wafer was used as the substrate. The cross section of the structure is
thus exactly the same as the actual microstrip lines used in ALMA band 9 devices. The depo-
sition method used was the same as ALMA devices. Four-point probe Resistance-Temperature
curves of these samples were taken to extract values of resistance at 10K and 300K, Tc, and
RRR. The data is presented below. The relative error in the presented values of resistivity is less
than ±8%. In figure 4.17(a) and (b) we clearly see a sharp increase in resistivity and decrease

Figure 4.17: Influence on the RF coupling due to: (Left) variations in the superconducting gap
energy (2∆ = eVgap) in the top strip of the microstrip lines, assuming for the ground planes a
gap of Vgap = 2.8 mV. (Right) variations in the normal-state conductivity of Nb films.

in conductivity in the films starting at around 30-40 nm. In figure 4.17(c) we see a degradation
of the film quality indicated by the residual resistivity ratio (RRR) value. The RRR value is the
ratio of the resistivity at 300K to the value at 10K. This a direct indication of the amount of
“dirtiness” of the films, since it is inversely proportional to the resistivity caused by processes
other than thermal scattering, like impurity scattering. In figure 4.17(d), we see a decrease in Tc

which could indicate a decrease in the energy gap ∆, mentioned before. Further evaluation was
made by taking transmission electron microscope (TEM) pictures of the sample cross section.
This is shown in figure 4.18. In figure 4.18(a), the crystal grains have random orientation caused
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Figure 4.18: Bright-field transmission electron microscope pictures of Nb/SiO2 and Nb/Si cross
sections in microstrip lines [77]. (a) A gradual change in Nb crystal structure is observed. The
grain size increases as we move to higher positions, indicating better Nb quality. The crystal
structure of the grains has random orientation caused by the roughness of the SiO2 layer. (b)
There exists columnar crystal structure, probably indicating better Nb quality.

by the roughness of the underlying sputtered SiO2 layer. This was further justified by looking
at the diffraction patterns of the crystal (not shown here), indicating random orientation of the
grains [77]. Moreover, the grain size increases as we move to higher positions, indicating better
crystal structure there. Therefore, we think that the crystal quality as well as the surface rough-
ness of the SiO2 layer, might be a cause for an increase in resistivity when thickness is reduced.
Another source that might be responsible for this increase, is the well-known destructive effect
of oxygen impurity on Nb superconductivity [76]. We suspect that oxygen can be sucked from
the underlying SiO2 layer, since Nb is a very good gettering agent for oxygen. However, this has
not been confirmed in our case.

From the resistivity measurements and the TEM pictures, it can be concluded that the DC
measured value for conductivity in the Nb film, is an average of the position-dependent conduc-
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tivity over the thickness of the film t:

σDC =
∫ t

0
σ(t′)dt′/t (4.38)

Therefore, using this value in the Mattis-Bardeen formula (equations 4.27 and 4.28) will not
provide us with the correct complex conductivity, since the assumption there is a constant bulk
value for σ. Moreover, an evaluation of an equivalent energy gap (∆eqv) is also needed, and is
as important as the conductivity. A solution to this problem is out of the scope of this work.
Therefore, we will assume a gap of 2.8 meV for both conductors, and further use a value for
conductivity that fits best to our simulations of the RF coupling, as this is the best we can do for
now. This “effective conductivity” will to some extent include the problem of gap variation too.
The best value for conductivity that agrees with simulations and measurements of RF coupling,
has been found to be σn = 1.0× 107 S/m.

4.8 Practical modeling considerations
All the effects described in the previous sections, were intrinsic to the devices themselves. How-
ever, when we start measuring the RF coupling efficiency, the measurement instruments will
interfere with the coupling, and will alter the shape, bandwidth, and absolute value of ηRF . In
order to be able to compare the simulation results with the measurements, these “outside” effects
need to be taken into account. Therefore, we will first briefly look at how the RF coupling mea-
surement is done. Then we will evaluate the effect of the optical elements in the measurement
setup, the atmospheric interference, and the variable quantum sensitivity of the SIS junction on
the coupling.

4.8.1 RF coupling efficiency measurement technique
Because of the very high working frequency of SIS mixers, the conventional microwave instru-
ments are not able to perform measurements of the frequency response on these devices. Instead,
measurement techniques from optics are used. The technique is called Fourier transform spec-
troscopy (FTS) and is basically a slightly changed Michelson interferometer.
In a Michaelson interferometer, the incoming radiation is split into two beams, and then coher-
ently recombines them to produce the output beam. Interference effects are produced by varying
the relative length of optical paths traveled by the separated beams. This path difference is con-
trolled by a moving mirror in one of the beam paths. The output beam intensity is modulated by
the path length difference δ. Let’s assume the source has a spectrum intensity Sin(σ) where σ
is the wave number (inverse of wavelength λ). Then the output beam spectrum intensity will be
equal to

Sout = Sin(σ)(1 + cos(2πσδ))const. (4.39)

The total output power will therefore be:

I(δ) = const
∫ ∞

0
Sin(σ)(1 + cos(2πσδ))dσ. (4.40)
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We can find the spectral information of the input beam by taking the inverse Fourier transform
of the measured output power:

S(σ) = const
∫ +∞

−∞
[I(δ)− 1/2I(0)] exp (−j2πσδ)dδ. (4.41)

where I(0) the maximum output power. The intensity as a function of path difference I(δ) −
I(0) is called an interferogram. The inverse fourier transform of the interferogram is called it’s
spectrum.
This technique measures the spectrum of the radiation source itself. However, we need the
spectral response of our system. In order to use this, we change the source into a constant-
intensity source over frequency (perfect black-body), and use our SIS device as the detector.
This means that we operate the SIS device in direct detection mode as described in section 2.2.1.
In this mode, the change of current is measured in the output. Therefore we can write:

∆Idc(ω) = Ri ηRF ηopt ηatm Ps. (4.42)

where Ri is the junction responsivity, ηRF is the RF coupling efficiency, ηopt is the optical cou-
pling of all the optics in the system, ηatm is the atmospheric coupling (or transmission), and Ps

is the source spectrum, which is constant over frequency (delta function in frequency domain).
From equation 4.42 it is obvious that by correcting the spectrum for ηopt, ηatm and Ri, we can
obtain the RF coupling efficiency ηRF , and thus knowledge about the tuning circuits. These cor-
rections will be made on the simulation results rather than the measurements. The reverse is also
possible, but we prefer this way. A typical interferogram using an SIS junction as the detector
along with the raw measured spectrum is shown in figure 4.19. Since no absolute calibration is
available for the FTS, we cannot extract the absolute value of the RF coupling. But it is very
useful for information about the shape and bandwidth of the response.

Figure 4.19: (a) A typical interferogram. (b) The frequency response (FTS). The data was ob-
tained for batch SIS2311-G06 of a Nb SIS device.
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4.8.2 Correction for optical elements
In order to split the source beam in an FTS measurement system, a beam-splitter is used. The
beam-splitter used for our measurements is made of thin 50µm Mylar film that is put in a 45◦

angle with the incoming source beam. The beam-splitter transmission efficiency is a periodic
function of frequency and can be calculated if the index of refraction, the thickness of the film
and beam-spitter angle are known. The index of refraction for Mylar has been measured for
frequencies between 500-900 GHz [79], and is reported n=1.74. Using this data, the beam-
splitter transmission efficiency is calculated and is shown in figure 4.20(left).
The window used in front of the cryostat is a 125 µm Mylar film at 90◦ angle. There exists
also a heat filter made of solid Teflon (PTFE) that has a reported permittivity between 1.95-2.05
[80]. We will use a value of n=2.0. The transmission efficiency of the combination of these three
optical elements is shown in figure 4.20(right).

Figure 4.20: (Left) Transmission efficiency for the Mylar beam-splitter used for measurements.
(Right) Transmission efficiency for all the important optical elements in the measurement setup
(beam-splitter, cryostat window, heat filter).

4.8.3 Atmospheric transmission efficiency
In the FTS measurement setup, the optical beam passes through the laboratory atmosphere. This
path length is approximately 1 meter. Previously, in sections 1.1 and 1.1.2, the effect of the
earth’s atmosphere on submillimeter radiation was discussed. However, those graphs are for the
zenith transmission through the 1000 kilometer thick atmosphere. in our measurement, we have
only one meter of air path that needs to be taken into account. We made accurate simulations
of the atmospheric transmission using the ATM program provided by Dr. Pardo [81]. The
transmission efficiency for the typical lab atmosphere (990 mb, 20◦C, 40% humidity) is shown
in figure 4.21(a).
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4.8.4 Frequency dependant responsivity
In section 2.2.1, the responsivity of an ideal SIS junction was shown to have a 1/f frequency
dependence. For a non-ideal SIS junction, the quantum efficiency ηQ < 1. The effect is that the
responsivity will decrease, but will still have a 1/f dependence. The implication is that when
measuring an FTS curve for an SIS junction, the spectrum is multiplied by ηQ/f . This can be
taken into account in the simulations by multiplying the simulated RF coupling efficiency by
1/f . Such corrections have been also been reported in [82]. The calculated responsivity for an
ideal SIS junction is shown in figure 4.21(b).

Figure 4.21: (a) Atmospheric transmission for 990 mb, 20◦C, and 40% humidity, for 1 meter of
optical path length in the lboratory. (b) Calculated responsivity of an ideal SIS junction.

4.9 Final modeling and measurement results for ALMA batch
SIS2311 devices

In this section, the simulation results, measured FTS responses, and I-V characteristics for de-
vices from two measured sectors in fabrication batch SIS2311 are presented. The results are
summarized in figure 4.22.
The geometries of the tuning circuits used for the devices in figure 4.22 are all of the higher-

shifted type. The geometries of 5 sectors are given in table 4.3.
The material properties of the Nb layers as well as the dielectric layer are given in table 4.4.
The value measured by the four-point probe technique for the DC conductivity (σn) is for lay-
ers of 200nm and 500nm thick. However, as was explained in section 4.7.4, this value is not
representative of the correct normal-state conductivity to be used for surface impedance calcu-
lations. The σn,eqv value that is used instead, was found by trial and error. Nevertheless, it is
close to expected values for lower quality sub-layers of Nb, reducing the equivalent conductivity
(section4.7.4).

The properties of the 5 SIS junctions, are listed in table 4.5. From this table, and from figure
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Table 4.3: Geometries of the tuning circuits for SIS2311 sectors A,B,C,D, and E.

Normal Higher shifted Lower shifted
L1 ×W1 (µm2) 34× 6 34× 6 34× 6
L2 ×W2 (µm2) 19.8× 56 19.8× 56 19.8× 56
L3 ×W3 (µm2) 5× 6.5 5× 7.5 5.5× 5.5

LA (µm) 6.6 6.6 6.6
LB (µm) 6.6 6.6 6.6

td (nm) (SiO2) 250 250 250
ts (nm) (Nb) 500 500 500
tg (nm) (Nb) 200 200 200

Table 4.4: Layer material properties for SIS2311 devices.

σn (DC) at 10 K 2.4× 107 S/m
σn,eqv at 10 K 1.0× 107 S/m
Vg at 4.2 K 2.8 mV
εr (SiO2) 3.8

Tc 9.25 K

Table 4.5: SIS junction properties for selected SIS2311 devices.

Device 2311A24 2311A28 2311A39 2311B29 2311B38
Rn (Ω) 23.6 23.8 23.8 22.7 22.8

Cs (fF/µm2) 80 80 80 80 80
RnA (Ωµm2) 24.5 24.5 24.5 24.5 24.5

A (µm2) 1.04 1.03 1.03 1.08 1.07
Cj(fF ) 83.2 82.1 82.8 86.3 86.0
Vg(mV ) 2.8 2.8 2.8 2.8 2.8

4.22(f), we can conclude that the repeatability in SIS junction properties is high. Results in table
4.4 also show that similarity in tuning circuit material parameters is excellent. However, figure
4.22(e) shows that despite these similarities, the RF coupling (FTS responses) is varying over a
range of approximately 30 GHz over the bandwidth. This variation is too high to be attributed
to errors caused by fabrication tolerances, as simulations also show that changes in for example
Cj (which is the most probable fabrication error), cannot compensate for the shifts seen. More-
over, fabrication errors tend be be uniform across the wafer, while the variations seen in the FTS
measurements are scattering randomly. These results indicate that the mounting accuracy of the
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devices, and the substrate thickness accuracy, are the most prominent factors that cause the scat-
tering in the measured RF coupling efficiencies.

The implication of the scattering in the measured responses, is that it would be very difficult
to fabricate devices which cover the full bandwidth. This has been indicated in figure 4.22(e)
by the full-width half-maximum (FWHM) line. We see that the response at lower frequencies
is not covering the bandwidth. Only device SIS2311-B29 is close to doing this. The effect
of this insufficient coupling becomes apparent in the measured noise temperature. The noise
temperature of four devices is shown in figure 4.23. A direct relation between the higher noise
and lower RF coupling efficiency at lower frequencies is observed.

Despite all this said, the accuracy of the RF coupling efficiency simulations are higher than
expected, which is a justification for the modeling technique and formulae used. Further increase
in predictive modeling accuracy requires that all the variations - at least the major ones - be
eliminated before further progress can be made. Otherwise, predictive modeling, more than
what is presented, would not make much sense. However, there is still an important conclusion
that can be made by looking at the acquired bandwidth in figure 4.22(e) with the current design:
despite the scattering, optimization of the tuning structure dimensions can be done in order to get
the response centered across the desired bandwidth. Higher possible bandwidth and an increase
in the absolute value of coupling might also be possible by optimization. This is the subject of
the next chapter.
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Figure 4.22: (a),(b),(c), and (d) show simulation results for the RF coupling efficiency performed
using the modified model (Yassin’s model) described in section 4.3.1 and the modification ex-
plained in section 4.8. The parameters used are from tables 4.3, 4.4, and 4.5. Figure (a) also
includes the atmospheric transmission efficiency in black dotted lines. The measured FTS results
are indicated for two cases: in green, when magnetic field is applied to suppress the Josephson
curent, and in red when it is not applied. Figure (e) shows all the measured FTS results for five
nominally identical devices. The shaded area shows the required bandwidth, and the full width
half maximum line is indicated. Figure (f) shows the I-V characteristics for the five devices,
with a summary of the important properties. The dotted curve is for when magnetic field is not
applied.
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Figure 4.23: Noise measurement results for three devices from batch SIS2311, and one an older
design. We see a sharp increase at lower frequencies in noise, which corresponds to lower RF
coupling efficiencies. The results are not corrected for added noise due to other elements in the
mixer.
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Chapter 5
Optimization of SIS mixer RF coupling
efficiency and bandwidth

5.1 Optimization requirements
In the design of the SIS mixers discussed in this thesis, the RF tuning circuits were used to
couple the radiation efficiently to the SIS junction. In order have efficiency and sensitivity in
the mixers, three important factors exist that need to be optimized: the input noise temperature
of the receiver, the RF coupling bandwidth of the receiver, and the output IF bandwidth. The
optimization of the noise temperature, translates (partly) into finding the maximum value for the
RF coupling efficiency in the detection band. The higher the coupling, the lower the losses, the
lower the equivalent input noise. The optimization of the RF bandwidth of the receiver, trans-
lates (partly) into optimization of the RF bandwidth of the tuning circuits. The optimization of
the output IF bandwidth, translates into optimizing the coupling efficiency between the IF am-
plifier and the output IF impedance of the SIS mixer. The first two optimizations have been done
in this work (RF bandwidth and RF coupling efficiency).

In order to perform these optimizations, a two-dimensional function has to be optimized:
~f = [f1(x1, . . . , xn) , f2(x1, . . . , xn)], where f1 is the RF bandwidth and f2 is the RF coupling
efficiency. Figure 5.1 shows the two functions f1 and f2. They are functions of many material
and geometrical parameters like the thicknesses of the Nb and SiO2 layers, and the lateral di-
mensions of the microstrip lines, and the dimensions of the waveguide and probe point. Most
of these parameters were discussed in the previous chapters, and their effect on the behavior of
RF coupling efficiency was modeled. However, we will only use the tuning circuit geometry for
optimization, as it is the easiest and most accessible way.

In our tuning circuit designs, we have eight dimensions to optimize: L1, L2, L3, W1, W2,
W3, LA, and LB . These are shown in figure 4.11. We can choose to put LA = LB = 0, which
reduces the dimensions to six. These eight parameters produce a huge eight dimensional search
space which can easily get out of control. Measures have to be taken for this, like searching in
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Figure 5.1: The two functions f1=RF bandwidth, and f2=RF coupling efficiency, which need to
be optimized.

discrete steps. This will be described in section 5.2.1.

5.1.1 Optimization criteria
In order to optimize a function, some criteria have to be defined which can access the optimiza-
tion results. We will define these criteria as follows.
In figure 5.1(a), the RF coupling efficiency has been normalized to its maximum value. We can
define the criteria to optimize the bandwidth, as the area under the curve (area1), and above 50%
relative coupling, between 600 to 720 GHz. By changing the parameters to obtain a maximum
for area1, we optimize the bandwidth. In this process, the absolute value of the coupling effi-
ciency is also likely to be optimized to some extent; however, less than the bandwidth.
In figure 5.1(b), the absolute value of coupling has been shown. We can define the criteria to
optimize the coupling efficiency, as the area (area2) under the curve, between 600 to 720 GHz.
In this process, the bandwidth is also likely to become optimized; however, less than the coupling.

In the ideal case, for optimizing both bandwidth and coupling, we have to maximize both
area1 and area2. However, because of the practical difficulty and extensive time required to do
so, we have chosen to maximize area2. In this process, we will also have an eye on the value of
f1, meaning that we fine-tune for that manually.

Now that we have a function to maximize (area2), we are faced with the classical problem of
finding the absolute maximum of a given function over an allowed range, that is, practical and
non-negative dimensions. In the most general case, this problem does not have a straight forward
and fast solution other than checking the function over the whole range. This is especially true
for complicated, non-analytical functions. This method, named the ‘brute search technique’, will
be used in section 5.2.1.
Another method, is to find the local maxima of the function, and then choose the absolute maxi-
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mum out of them. Fortunately, the problem of finding local maxima in a given range is possible
by using specific mathematical search algorithms. This method, named the ‘smart search tech-
nique’, will be used in section 5.2.2.

5.2 Optimization techniques

5.2.1 Brute search optimization technique
In this technique, the six or eight dimensional space of the tuning circuit geometrical parameters
is searched for finding the maximum area under the coupling efficiency curves. Let’s assume that
we are limited to a certain search space. We divide the search space for the nth length or width
into an steps. This will create a space of

∏8
n=1 an elements, in each of which the function has to

be evaluated. After all these function evaluations, we can find the maximum value by a normal
maximum search in the generated set of values.
As an example, in figure 5.2, a search in a space as big as 9× 6× 10× 10× 10× 12 = 648000
elements has been performed, using a computer program written in MATLAB. The gray and
green areas are the 648000 RF coupling efficiency curves calculated and plotted. The green
area is the maximum value of all the 648000 areas calculated. This maximum value can also be
regarded as the maximum average coupling efficiency if we divide the integral by the integration
range (120GHz). But we will just regard it as the maximum area. The corresponding coupling
efficiency is indicated in blue, which is the optimum curve. The corresponding geometry for the
optimum tuning circuit is shown on the left side of the figure, and the search space is shown on
the right hand side 1. This search took approximately 3 days with a 64 bit AMD processor and
512 MB of RAM. The large amount of time and computer sources needed, is a disadvantage of
this technique compared to the smart search presented in the next section.

It should be noted that for the purpose of optimization, the destructive effect of laboratory
atmospheric absorbtion has not been included in the simulations. This is because the designed
mixer is supposed to work at the high altitude of the Atacama desert in Chili, where the atmo-
sphere is very clear. However, for best results, it would have been better to include the atmo-
spheric effects of that specific altitude in the simulations. Unfortunately, the required program
for simulating the atmosphere was not available at the time of these optimizations. Nevertheless,
we believe these results should be close to those using the atmospheric transmission for simula-
tions.

An important observation that can be made from figure 5.2(a), is the upper limit set on the
RF coupling efficiency. This quite sharp decrease in coupling starts from ∼ 680 GHz, and corre-
sponds to the gap frequency of Nb. It indicates the start of increase in surface impedance of the
microstrip lines which limits the performance. No matter what geometry used, this limit always
exists for the current materials used. However, if another material like NiTiN for the microstrip
lines, or AlN for the junction barrier is used, this limit will be moved to higher frequencies.

1The two lengths LA and LB were set to zero to reduce the computational load.
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Figure 5.2: (a) The ‘brute search technique‘ for finding the maximum area under the RF coupling
efficiency curve between 600 and 720 GHz. The parameter space searched, is indicated on the
right side of the curve. The maximum area found is indicated in green. The corresponding RF
coupling curve is shown in blue, which is the optimized RF coupling in the sense of maximum
average coupling and bandwidth. The corresponding geometry for the tuning circuits is shown on
the left of the curve in micrometers. (b) The eight tuning circuit dimensions used for optimizing
the coupling efficiency and bandwidth.

NiTiN has a larger gap frequency (∼ 1200 GHz) than Nb, meaning that surface impedance will
not increase sharply before that. AlN barriers, as was shown in section 2.3.2, have lower RC
constants, causing smaller slope in the higher frequency limit line. This will be shown in section
5.3.

5.2.2 Smart search optimization technique
The smarter way to find the absolute maximum of a function compared to the brute search
method, is to find as many local maxima as possible, and choose the maximum out of these
values. many different mathematical algorithms exist that can do this. Most of them are de-
signed for specific types of functions which satisfy certain conditions like slow variation over
the search range or a limit to the number of variables. However, since we do not know how our
eight dimensional function behaves, we chose the most general method called the ‘Nelder-Mead
simplex algorithm’ [83]. This search method has already been integrated in MATLAB, which is
the program used for searching. Extra features needed to be added to this MATLAB version of
the method, in order to bound the search to positive values. Figure 5.3 shows the result of search
with the Nelder-Mead simplex method. The optimization results are for two kinds of design,
namely the tapered and the non-tapered (section 4.6). The result curve from the brute search
method (section 5.2.1) is also shown for comparison. Two curves for the previously not opti-
mized designs are also presented for comparison. The time required to optimize using the smart
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search technique is about 5-10 minutes, which is obviously much better than the brute search
technique.

Figure 5.3: (a) Results for the smart search technique for two kinds of geometry - tapered and
non-tapered - are shown in red and green respectively. The brute search result for tapered design
is drawn in black. Two previous not optimized tapered and non-tapered designs are shown in
blue. (b) The eight tuning circuit dimensions used for optimizing the coupling efficiency and
bandwidth.

From picture 5.3, several conclusions can be made. First, we see that the result from the brute
search and smart search techniques are almost exactly matching. This verifies the techniques
used. Secondly, for the optimized tapered design, we observe a (useful) bandwidth of ∼ 110
GHz while for the not optimized tapered design it is ∼ 80 GHz. This is an increase of about ∼
37% in bandwidth. An increase in coupling as much as 30% is seen as well. For the optimized
non-tapered design, a bandwidth of ∼ 100 GHz is seen, while in the not optimzed version it was
∼ 105 GHz. This is a decrease of ∼ 5%. But as a tradeoff, an increase in coupling is seen as
much as ∼ 40% at its highest. It can be concluded that the tapered design is potentially more
capable of providing bandwidth, while keeping the coupling at high values. Therefore, it would
be the best choice for tuning circuit designs. Adding more transformers to the tuning circuit
proved to be useless in increasing either bandwidth or coupling. This was tested by the same
techniques that were presented here.

5.3 Optimization using lower RnCj product SIS junctions
Up to here, all designs were made for Nb/AlOx/Nb SIS junctions which have critical current
densities around 10 KA/cm2 (table 4.1). This resulted in an (useful) RF bandwidth of around
100-110 GHz (figure5.3) which seems to be the upper limit for ALMA band 9 using Nb/AlOx/Nb
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junctions. It turned out to be quite difficult to cope with this bandwidth, since the required band-
width for ALMA band 9 is 120 GHz. Moreover, the errors existent in different parameters, most
importantly the mounting inaccuracy and junction area inaccuracy, tend to change the optimized
tuning circuits behavior which were designed assuming certain parameters. Slight amounts of
such inaccuracies result in shifting of the response to out side the required bandwidth, and there-
fore insufficient coupling bandwidth as was seen in figure 4.22(e).

One of the ways to overcome this bandwidth problem, is to use another material for the
SIS junction. For this purpose, Nb/AlN/Nb junctions seem to be the best candidate because of
their higher current densities resulting in lower RC products. In parallel with this thesis work,
Nb/AlN/Nb junctions were fabricated and tested by the people in our group, and it proved to
be possible to use this new technology. Current densities for Nb/AlN/Nb devices were reported
around 38 KA/cm2, which is ∼ 4 times larger than our Nb/AlOx/Nb junctions. The result is ∼
4 times lower RnCj products, which will lead to higher achievable RF bandwidths which can
reach up to 300 GHz [57]. We have tried to find optimum tuning structure dimensions assuming
RnA = 6.25Ωµm2, Cs = 100fF/µm2, and Rn = 25Ω with our programs. The optimization
result is shown in figure 5.4. It can readily be seen that the Nb/AlN/Nb junctions are providing

Figure 5.4: Comparison between optimized Nb/AlOx/Nb and Nb/AlN/Nb SIS junctions. The
RF coupling efficiency total bandwidth for AlN is ∼ 200 GHz of which ∼ 150 GHz is useful.
For the Nb/AlOx/Nb device the total bandwidth is ∼ 150 GHz of which ∼ 100 GHz is useful.
The required bandwidth for ALMA band 9 is indicated and is 120 GHz.

∼ 50 GHz more bandwidth than their Nb/AlOx/Nb counterparts. This will almost entirely solve
the problem of insufficient bandwidth caused by uncontrollable errors, because all the inaccuracy
will be absorbed in the large bandwidth, still yielding the required 120 GHz bandwidth in the
600-720 GHz range.
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Chapter 6
Summary and conclusions

6.1 Summary
The goal of this thesis research was to extend the low-noise performance of Nb/AlOx/Nb Super-
conductor - Insulator - Superconductor (SIS) mixers to frequencies above the Nb gap frequency
(680 GHz) for use in the ALMA band 9 range (600-720 GHz). First, an insight into the quantum
mechanical backgrounds enabling low noise mixing has been presented. Low noise performance
of the mixers depends on several factors, some of which have been evaluated in this work. One of
them is the materials quality and engineering of the SIS junction. Sharp I-V characteristics with
low leakage currents and high gap voltages are required to achieve low intrinsic mixer noise and
reasonable mixer conversion losses, or even gains. Mixer performance degradation causes and
high frequency limitations of SIS junctions have been studied, and an effective way to suppress
the Josephson supercurrent which introduces noise has been established. The material choice for
our SIS junctions have been evaluated and its usage justified.

However, the core of this work was to improve and optimize the coupling of radiation into the
small SIS junctions, as well as improvement in modeling the RF coupling behavior. Waveguide
technology is used to direct and couple the radiation to the device. However, because of the high
reliability standards needed for the ALMA telescopes, tunable elements like backshorts are no
choice for tuning the coupling. Instead, integrated tuning circuits have been used in order to in-
crease the RF bandwidth and coupling efficiency. These circuits are made of Nb superconducting
microstrip lines that operate around and even above the Nb superconducting gap frequency (∼
680 GHz). Work above this frequency will introduce significant RF losses in the microstrip lines
that have to be taken into account. Only then the characteristics of the microstrip lines can be
calculated and RF behavior of the tuning circuit predicted. For this purpose, the Mattis-Bardeen
theory of anomalous skin effect [72] has been used to calculate the surface impedance of the lines.
Further, an mofification in modeling microstrip lines has been introduced (section4.3.1) by tak-
ing into account non-uniform current density. In order to simulate the RF coupling, a computer
program has been written that utilizes two-port network theory. With this program, aimed for
predictive modeling, the effect of materials as well as geometrical variations in the RF response
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has been simulated. Measurements of RF coupling efficiency showes scattering in bandwidth for
nominally identical devices as large as 30 GHz, which makes the limited 100-110 GHz band-
width too sensitive to variations. It has been found that fabrication variations are too small to
account for this scattering. Accuracy in mounting of the devices into the waveguide and accuracy
in device thickness reduction have been found to be the most prominent variations responsible
for this scattering. Furthermore, a critical evaluation of the Nb film quality in the microstrip
lines has been performed, suggesting that DC resistivity changes over the film thickness, causing
uncertainty in the value of σn ranging from 0.9 to 2.4×107 S/m. The value corresponding to best
fit between simulations and measurements (1× 107) has been taken, although further evaluation
is needed. The RF coupling measurement principle was introduced. Various corrections in mod-
eling caused by non-idealities of the measurement instruments and technique have been studied.
Using these corrections, measurements of a set of fabricated devices has been compared with the
model. It has been shown that despite scattering in measurement results for nominally identical
devices, predictive modeling is fairly possible depending on the accuracy of input parameters.
Using this model, the tuning circuit geometry has been optimized using various techniques, in
order to yield the required bandwidth and highest possible coupling required for ALMA band 9.
At the end, RF performance using Nb/AlN/Nb junctions has been briefly evaluated, and it was
found that ∼ 50 GHz increase in bandwidth compared to the initial Nb/AlOx/Nb junctions is
attainable, providing much less sensitivity to uncontrollable variations.

6.2 Remarks
Several important remarks can be made regarding the results obtained.
Low noise Mixer performance using Nb tuning circuits and Nb/AlOx/Nb junctions at frequen-
cies higher than the superconducting gap is limited by both the Nb microstrip line losses and the
junction barrier material RC constant. This higher limit was clearly observed in figure 5.2(a).
Therefore, in order to have wider bandwidth coupling, we need to change the wiring technology
to higher gap superconductors like NbTiN or metals like Al, or change the junction barrier ma-
terial which has higher current densities resulting in lower RC constants.
Regarding the specific capacitance of Nb/AlOx/Nb junctions, more accurate measurements need
to be performed to be able to extract junction capacitances correctly, as this has always been a
point of uncertainty. In this work, it was assumed that Cs = 80 ± 5fF/µm2. However, values
as high as 85± 5fF/µm2 have been reported [84, 82].
Concerning the value used for conductivity used for our simulations, (σeqv = 1× 107 S/m), fur-
ther insight into the Nb layer properties deposited need to be obtained. Although the transmission
electron microscopy pictures shown in figure 4.18 were an indication of the gradual change in
σDC over the thickness, we were not able to conclude firmly that 1× 107 S/m is the actual value.
The used value here has been based on an estimate that agrees most with measurements of cou-
pling efficiency.
The mounting and substrate thickness inaccuracy (section 4.7.2), need to be exactly measured
for the devices for which modeling is to be performed. This has been shown to be the most
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prominent effect in scattering of nominally identical devices. Inaccuracies during fabrication,
will not cause scattering in devices made from one batch, and tend produce a systematic error
that can be filtered out by inspection and measurements.
Finally, the amount of details that is incorporated in the modeling, and our level of understanding
of the effects involved, have exceeded the initial expectation of the complexities involved. During
this process, a wealth of information, especially regarding the microwave engineering techniques
and different microwave simulation programs have been added to our knowledge which has lead
to an increase in our evaluation capabilities.

In conclusion, we have fairly successfully modeled the RF behavior of the tuning circuits to
the extent that unpredictable scattering in nominally identical devices allowed us. However, it is
has been difficult to correctly simulate the behavior of our devices, because of the many number
of uncertainties involved. Nevertheless, optimized tuning circuit dimensions for higher coupling
and bandwidth were found and fabricated. Measurement of the optimized devices still needs
to be performed in order to give us feed back of the work. This feedback is crucial for better
understanding and determination of uncertainties in parameters.
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