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USE OF CHATGPT FOR GENERATING VALUE-BASED UTTERANCES

PROMPTING CHATGPT TO CREATE VALUE DICTIONARY

Appendix D

To simulate how values might be expressed in natural conversation, this study used Open AI’s ChatGPT to generate 
example utterances for each selected value. Large Language Models (LLMs) offer unique capabilities well-suited 
to this task:

•	 Natural Language Variation: LLMs are designed to mimic diverse speech patterns, enabling them to generate 
multiple expressions of a concept like “sustainability” or “gratitude” across different tones and contexts (Tai et 
al., 2024; Meincke et al., 2024).

•	 Contextual Understanding: LLMs evaluate the surrounding linguistic context rather than relying on fixed 
keywords, helping capture the nuanced and latent nature of value expression (Tai et al., 2024).

•	 Scalability and Efficiency: LLMs can quickly generate multiple phrasings with minimal manual effort, making 
them ideal for constructing broad example sets that reflect both explicit and implicit value articulation (Meincke 
et al., 2024).

•	 Concept-Specific Prompting: LLMs can be guided through carefully crafted prompts to generate outputs that 
align with predefined conceptual categories, making them functionally similar to structured deductive coding 
tools (Tai et al., 2024).

The value dictionary was created using ChatGPT to generate short, framework-aligned descriptions for each of 
the 108 value examples from Marina Bos-de Vos’s framework. For each value, I provided its type, perspective, 
motivational goal, and example. I then prompted ChatGPT to produce a standalone narrative description based on 
the framework without comparisons or assumptions. Examples of the instruction and a few generation examples 
are shown in the screenshots below.



PROMPTING CHATGPT TO CREATE EXAMPLE UTTERANCES FROM VALUE DICTIONARY

To explore how values might be expressed in real-world conversation, I used ChatGPT to generate diverse example 
utterances based on the value dictionary. Each value was provided with its description, and ChatGPT was prompted 
to return multiple examples across four expression styles:

•	 Stories / Narratives / Experiences
•	 Expressive Phrases (Slang, Metaphor, Jargon)
•	 Implicit via Actions, Emotions, or Design Choices
•	 Explicit Naming (Core or Aspirational references)

For each value, I received 8 utterances, enabling a nuanced understanding of how values manifest both implicitly 
and explicitly in natural language. Screenshots below illustrate the prompting format and sample outputs.
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VALUE TOKENS USED FOR WORKSHOP
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VALUE DICTIONARY
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VALUE DICTIONARY
Appendix I

To better capture how values are expressed in real-world conversations, I expanded the dataset to include 
expressive phrases such as slang, idioms, and jargon. For example, when analyzing the value “gratification,” the 
sentence “The grind was real, but that win hit different” was added alongside more formal utterances. As shown in 
the comparison, incorporating this slang expression led to a significant increase in cosine similarity scores across all 
three scoring options — with the maximum similarity score rising from 0.15 to 0.34. The heatmap further visualizes 
this improvement in semantic alignment. This demonstrated that adding informal, naturalistic expressions made the 
tool more sensitive to how values are conveyed in diverse conversational styles.

UTTERANCE

EXAMPLE DATASET EXAMPLE DATASET

A token is the smallest unit of text a language model reads — which could be a word, part of a word, or punctuation, 
depending on the model.

COSINE SIMILARITY
Appendix J

Cosine similarity measures the angle between two vectors in a high-dimensional space — it’s a way of quantifying 
how similar two things (e.g., sentences) are based on their direction, not magnitude.

Formula:

Cosine similarity is high when the angle is small, meaning the vectors are pointing in similar directions — i.e., the 
meaning of the sentences is similar.

What does the angle mean?

•	 Where      is the angle between vectors A and B
•	             is the dot product
•	         and          are the magnitudes (lengths) of the vectors
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OUTLIER DETECTION IN MAXIMUM SIMILARITY APPROACH
Appendix L

Example case:
Utterance:

“Honestly, I’m less worried about the numbers and more about whether people trust it. That’s what 
makes or breaks adoption in teams like this.”

In option 03 (maximum similarity), both the values love and 
physical safety have a relatively high score.

Outlier Examples – Physical Safety and Love
In the evaluation of the maximum similarity method (Option 03), certain values surfaced with unexpectedly high 
confidence, despite being contextually misaligned with the original utterance. To understand why, a heatmap was 
generated to show the similarity between the utterance and each individual example associated with those values.

Physical Safety:
The value physical safety ranked highly due to a strong 
match with one specific example:

“We build environments where safety is the 
foundation of trust.”

This match was likely triggered by the shared use of the 
word trust, which also appears prominently in the origi-
nal utterance. As a result, the sentence was incorrectly 
pulled toward the physical safety category, despite the 
absence of physical risk in the context. This illustrates 
how single-word overlap can produce outliers under the 
maximum similarity approach (see heatmap in Figure X).

These cases highlight a key limitation of the maximum similarity approach: it is highly sensitive to individual match-
es, which can skew results when certain examples contain language that coincidentally overlaps with the target 
sentence.

Love:
A similar pattern was observed with the value love, which 
was primarily activated by the example:

“We believe love—real, deep connection—belongs in 
how we build teams too.”

Here, the thematic similarity around team building and 
adoption in teams likely contributed to the false positive. 
Although the underlying sentiment may align on a broad-
er level, the value love was not directly relevant to the 
intent of the utterance, making it another outlier driven 
by isolated similarity to a single example (see heatmap 
in Figure X).



LEARNING TRADE-OFFS — UNDERFITTING, ROBUSTNESS, AND OVERFITTING
Appendix M

This image illustrates the classic trade-off in machine learning and model generalization, which also guided the 
decision-making in selecting the appropriate value elicitation strategy:

•	 Underfitted: The model is too simple to capture the complexity of the data, resulting in vague or overly gener-
alized outputs.

•	 Good Fit / Robust: The model captures underlying patterns without reacting to noise, offering a balance 
between accuracy and flexibility.

•	 Overfitted: The model is too sensitive to the input data, capturing noise or irrelevant patterns, which may lead 
to false positives or unstable results.

In this project, Option 02 was selected for its robust performance — offering enough flexibility to handle conversa-
tional nuance without overreacting to linguistic quirks.

SYNTHETIC CONVERSATION GENERATION
Appendix N

The synthetic conversation used in Section 7.1 was generated using OpenAI’s ChatGPT. To ensure realism and 
relevance, a real-world panel discussion on YouTube was transcribed and used as inspiration. The transcript, along 
with a custom prompt, was provided to the model to guide the tone, structure, and thematic focus of the generated 
dialogue.
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