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Introduction 1
Financial institutions use large data centres to calculate the value and the risk of portfo-
lios of assets with complex mathematical models. Using these data centres introduces a
vast amount of operating costs, which drives financial institutions to consider alternatives
for the racks of CPUs that are currently used [6]. This thesis will address this problem
and introduce an efficient method to run financial simulation models in reconfigurable
hardware. First, this chapter will motivate why this research is performed in section 1.1.
Next, section 1.2 will shortly discuss Field Programmable Gate Arrays, devices that are
the centre of this work. Section 1.3 introduces financial derivatives, which will be used
as examples for the functionality of this work. Finally, 1.4 will give an overview of the
structure of this thesis.

1.1 Motivation

Financial institutions hold large portfolios of risky assets, such as stocks, options and
bonds. The exact amount of money they will make with these assets is uncertain. The
value of a stock can decrease, an option might end up without a payoff and the counter
party of the bond might default1. Complex mathematical models have been developed
to determine the current value of these assets.

Many financial models have no analytical solution. These models have to be analysed
with a different method, such as Monte-Carlo simulation. Monte-Carlo simulation is a
widely applied technique in finance to determine the progression of a given model. This
model is used to imitate the real world as close a possible.

While the dimension and complexity of these models increases, the amount of pro-
cessing capability that can be squeezed out of a CPU is about to reach its limit. Using
heterogeneous multicore platforms could be very efficient for many financial applications.
Computationally intensive parts of an application could for example be executed on a
reconfigurable device, such as a Field Programmable Gate Array (FPGA).

1.2 Field Programmable Gate Arrays

Field Programmable Gate Arrays (FPGA) are semiconductor devices containing hun-
dreds of thousands of logic blocks connected via programmable interconnects. The logic
blocks can be configured and connected to perform simple logical operations, such as
AND and OR operations, or more complex operations, such as arithmetic operations.
The desired functionality can be obtained by reprogramming the logic blocks and inter-
connects.

1Being unable to pay his debt.

1



2 CHAPTER 1. INTRODUCTION

The clock rate for FPGA’s is much lower than that of a CPU. However, an FPGA
will have many functional units operating in parallel. This high degree of parallelism
is the key to the performance of an FPGA. By only implementing operations that are
required for a particular task, many functional units can be implemented into the device.
Since many hands make light work, tasks can be completed efficiently if the parallelism
within the tasks can be exploited.

Knowledge of FPGA’s is a prerequisite for good understanding of this thesis. More
information on these devices can be found in [7] and [8].

1.3 Financial derivatives

One of the applications of Monte-Carlo simulations is determining the value of financial
derivatives such as options on the stock market. These models can have a very high
dimensionality, which has led to the development of Monte-Carlo algorithms with faster
convergence than normal Monte-Carlo simulations. This thesis will discuss the imple-
mentation of such an algorithm in reconfigurable logic and use financial models for option
pricing as an example of the advantages of reconfigurable logic for financial institutions.

1.4 Thesis organization

The basic principles and the application of Monte-Carlo methods will be further ex-
plained in chapter 2. Related work using FPGAs and GPUs for simulating financial
models is discussed in chapter 3. Chapter 4 will discuss mathematical techniques that
can reduce the duration of a simulation. MISER is a recursive algorithm that uses such
techniques. This algorithm can partially be moved into reconfigurable logic. However,
implementing this algorithm in hardware is not straightforward. First, a multi-threaded
version of the algorithm has to be developed. For this purpose, the recursion is removed
from the algorithm and the work has to be divided over multiple processing units. The
multi-threaded version of MISER is presented in chapter 5. The actual implementation
of MISER in hardware is function specific. Chapter 6 will first demonstrate all applica-
tion independent parts of MISER, while chapter 7 presents implementations of specific
financial models that can be evaluated with the MISER hardware. These designs are
demonstrated and tested. The results of these tests are discussed in chapter 8. Finally,
chapter 9 concludes this thesis and states possible future work.



Monte-Carlo simulations in
Finance 2
2.1 Introduction

One of the most important modern tools to analyse a stochastic system is Monte-Carlo
simulation. This chapter will discuss the application of Monte-Carlo methods in Finance
and show why these methods are computationally intensive. To decrease the computation
time, mathematical improvements have been developed which will also be introduced
in this chapter. Finally, the advantages of using reconfigurable logic for Monte-Carlo
methods will be discussed.

Section 2.2 will explain how Monte-Carlo simulations are performed. Next, Sec-
tion 2.3 will discuss how Monte-Carlo methods can be used for integration. Section 2.4
explains what financial derivatives such as options are and how Monte-Carlo methods
may be used to determine the current value of these options. Section 2.5 will discuss
mathematical and financial variance reduction models to improve the quality of Monte-
Carlo simulations and section 2.6 will state some guidelines on when to apply these
improvements. Section 2.7 explains why it is advantageous to use Monte-Carlo imple-
mentations in reconfigurable logic. Finally, Section 2.8 will summarize and conclude this
chapter.

2.2 Monte-Carlo simulations

Simulation is the imitation of a real-world process or system with a model [9]. For a real-
world stochastic system, it is impossible to know with certainty how the system evolves
in time. A Monte-Carlo simulation uses the initial state of the system, a mathematical
expression and random variates to model the state of the system at a later moment
in time. To model the uncertainty, one or more random variates are drawn from a
probability distribution for any factor in the model that has uncertainty [10]. This sample
is used in the mathematical expression to create a new state of the system. This process
is repeated until the simulation is terminated, usually after a predetermined number of
state transitions. The result of this simulation is a possible path and a final state of the
system. For example, the development of the price of a stock can be simulated, which
results in a possible stock price path. Three examples of such paths are shown in figure
2.1.

By creating a large number (ranging from thousands to millions) of possible paths,
a probability distribution of possible outcomes of the system at a later moment in time
is obtained. The expected value E [X] of the variable X = g(y) for random variable Y
having realizations y can be approximated as

3
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Figure 2.1: Three simulated stock price paths for 20 moments in time.

XN =
1

N

∑
i

g(yi), (2.1)

where XN is determined with N simulated paths for function g, using the vector
of random variables yi, i = 1, . . . , N drawn from Y. The estimator XN is unbiased if
E
[
XN

]
= E [X]. The result found with simulation is usually not the exact expected

value since the average of many stochastic variables is also stochastic. The uncertainty
of XN is given by the variance of the estimator

Var
[
XN

]
=

Var [g (yi)]

N
, (2.2)

where Var [g (yi)] is the variance of the final value of one simulation. This simple
method to estimate the value of E [X] without the application of any methods to reduce
the variance will be referred to as crude Monte-Carlo simulation. The next sections will
discuss the main advantages and disadvantages of Monte-Carlo simulations.

2.2.1 Advantages of Monte-Carlo simulations

Monte-Carlo simulations are extremely useful in finance due to the generation of entire
paths, their flexibility and their ease of implementation.

Entire paths Generation of entire paths is very useful in applications like derivative
pricing, which is discussed in section 2.4. Monte-Carlo simulations can be used when the
payoff depends on the path followed by the simulated system as well as when it depends
only on the final state [11]. For example, this is useful for pricing exotic options such as
lookback options, where the payoff depends on the optimal value of the underlying asset
in a given timeframe.
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Flexibility Monte-Carlo simulations are very flexible. Simple systems, that depend on
a simple mathematical expression and one random variable, as well as complex systems,
that use a complex mathematical expression and multiple random variables, can be
simulated by Monte-Carlo simulations. For example, a simulation of a stock price with
the fairly simple Black-Scholes model [12] can be easily extended with another random
variable that simulates rare events such as sudden jumps in the stock price, leading to
the Merton jump model [13].

Ease of implementation Monte-Carlo simulations can easily be understood and de-
veloped. If analytical solutions for financial modelling are available, they can usually
only be obtained by mathematicians. A Monte-Carlo simulation can be created fairly
simple when only the transition of a variable from one state to the next is known.

2.2.2 Disadvantages of Monte-Carlo simulations

Not exact The solution that is found with Monte-Carlo methods is never exact since
the average of many stochastic variables is also stochastic. The accuracy of the result is
determined by the number of samples that is used and the quality of each sample.

Duration Since a large number of samples is required to obtain an accurate result,
the simulation time can become large for many applications. Some methods that reduce
the duration of Monte-Carlo simulations will be discussed in section 2.5.

2.3 Monte-Carlo Integration

Monte-Carlo methods can be used to evaluate integrals. Monte-Carlo integration is
usually a different way of looking at a Monte-Carlo simulation. For example, the integral

V =

∫ 1

0
g(y) dy, (2.3)

could be evaluated by generating N random numbers from the uniform distribution
and using equation 2.1 to obtain estimate X of V. This method is widely used for
integration, especially with high-dimensional functions for which finding an analytical
solution is intractable.

Monte-Carlo integration can be used to determine the expected value of a variable
X = g(y). The definition of the expected value of a continuous random variable is given
by

E[g(y)] =

∫
R
g(y)f(y) dy, (2.4)

where f is the probability density function of Y . The value of E [g(y)] can be ap-
proximated by sampling realizations yi for i = 1 · · ·N from Y and computing g(yi) for
all i. The estimate for the expected value is simply the average of these N function
evaluations. As will be demonstrated later in this chapter, Monte-Carlo integration can
be used to determine the expected value of financial derivatives such as options.



6 CHAPTER 2. MONTE-CARLO SIMULATIONS IN FINANCE

2.4 Pricing financial derivatives with Monte-Carlo
methods

A financial derivative is a contract that derives its value from another financial asset or
index. Monte-Carlo simulations are often used for pricing (determining the current value)
of derivatives such as options. This section will describe how Monte-Carlo simulations
can be used to price a common European call option by first explaining what options are
and what their payoff is, followed by an introduction to the Black-Scholes model which
results in an analytical expression that can be simulated and used for option pricing.

Options There are two basic types of options. A call option gives the holder the right
to buy the underlying asset by a certain date for a certain price. A put option gives the
holder the right to sell the underlying asset by a certain date for a certain price. The
price for which the option can be bought or sold is called the strike price, the date in
the contract is known as the expiration date or maturity.

These two option types can be divided into many different categories such as Ameri-
can, European and Asian options, which all have different payoff properties. The payoff
for a European option will be given below, an Asian option is discussed in chapter 7. All
these options can be priced with Monte-Carlo simulations.

First, a model is needed to simulate the price of the underlying asset S from time
t0 until maturity tn. This step is independent of the type of the option. However, some
types of options may require more knowledge on the value of S between t0 and tn than
others, which can be obtained by using multiple time steps in the same model.

Furthermore, the payoff of the option is determined as a function of the price-path
of the underlying asset. Since this function is different for different types of options,
this step is dependent on the type of option.

The following will describe how Monte-Carlo simulations can be used to price a
European call option. A European option is an option that can only be exercised on
the expiration date. Let S(t) represent the price of the underlying stock at time t. The
European call option has an expiration date T and a strike price K. If the stock is worth
less than K at time T , it is useless to exercise the option. The profit, or ’payoff’, will
be 0. However, if the stock is worth more than K at time T , the payoff of the option
is equal to the difference between the strike price and the stock price. Therefore, the
payoff p of the option is given by

p = max(0, S(T )−K) (2.5)

The payoff of the option can easily be obtained from the value of the underlying asset
at time T . That value is not known with certainty at time t < T .

Black-Scholes The Black-Scholes model [12] states that the current value of an option
equals the expected value of the option at time T under the risk-neutral probability
measure, discounted with the risk-free interest rate. This section will discuss some of the
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Figure 2.2: Simulation of a stock price for 20 moments in time with ST > K for
K = 235.

most important formulas of the Black-Scholes model. The interested reader is referred
to [11] for a better understanding of this model.

To obtain the expected value under the risk-neutral measure, a Monte-Carlo simula-
tion can be used to simulate the changes in the price of the asset. To this purpose, the
change in the stock price can be modelled as the stochastic differential equation (SDE)

dSt = µStdt+ σStdWt, (2.6)

where S is the price of the stock, µ is the drift rate, σ is the volatility of the underlying
asset and W (t) is a standard Brownian motion, which means W (T ) −W (0) ∼ N(0, T )
and W (0) = 0.

At time t0, the stock price is S(t0). Suppose the interval between t0 and T = tn is
divided into n time steps. The value of S(t1) can be simulated by adding dSt0 to S(t0).
Performing such additions n times gives the value of S(T ) and results in one possible
path for the stock price.

The payoff of the option for this path can be determined with equation 2.5. Figure
2.2 shows a simulated stock price that has a value of 247 at T = 20. A European
option with strike price K = 235 and maturity T = 20 will have a payoff of 12. In
a Monte-Carlo simulation, a large number of paths is simulated, resulting in many
different values for S(T ) and therefore different payoffs. The current value of the option
can be estimated as the mean of these payoffs, taking the time value of money into
account.

Just like a normal differential equation, a stochastic differential equation can some-
times be transformed into a functional form. Not all SDE’s have a functional form
however. The functional form of equation 2.6 is known and given by equation 2.7:

S(t) = S(0) · e(µ−σ
2

2
)t+σε

√
t, (2.7)
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Simulation with SDE Simulation with functional form

Advantages Advantages
Easy to understand Unbiased
Simple to find for many models

Disadvantages Disadvantages
Biased More difficult operators
Stock price can become negative Unknown for many models

Table 2.1: Advantages and disadvantages of the SDE and functional form in simulation.

with ε ∼ N(0, 1). Both the functional form and the SDE can be used to simulate the
underlying asset with Monte-Carlo simulations. However, using the functional form is
preferred when it is known. Table 2.1 states the advantages and disadvantages of using
the SDE and the functional form.

In the Black-Scholes model, the current value of a European call option is given by

V = e−rT · EQ [(max (S(T )− k) , 0)] , (2.8)

where r is the risk-free interest rate and the operator EQ[·] gives the expected value
under risk neutral probability measure Q. This expected value can be evaluated as an
integral with Monte-Carlo integration. Examining financial problems as integrals will be
used for advanced variance reduction in Section 2.5 and Chapter 4.

2.5 Variance Reduction

Confidence intervals Monte-Carlo simulations are mostly used to estimate the ex-
pected value E[X] for some variable X = g(y) with a given accuracy. The result found
with simulation is usually not the exact expected value, there is almost always a small
error.

A common notion to indicate the reliability of an estimation is a confidence interval.
For example, a 95%-confidence interval given by [a; b] means there is a 95% probability
that the true value of X will be in this interval. When the result of a Monte-Carlo
simulation is XN , the (1− α)-confidence interval with 0 < α < 1 is given by[

XN − z(1−α)/2
σx√
N
,XN + z(1−α)/2

σx√
N

]
, (2.9)

where N is the number of simulations, σx is the standard deviation of X and z1−α
2

is

the 1−α
2 -quantile of the standard normal distribution. Improving the accuracy is equal

to reducing the length of the confidence interval.

Improving performance A lot of simulations are needed to get an accurate estimate
of the expected value E[X]. The standard deviation of the estimate decreases as a square
root of the number of simulations. From equation 2.9 it can be seen that the accuracy
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of the target can also be improved by reducing the variance σx. When the variance of
the simulation is reduced by a factor k, the required number of simulations to achieve
the same accuracy as before the variance reduction is reduced by a factor k2.

This idea has led to the development of various variance reduction techniques, which
need fewer simulations to achieve a certain accuracy compared to crude Monte-Carlo
simulations. This section will discuss the most common variance reduction techniques
based on [11, 14, 15, 16]. The notations X and X(ε) refer to the stochastic target of a
simulation, xi and x(εi) refer to a particular realization of this target.

2.5.1 Antithetic Variates

The variance reduction method antithetic variates generates pairs of negatively correlated
random variables for two simulations. The negative correlation can reduce the variance
of the final result.

Suppose the target of the simulation is E[X] with X = g(y) and Y ∼ U(0, 1), which
is simulated with realizations yi, i = 1, . . . , N , of Y . The distribution of 1− y is equal to
the distribution of y, which means using 1− y will also result in a valid path. Therefore,
Xanti,N is an unbiased estimator for E[X], where Xanti,N is given by

Xanti,N =
1

2

(
1

N

N∑
i=1

g(yi) +
1

N

N∑
i=1

g(1− yi)

)
. (2.10)

Since the N primary paths are negatively correlated with the N antithetic paths, the
variance of Xanti,N is given by

Var[Xanti,N ] =
Var [g(y)] + Cov [g (y) , g (1− y)]

2N
, (2.11)

which is usually smaller than the standard deviation calculated with 2N random
trials [14]. This method can be extended to cases where y is not uniformly distributed,
as long as a different variable η can be generated with the same distribution as y and
with Cov [g(y), g(η)] ≤ 0.

2.5.2 Control Variates

The control variate technique is popular in exotic option pricing. It can be used when
there are two correlated derivatives A and B. Information that is known from asset B
can be used to improve the pricing of asset A.

Suppose derivative A is being valued with a Monte-Carlo simulation and B is a
correlated derivative that can be priced using an analytic function. Two simulations
using the same random number stream and the same number of iterations can be carried

out in parallel. One is used to obtain an estimate X
A
N of the payoff of A. The other

simualtion is used to obtain an estimate X
B
N of the payoff of B. The expected payoff

E[XB] is given by the analytic solution [11]. This allows the introduction of a control
variate estimator xAcv given by

xAcv = xA + c · (xB − E[XB]). (2.12)
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The expected value of the control variate estimator is still the expected payoff of
derivative A:

E[XA
cv] = E[XA]. (2.13)

By choosing c =
−Cov[XA,XB]

Var[XB ]
, the variance of XA

cv can be minimized:

Var
[
XA
cv

]
= Var

[
XA
]
−

Cov
[
XA, XB

]2
Var [XB]

. (2.14)

Therefore, the variance of the estimated value is reduced [17]. The control variate
method can significantly reduce the execution time of a Monte-Carlo simulation, but it
is only applicable when there are two correlated targets available.

2.5.3 Stratified Sampling

Stratified Sampling divides the distribution of X into segments and samples from each
segment according to its probability [14]. It is a widely used technique in Monte-Carlo
integration. Suppose the target of this integration is

E[g(y)] =

∫
R≥0

g(y)f(y) dy, (2.15)

where f(y) is the probability density function of Y . This can be approximated with
Monte-Carlo integration. Stratified sampling divides the sample space of Y into m
segments (or ’strata’). The integral for each segment can be determined with a different
number of samples for each segment. The integral on the entire domain follows as a
weighted sum of the integrals on the segments according to

E[g(y)] =

m∑
i=0

E[g(y)|y ∈ Ji] · P[y ∈ Ji], (2.16)

where P [y ∈ Ji] is the probability that a realization y from Y is from segment Ji [14].

To increase the accuracy, one should allocate more simulations to segments that are
responsible for most of the variance in the Monte-Carlo estimator. The variance and
expected value may vary for each segment. E[g(y)|y ∈ Ji] can be estimated with crude
Monte-Carlo integration. The variance of the target E[g(y)] can be minimized by using
many simulations for segments with high variance and fewer simulations for segments
with low variance.

When y is a vector of d random variates, many segmentations are possible. Too
many simulations would be required to evaluate E[g(y)|y ∈ Ji] for all segments. For
those integrations, variance reduction with Latin Hypercube might be more appropriate.
This technique is shortly discussed in section 2.5.7. Alternatively, adaptive Stratified
Sampling techniques may offer a solution. This will be discussed in detail in Chapter 4.
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2.5.4 Importance Sampling

The idea behind importance sampling is to assign a high probability to values that are
important for the simulation. The following example1 illustrates how this method can
be applied.

Suppose a particular option gives a payoff of 1 when the underlying asset S reaches
a value higher than 10, with S ∼ N(0, 1). The expected value of the option can be
approximated by Monte-Carlo integration by evaluating the integral from equation 2.4
for f(y) standard normal pdf and payoff function g(y) = 1y>10. It is very unlikely that
the option will give a payout, but it is not impossible. When using crude Monte-Carlo
integration, most paths will not give a payout and will be a waste of computation time.
Therefore, importance sampling can be used here by making an effort to simulate mostly
those paths that result in a value for S larger than 10. Suppose f̃(y) is a pdf that puts
more weight on the values for S larger than 10. Then, the following integral could be
used:

V =

∫
R≥0

g(y)f(y)

f̃(y)
· f̃(y) dy. (2.17)

Evaluating this integral with Monte-Carlo integration will give a more accurate result
than crude Monte-Carlo integration. Importance sampling builds on a direct transfor-
mation of the density function of S. It is difficult to obtain this transformation, but it
can also have great benefits once the transformation is known [14]. Importance Sampling
will be discussed in more detail in chapter Chapter 4.

2.5.5 Moment Matching

Suppose the variables εi, i = 1, . . . , N represent a collection of independent normal
random numbers. The moments of the samples usually do not match the moments of
the normal distribution. When applying moment matching, one tries to match some
of the moments (mean, variance, skewness, etc.) of the samples to the moments of the
normal distribution. For example, moment matching can be applied to generate moment
matched sample ε̃i as follows

ε̃i = (εi − ε)
σ

s
+ µ, (2.18)

where εi represents one sample, ε represents the mean of all the samples, s represents
the sample standard deviation, σ represents the standard deviation of the chosen normal
distribution and µ represents the average of the chosen normal distribution. The distri-
bution of ε̃i is closer to the normal distribution. Therefore, the result of the Monte-Carlo
simulation will be more accurate [11].

2.5.6 Quasi-Monte-Carlo simulations

The random numbers used in Monte-Carlo simulations are supposed to be able to pass
statistical tests for randomness. However, the accuracy of the target can be improved by

1The example is based on section 3.3.5 from [14].
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using quasi-random number sequences. Quasi-random number sequences are not really
random, but provide accurate results because they are evenly distributed throughout the
probability space.

A Quasi-random sequence is a sequence of n-tuples that fill an n-dimensional space
more uniformly than uncorrelated random numbers would. For uncorrelated numbers, it
would be possible to generate clustered points in the n-dimensional space, even though
the numbers are generated with a uniform random number generator that has the same
probability of generating a point on equally large subintervals. Points that are generated
by a quasi-random number generator are constrained by a low-discrepancy requirement
that causes a more evenly distribution of the points in the n-dimensional space. In other
words, the generated points are correlated because they are avoiding each other. Various
methods are developed to generate quasi-random number sequences. The most popular
are Halton, Sobol and Neideretter sequences.

Quasi-random sequences are very useful in Monte-Carlo simulations, because the
random variates are always uniformly distributed over the probability space. With proper
usage, this can reduce the variance of the target of a Monte-Carlo simulation.

2.5.7 Other Variance Reduction Techniques

Three other variance reduction techniques that are not used in the remainder of this
thesis are Latin hypercube, conditional Monte-Carlo and common random numbers.

Latin Hypercube is similar to Stratified Sampling but solves some of the problems
that are found with Stratified Sampling in higher dimensions. Latin hypercube makes
sure every dimension is sampled, even though not every combination of dimensions is
sampled. The interested reader is referred to section 5.1 in [15] for more information on
this topic.

Conditional Monte-Carlo simulation is also similar to Stratified Sampling. Let
the distribution of X be divided into intervals and suppose variable Y gives the interval
to which X belongs. Conditional Monte-Carlo can be used when the distribution of
these intervals is unknown and an exact solution for E[X|Y ] is known. Then, crude
Monte-Carlo simulations can be used to estimate the distribution of Y [14]. The result
can be obtained by

E[X] = E [E [X|Y ]] . (2.19)

Common Random Numbers can be used when two models are simulated and com-
pared. The same stream of random numbers can be used for both simulations. The vari-
ance of the difference is minimized by using the same random numbers [14]. Common
random numbers is only relevant when the results of two expressions that are simulated
by different Monte-Carlo simulations are compared.
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2.6 Application of Variance Reduction Techniques

When multiple variance reduction techniques can be used, they can be compared in terms
of reduced variance and induced bias for a constant number of simulations [18]. There
are no rules that state which variance reduction technique will give the most accurate
result, but some guidelines are given by [14]:

• If the algorithm will be used only a few times, developing and implementing vari-
ance reduction techniques might be more time consuming than performing crude
Monte-Carlo simulations with a large value for N . Only when (almost) the same
algorithm with different input will be executed many times in the future, it is
worthwile to implement one or multiple variance reduction techniques.

• Combinations of variance reduction methods might reduce the variance more than
applying only one method.

• When a good control variable exists, the Control Variate method should usually be
applied. In these situations it is often beneficial to use Antithetic Variates before
applying Control Variates.

• When rare events play an important role in the simulation, Importance Sampling
is usually a good choice. It might even be the only method that gives a reasonable
result. Sometimes, combining Importance Sampling with Stratified Sampling gives
an optimal result [1].

The application of variance reduction methods should always be compared to the
result of crude Monte-Carlo simulations. When there is no obvious argument to use a
variance reduction method, the application of variance reduction methods might be a
waste of time.

2.7 Monte-Carlo methods in reconfigurable logic

Monte-Carlo simulations are an easy way to model financial risk. Unfortunately, it
can become very time consuming to simulate complex models with multiple underlying
variables because Monte-Carlo simulations are computationally intensive. The result
of a simulation is the approximation of the true value. A large number of samples is
required to minimize the variance of this result.

However, these computations can be significantly accelerated by using reconfigurable
hardware instead of CPUs, as will be discussed in chapter 3. Because Monte-Carlo
simulations are inherently parallel, it is possible to instantiate multiple Monte-Carlo
cores on a single FPGA, all working on the same problem in parallel. Furthermore, the
integrand can be compiled into a deep pipeline, producing a new function evaluation
each cycle.

Applying variance reduction in hardware implementations should give an even greater
speed-up. However, not all methods for variance reduction are suitable for an implemen-
tation in hardware.
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Antithetic variates, common random numbers and quasi random numbers are fairly
easy to implement in hardware and should definitely be used if they could provide a
more significant solution. Some small modifications will have to be made to the random
number generation of the crude Monte-Carlo design. Previous work on quasi random
numbers will be discussed in the next chapter.

Moment matching will be very difficult to implement efficiently in reconfigurable
hardware, since all random numbers need to be generated and stored before the moments
of the entire collection can be matched to the theoretical moments. This would require
a lot of memory operations, which is usually a rare resource on an FPGA.

Control variates could provide a very efficient design when a good control variate can
be found. This would require quite a lot of resources, but the benefits might outweigh
the downsides in many cases. An example of an implementation of this technique in
hardware will be discussed in the next chapter.

Stratified sampling, Latin hypercube and importance sampling might provide an
enormous acceleration over crude Monte-Carlo. However, detailed knowledge of the sim-
ulated process is required to make optimal use of these techniques, which would require a
tailored design for each application. A general purpose implementation of such variance
reduction techniques in hardware could prove to fill this gap. A hardware implementa-
tion of random number generation with stratified sampling and Latin hypercube will be
discussed in the next chapter.

2.8 Conclusion

Monte-Carlo methods are very useful in Finance, but computationally very intensive.
Hardware implementations of Monte-Carlo simulations should be able to decrease the
computation time of these simulations. Furthermore, variance reduction can be applied
to financial problems to reduce the computation time. Applying variance reduction in
hardware implementations should give an even greater speed-up.

However, many variance reduction techniques require detailed knowledge of the fi-
nancial simulation. For example, Control Variates requires a particular control variable,
Importance Sampling requires detailed knowledge of an improved probability density
function for a particular simulation and Stratified Sampling needs information on the
variance in particular subdomains of a Monte-Carlo integration. A general purpose im-
plementation of such variance reduction techniques in hardware could prove to fill this
gap between variance reduction and hardware implementations.

The next chapter will discuss related work, including hardware architectures that
have been developed for financial applications.
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3.1 Introduction

The focus of this thesis is to improve the execution time of financial Monte-Carlo simu-
lations. This chapter will discuss related literature on this topic. First, Section 3.2 will
discuss available uniform random number generators, since many Monte-Carlo simula-
tions use uniformly distributed random numbers. Second, Section 3.3 will discuss how
Gaussian (normal) random numbers can be generated in an FPGA. Third, Section 3.4
will discuss proposed hardware implementations of financial Monte-Carlo simulations
in hardware. Fourth, Section 3.5 will describe attempts to automate the generation of
hardware implementations of Monte-Carlo simulations. Finally, Section 3.6 will draw
conclusions from this related work for the remainder of this thesis.

3.2 Uniform Random Number Generation

Monte-Carlo simulations require large streams of random numbers. In the last decade,
different FPGA implementations of uniform random number generators have been pro-
posed. These generators can be divided into the following categories:

• True Random Number Generators (TRNG)
• Pseudo-Random Number Generators (PRNG)

Furthermore, Quasi-Random Number Generators (QRNG) are important for Monte-
Carlo simulation even though these numbers can not be considered random due to cor-
relation requirements on the output of the generator. The following sections will discuss
the differences between these three generators and existing FPGA implementations.

3.2.1 True Random Number Generators

TRNGs are usually used in cryptographic applications, where the random numbers have
to meet stringent requirements with respect to their unpredictability. These generators
usually rely on physical phenomena such as thermal noise or nuclear decay, but any non
deterministic process could be used to create a TRNG. Different FPGA implementations
have been proposed, using on-chip jitter [19], open loops [20], or oscillator rings [21]. The
statistical quality and unpredictability of these generators is very high. Unfortunately,
their throughput is usually in the order of millions of random numbers per second, which
is too low for Monte-Carlo simulations. Furthermore, it would be impossible to repeat a
simulation run and get the exact same result without storing all the generated random
numbers.

15
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3.2.2 Pseudo-Random Number Generators

PRNGs produce numbers that seem truely random by using an algorithm to transform
the current state into a new state. A PRNG is periodic, because the number of states is
finite and the algorithm is deterministic. PRNGs with a large period can be used for most
applications that need random numbers, except for cryptographic applications. Different
uniform random number generators have been developed. Most of these generators are
optimized hardware implementations of software random number generators, such as
the Mersenne-Twister random number generator [22, 23]. In [24] a family of PRNGs is
presented that is based on binary linear recurrences. Table 3.1 compares these FPGA
designs of PRNGs by resource usage, periodicity and speed.

Table 3.1: FPGA designs of PRNGs for 32-bits words

Method FPGA LUTs
Frequency

(MHz)
Period

Throughput
(Mwords/sec)

Binary Linear Recur. [24] Virtex-6 64 800 21024 − 1 800

Mersenne-Twister [23] Virtex-6 152 450 219937−1 420

Mersenne-Twister [22] Virtex-2 1253 190 219937−1 119600

3.2.3 Quasi-Random Number Generators

As explained in Section 2.5.6, quasi-random numbers are very useful in Monte-Carlo
simulations. Quasi-random numbers can be generated as Halton, Sobol and Neideretter
sequences amongst others. In [25], hardware designs for these three methods are pre-
sented and used for a simulation for extracting partial inductances from integrated cir-
cuits. Table 3.2 shows the FPGA utilization of the implemented QRNG. The design uses
more slices and is a bit slower than pseudo-random number generators.

Table 3.2: FPGA designs of QRNGs for 32-bits words

Method FPGA Slices Frequency (MHz) Throughput (Mwords/sec)

Halton Virtex-4 360 250 250

Sobol (2D) Virtex-4 147 349 697

Niederreiter (2D) Virtex-4 194 298 1191

As an example, the mutual inductance of an interconnect is derived with Monte-Carlo
simulations. The analytical solution to this problem is known and used as a reference
for the result of Monte-Carlo simulations. Three architectures with different RNGs are
used to obtain the result, using 1000 random variates. Table 3.3 shows the analytical
result and the results of the simulations. As can be seen, the quasi-Monte-Carlo results
are more accurate than the result obtained with conventional Monte-Carlo.
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Table 3.3: Monte-Carlo results for mutual inductance

RNG method Result

Analytical 0.28800

PRNG 0.28932

Sobol-2D (QRNG) 0.28800

Niederreiter (QRNG) 0.28802

3.3 Non-Uniform Random Number Generation

Most financial Monte-Carlo simulations use Gaussian random numbers for random walks.
Algorithms exist to generate these numbers directly. However, some simulations require
random numbers with a different distribution. Therefore, this section will discuss random
number generators for:

• Gaussian Random Numbers
• Random Numbers with arbitrary distributions

3.3.1 Gaussian Random Numbers

Most applications in Monte-Carlo simulation require Gaussian Random Numbers. Many
serial algorithms have been developed to generate Gaussian random numbers, such as
the Wallace, Ziggurat, Monty Python, Box-Muller and Inversion methods. Some of
these methods have been moved into hardware. Implementations of the Ziggurat [26]
and Wallace [27] method for 32-bit numbers have been created. In [28], a very fast
and area-efficient hardware implementation of the Box-Muller method is proposed for
16-bit numbers. The 16-bit inversion-based design presented in [29] is slower and less
area-efficient, but the random variates have a higher tail accuracy. Table 3.4 shows the
FPGA utilization of the implemented GRNGs.

Table 3.4: FPGA designs of GRNGs for different word sizes

Design FPGA Slices
Frequency

(MHz)
Throughput

(Mwords/sec)
Word size max. σ

Ziggurat [26] Virtex-2 891 168 168 32 ?

Wallace [27] Virtex-2 770 155 155 32 ±7σ

Box-Muller [28] Virtex-4 420 220 440 16 ±6.6σ

Inversion [29] Virtex-2 442 242 242 16 ±13.1σ

3.3.2 Random Numbers with arbitrary distributions

A widely used technique to create random numbers from a particular distribution is to
generate uniformly distributed random numbers and transform those numbers to the
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appropriate distribution according to a distribution mapping. A number of techniques
have been developed for this purpose, mostly using the inverse cumulative distribution
function of the target distribution. In [30] the target distribution is approximated by
mixing a large number of simple component distributions. By using different components
with arbitrary means and variances a distribution mapping is created in software and
stored in RAM for use in the FPGA. This approach has been improved in [31], where
only the triangular distribution is used for the components, but different weights are
assigned to each component. In [3], floating-point numbers are used as the input to the
ICDF and the symmetry that is found in many distribution functions is exploited to save
resources. A similar design is used in [32], where quasi random numbers are used as the
input. Using the ICDF maintains the advantages of the quasi random numbers. Table
3.5 shows the FPGA utilization of the implemented GRNGs.

Table 3.5: FPGA designs of RNGs with arbitrary distributions

Design FPGA Slices
Frequency

(MHz)
Throughput

(Mwords/sec)
Word size

[31]
Virtex

2
168 247 247 ?

[3]
Virtex

5
31 398 389 32 (float)

[32]
Stratix

III
51,584 110 MHz 110

64
(double)

3.4 Financial Monte-Carlo simulations in hardware

Hardware kernels for accelerating Monte-Carlo simulations have already been developed
in the beginning of the 1990s [33], when this method was mostly used in statistical
physics. Nowadays, Monte-Carlo simulations are used in many areas, especially in fi-
nance, which led to the development of multiple hardware implementations for financial
Monte-Carlo simulations. This section will compare recent implementations of financial
Monte-Carlo methods. For each hardware design, the following topics will be described
in more detail:

• Application
A short description of the implemented application will be given. The financial
application that is implemented is very important for the area usage and speed-up
of the implementation. For example, pricing an American option with Monte-
Carlo will automatically require more logic than pricing a European option, since
additional area will be needed to simulate early exercises opportunities.

• Structure
In order to improve a hardware implementation of a financial application, it is
advantageous to have a modular design where improving one module does not
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influence the design of the other modules. Furthermore, Monte-Carlo simulations
can be used with a wide range of mathematical models. A modular design where
only a small part of the architecture needs to be adjusted to support a different
module is preferable.

• Random Number Generation
Monte-Carlo simulations require large streams of random numbers. Therefore, it is
important to know what kind of random numbers are necessary, which algorithm
generates them and which hardware implementation of the algorithm is used.

• Hardware details
There is a linear relation between the execution time of Monte-Carlo simulations
and the number of kernels used. This gives small designs a huge advantage when
small Monte-Carlo kernels can be instantiated multiple times on one FPGA. There-
fore, the FPGA utilization (LUTs, FFs, DSPs, Block RAMs) will be described as
detailed as possible. However, not all literature (accurately) describes the FPGA
utilization. This topic will also discuss data types, degree of pipelining and oper-
ating frequencies if they are reported in literature.

• Simulation Results
The hardware implementations are usually compared with a software implementa-
tion running on CPUs. The speed-up described by the literature will be reported.
This number gives an indication of the performance of the hardware design, but
can’t be used to accurately compare designs since many different types of algo-
rithms and processing units are used as a benchmark. Furthermore, it is interest-
ing to consider the power usage of the hardware designs. Unfortunately, very few
papers report the power usage of the presented designs.

• Possible improvements
Finally, some possible improvements that could be implemented will be reported.
This will include the future work mentioned in the literature itself.

The following section will discuss hardware designs for basic financial Monte-Carlo
simulation which demonstrate the advantages of FPGAs in different fields in finance and
particularly in financial Monte-Carlo simulations. Section 3.4.2 will discuss optimizations
that have been implemented in Monte-Carlo designs to improve the accuracy or reduce
execution time. Section 3.4.3 describes Monte-Carlo designs that are implemented on
supercomputers or clusters of processing nodes. Finally, section 3.4.4 will summarize
this section and give an overview of the discussed literature in terms of area and speed.

3.4.1 Basic Monte-Carlo simulations

This section will discuss the following hardware designs for basic financial Monte-Carlo
simulation:

• A design methodology for various random walks
• Value at Risk calculations on an architecturally diverse system
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• Credit Risk Modelling
• Credit Derivative Pricing

3.4.1.1 Design methodology

Application Inspired by the hardware design of Zhang et al. [34], a methodology for
rapid design and implementation of Monte-Carlo based financial simulations is presented
in [35]. Five different Monte-Carlo simulations are explored, simulating amongst others
log-normal price movements, correlated asset VaR calculations and price movements
under the Garch(1,1) model. The methodology is demonstrated by implementing five
examples of Monte-Carlo simulations. These simulations are based on discrete-time
random walks and are described by an initial state, a state transition function and a
termination statement.

Structure The presented methodology uses five main components:

• Simulation manager
• Random number generators
• Simulation kernel
• Results manager
• Global bus

The simulation manager is a parametrisable shell for combining and controlling the
simulations. The simulation kernel implements the simulation specific functions. The
results manager collects and manages the results of one simulation. The global bus allows
set-up and result extraction from multiple simulation managers and result managers in
one FPGA.

Random Number Generation The paper does not describe how random numbers
are generated. The methodology allows components such as the random number genera-
tors to be independently developed and integrated, which allows many different random
number generators to be integrated in the designs produced with this methodology.

Hardware details No details about the FPGA utilization are given in the paper.
However, the paper does describe the maximum number of instantiated simulation man-
agers, which is 15 for the log-normal walk on an Xilinx Virtex-4 SX55 FPGA. This would
suggest about 1600 slices are used per instantiated simulation manager. The architecture
uses single-precision floating point cores for all mathematical operations.

Simulation results The hardware design is compared with a software design, run-
ning on a P4 2,66 GHz machine. By instantiating the maximal number of simulation
managers, the hardware implementation of the log-normal walk is 86 times faster than
an equivalent software implementation.
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Possible improvements The examples chosen in this paper are used to simulate the
price of a stock with a stochastic differential equation (SDE). A disadvantage of using
the SDE as transition function is the possible negative stock price that can result in
the simulations. Other financial models can prevent this, but are not demonstrated.
Furthermore, the design uses single precision floating-point operators. This might be
optimised with respect to the required accuracy and compatability with software ap-
plications. Future work described in the paper include combining the implementation
with software environments and extending the implementations for more complex sim-
ulations, possibly using automated generation of simulation kernels. Improvements to
both the methodology and the implementation are also mentioned, but details about
these possible improvements are not reported.

3.4.1.2 Architecturally diverse systems

Application An FPGA, GPU and CPUs are all used to accelerate a financial appli-
cation in [36]. The problem addressed is the computation of the Value at Risk for a
portfolio of correlated financial instruments. The price of the financial instruments is
simulated by using the functional form of the Black-Scholes model, which prevents the
stock price from becoming negative.

Structure The presented architecture uses five stages:

• Uniform random number generator
• Gaussian transformator
• Correlation generator
• Simulator
• Result manager

The Gaussian transformator transforms uniformly distributed random numbers into
normally distributed independent random numbers. Vectors of independent numbers
are transformed into correlated random numbers by the correlation generator. The
simulator uses correlated random numbers to generate random walks according to the
Black-Scholes model. Finally, the result manager aggregates and sorts the results of the
random walks.

Random Number Generation A uniform pseudo-random number generator is used
based on the Mersenne Twister method. The uniformly distributed random numbers are
transformed into a Gaussian distribution by using the Inverse Cumulative Distribution
Function (ICDF) in the GPU and by using the ziggurat algorithm in the FPGA. The
correlation is created by multiplying a vector of independent random numbers by a lower
triangular matrix, which is always performed in the GPU or a CPU.

Hardware details The Monte-Carlo simulations are executed on different combina-
tions of CPUs, a GPU and an FPGA. Five different mappings are explored, using:

• one CPU
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• eight CPUs
• one CPU + GPU
• one CPU + FPGA+ GPU
• eight CPUs + FPGA + GPU

Mapping 1 is used as a baseline. In mapping 3, the CPU is only used to manage the
results. In mapping 4, the FPGA is only used for Gaussian random number generation
and the GPU is used for correlating the results and simulating the walks. In mapping
5, the FPGA feeds random numbers into the CPUs and the GPU is working completely
parallel of the FPGA and CPUs. The designs are implemented on 2.2 GHz AMD Opteron
CPUs, an NVIDIA GeForce GTX 260 GPU and a Xilinx Virtex-4 LX80 FPGA. All
calculations are performed with single-precision floating point numbers. No details about
the FPGA utilization are given in the paper.

Simulation results The resulting speed-up found in the paper for different mappings
is shown in table 3.6. It is not surprising that the best performance is observed with
the mapping that uses all CPUs, the GPU and the FPGA. Mapping 4 is found to
perform worse than mapping 3, due to the fact that the GPU is not performing I/O and
computation concurrently. The marginal performance increase between mapping 3 and
5 is not explained in the paper.

Table 3.6: Speed-up of different mappings

Mapping Speed-up

1 One CPU 1

2 Eight CPUs 2.4

3 GPU 177.8

4 FPGA/GPU 133.3

5 All 180

Possible improvements The financial model that is used in this design does not
simulate entire paths of a stock price, it only simulates the value of the stock price
at time T. Therefore, this design can not be used to price path-dependent options.
Furthermore, only random number generation is implemented on an FPGA. The rest of
the model could also be moved onto an FPGA. Also, a solution could be developed for
the performance decrease when the GPU and FPGA are both used.

Future work that is reported in the paper focusses on improving the correlation
generator, which is the bottleneck, based on the approach described in [37].

3.4.1.3 Credit risk modelling

Application A hardware implementation of a credit risk model using Monte-Carlo
simulations is presented in [38]. A loan portfolio simulator is described based on the
methodology of Davis and Rodriguez [39], which uses an event based model to describe
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changes in economic conditions and the behavior of individual loans within the portfolio.
Two stochastic processes are used: one to model changes in economic conditions and one
to model changes (defaults) in the portfolio of loans.

Structure Three different hardware architectures for the model are presented: the
First Reaction Model, Single Next Reaction Model and Dual Next Reaction Model. Each
of these models provides different performance-area characteristics. All architectures
need the same stages:

• Event generation
• Event selector
• Update module
• Time manager
• Class manager

The simulation is inherently iterative, because each simulation step depends on the
result of the previous step. For a better hardware utilization, multiple simulations move
through the pipeline in parallel.

Random Number Generation The events are generated using an exponential ran-
dom number generator. First, uniformly distributed random numbers are generated,
which are transformed to exponential random numbers through piecewise linear approx-
imations [31].

Hardware details The architectures are pipelined using the C-slow approach, keeping
the pipeline occupied on every cycle regardless of the steps needed per simulation. Many
different data types are used in the architecture. Fixed-point and floating-point numbers
are used, which requires some conversion hardware between different components in the
architecture.

The simulators are implemented on 2.4 GHz Pentium-4 Core2 Duo CPUs and a Xilinx
Virtex-4 SX55 FPGA. The FPGA utilization is not reported in the paper. Only the
number of used flip-flops can be approximated by reading a graph in the paper. The total
FPGA utilization depends on the chosen architecture and the number of loan classes.
For the First Reaction Model with four loan classes, the flip-flop count is approximately
5200 flip-flops per instance of the simulator.

The operating frequency of the simulator is 233 MHz. The First Reaction simulator
with four classes can be instantiated eight times on the FPGA without affecting this
frequency.

Simulation results Not only is the speed-up dependent on the chosen model, it is
also dependent on the event generation rates. Overall, the hardware implementation is
reported to be 60 to 100 times faster than an equivalent software implementation.

Possible improvements Multiple types of simulators are described in the paper.
Each type provides the most speed-up in particular range of the input data. Future work
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reported in the paper includes the development of an architecture that incorporates more
than one of these types, to allow simulation states to migrate to the fastest simulator for
their current environment. Also, a more advanced version of the mathematical model
could be used and many different financial models for the same purpose could be moved
into hardware.

3.4.1.4 Pricing a Collateralized Debt Obligation (CDO)

Application A CDO is a combination of volatile assets such as mortgage loans, which
are repackaged into tranches based on their risk and sold to investors. Finding the right
price for these CDOs is a difficult and time consuming process. J.P. Morgan started a
collaborative project with Maxeler Technologies to accelerate the valuation of portfolios
of these complex credit derivatives [6, 40], demonstrating the need for faster pricing
methods. The work discussed in this section is a multifactor CDO pricing algorithm
presented in [41] based on the one-factor model presented in [42].

Structure The design is composed of the following components:

• Distributor
• CDO pricing cores
• Collector

The CDO pricing cores perform the actual simulation and use five stages to implement
the Multifactor model.

Random Number Generation Each CDO pricig core has one Gaussian random
number generator in stage 1, which produces fixed-point 32-bit random numbers.

Hardware details The design was implemented using different data types. The best
results were obtained with an integer representation and a hybrid of single-precision and
double-precision. The operating frequency for the integer-based design is 198.1 MHz, for
the hybrid of floating-point formats this is 185.8 MHz. The FPGA utilization is shown
in table 3.7. No more than 4 hybrid cores and 5 fixed-point cores can be instantiated on
one FPGA.

Table 3.7: FPGA utilization for CDO pricing

Hybrid Fixed

FPGA xc5vsx50t xc5vsx50t

Slices ? ?

LUTs 8037 5775

Flip-Flops 7564 5852

DSPs 44 21

Block RAM 20 20
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Simulation results The performance of the design is compared with a software im-
plementation running on a single core 3.4 GHz Intel Xeon processor. The integer design
was found to be 71.5 times faster than the software, the hybrid design is 51.1 times
faster. Compared to a double-precision implementation, the average error of the hybrid
floating-point cores is 4.99 · 10−5%.

Possible improvements The application is tested using a set of benchmarks, but the
design is not tested and implemented in a larger system. The presented architecture
is very promising, but a decline in performance is likely when the design is integrated
into a larger system, especially looking at the IO requirements for this design, which
are discussed in section 5.3 of [41]. The design presented by Maxeler [40] is an actual
implementation of J.P. Morgans algorithms in hardware and reaches a speed-up of 33.
However, their hardware design is not discussed in much detail.

3.4.2 Monte-Carlo simulations with improved accuracy

This section will discuss optimizations to Monte-Carlo designs that aim to reduce the
variance or improve the execution time for a give accuracy of a Monte-Carlo simulation.
The following hardware designs will be discussed:

• Control Variate Monte-Carlo

• Stratified Sampling and Latin Hypercube

• Quasi-Monte-Carlo in Brownian Bridges

• American option pricing with Quasi-Monte-Carlo

3.4.2.1 Control Variate Monte-Carlo

Application In [17], an FPGA-accelerated Control Variate Monte-Carlo (CVMC)
framework is presented, which is used to price Asian options. As described in Sec-
tion 2.5.2, CVMC requires fewer simulations for a given accuracy compared to crude
Monte-Carlo simulations.

Structure The presented design uses uses a similar structure as described in section
3.4.1.1:

• CVMC core
• Gaussian random number generator
• Simulation kernel
• Results kernel
• Coordination block

Random Number Generation Gaussian random numbers are generated by piece-
wise linear approximation, as presented in [31].



26 CHAPTER 3. RELATED WORK

Hardware details The design uses only single-precision floating-point numbers. All
floating-point operators are pipelined with 8 to 27 pipeline stages, which allows a fre-
quency of 200 MHz for the design with 10 CVMC cores. The FPGA utilization is shown
in table 3.8. No more than 10 CVMC cores can be instantiated because almost all DSPs
are used by 10 CVMC cores.

Table 3.8: FPGA utilization for 10 CVMC cores

10 CVMC cores

FPGA xc5vlx330t

Slices 44118

LUTs 79587

Flip-Flops 130195

DSPs 180

Block RAM 10

Simulation results The design is compared to a design with pure Monte-Carlo cores
(without variance reduction). The pure Monte-Carlo cores use fewer resources. There-
fore, 16 pure Monte-Carlo cores fit in the same FPGA where a maximum of 10 CVMC
cores could be synthesized. However, the CVMC design with 10 cores is 2 times faster
than the pure Monte-Carlo design with 16 cores for a given accuracy expressed as a
99% confidence interval. The design is also compared to a software implementation of
CVMC running on a 2.5 GHz Xeon E5420 processor and a 1.3 GHz Tesla C1060 GPU.
The hardware design is 24 times faster than the software implementation and 2.4 times
faster than an equivalent GPU implementation. Moreover, the power consumption of
the FPGA design is 2.8 times lower than the software and 6.9 times lower than the GPU
design.

Possible improvements The Control Variate approach can not always be used. For
example, two similar targets are required, where one of these targets must have a known
solution. Further, a CVMC design is not a seperate module that can be instantiated in
every Monte-Carlo design. It has to be designed from scratch for each application. Future
work reported in the paper include the application of CMVC to other financial problems
and the design of a distributed financial computation framework in a heterogeneous
cluster.

3.4.2.2 Stratified Sampling and Latin Hypercube

Application Hardware designs for two other variance reduction techniques, Stratified
Sampling and Latin Hypercube, are presented in [43]. The design in this paper is a
component that can be implemented in a GRNG between the URNG and the trans-
formation to Gaussian random numbers. These techniques were implemented into a
Gaussian random number generator which could be used in a Monte-Carlo design. A
complete Monte-Carlo hardware design with Stratified Sampling or Latin Hypercube can
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not be found in literature. The main idea behind these approaches is to better cover the
space of a random variate by dividing it into subsets called stratas.

Structure The architecture of the component is composed of two parts:

• Stratas generator
• Random variable transformer

Random Number Generation The Gaussian random numbers are generated by
transforming uniform random numbers. Which URNG is used is not described. The
transformation to Gaussian random numbers is presented in a previous paper [44].

Hardware details The hardware design is implemented into a Gaussian Random
number generator. The area and frequency depends on the bit-widt of the stratas.
The FPGA utilization for a bit-width of 6 is shown in table 3.9. However, not much
information on resource utilization is given in the paper. Most of the slices are used for
the divider. No information about memory usage was given in the paper, but based on
the architecture it would be expected that some memory blocks are used. The maximum
frequency depends on the design. The GRNG in which the component is implemented
operates at a maximum frequency of 185 MHz, which was achieved in the Stratified
Sampling component with a maximum strata bit-width of 6.

Table 3.9: FPGA utilization for Stratified Sampling and Latin Hypercube

1 S.S. core 1 L.H. core

FPGA xc2v4000 xc2v4000

Slices 1820 1924

Simulation results The design was compared with a software implementation running
on an AMD Athlon 4400 at 2.2 GHz. The hardware design was found to be more than
7 times faster. However, no information is given about the speed-up of Monte-Carlo
simulations. The extra area consumption will result in fewer Monte-Carlo cores in one
FPGA. Therefore, the improved accuracy of Stratified Sampling and Latin Hypercube
has to compensate for the decrease in speed due to the decreased number of cores.

Possible improvements The designs for Stratified Sampling and Latin Hypercube
are not implemented in a complete Monte-Carlo simulation. Such an architecture will
be required to investigate if the area costs for variance reduction are compensated with
enough speed improvement. Further improvement of the hardware design should focuss
on the divider, which consumes most of the area and might be replaced by a more efficient
algorithm, and the memmory usage including a shuffle algorithm.
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3.4.2.3 Quasi-Monte-Carlo

Application Quasi-Monte-Carlo is also popular because it needs fewer simulations
to price a derivative for a given accuracy. In [32], a quasi-Monte-Carlo simulator is
presented that uses the Brownian Bridge algorithm to generate random walks.

Structure The architecture is divided into three main parts:

• Sobol random number generator
• Gaussian random number transformer
• Brownian Bridge module

The paper does not describe how the generated walks are proccesed after the Brow-
nian Bridge module created them.

Random Number Generation Quasi-random numbers can be generated as Halton,
Sobol, Faure and Neideretter sequences amongst others. In [32] the numbers are created
with a Sobol sequence generator, which generates uniformly distributed quasi-random
numbers. The inverse cumulative density function is used to transform these numbers
to a Gaussian distribution.

Hardware details The design was implemented on an Altera Stratix III FPGA, which
was able to operate at a maximum clock frequency of 110 MHz. Data was represented as
double-precision floating-point numbers. The FPGA utilization is shown in table 3.10.
Most of the ALMs are used by the implementation of the Gaussian random number
transformer.

Table 3.10: FPGA utilization for the Sobol URNG in a Monte-Carlo design

Sobol URNG 1 QMC core

FPGA Stratix III EP3SE260-3 Stratix III EP3SE260-3

ALMs 315 87965

LUTs 315 87965

Flip-Flops 464 128630

DSPs 0 75

M9K memory 15 284

M144K memory 29 29

Simulation results The design was compared with a C++ software implementation
provided by an investment bank and running on an Intel Xeon Woodcrest processor
running at 3 GHz. The accelerator achieves a speedup of over 50 times compared to the
software.
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Possible improvements Since smaller implementations of the Gaussian ICDF have
been presented, it should be possible to replace this component in the design with a
more efficient transformer. This would significantly reduce the FPGA utilization. Fur-
thermore, the designers wrote about known optimizations that could improve the per-
formance significantly by improving the frequency and by reducing the latency in the
floating-point pipeline.

3.4.2.4 American option pricing with quasi-Monte-Carlo

Application Monte-Carlo simulations can be used to price derivatives such as options.
However, American options are more difficult to price, since they can be exercised at
any point in time. A number of extended Monte-Carlo methods have been published
for American option pricing. The Monte-Carlo simulation engine presented in [45] is
extended to incorporate the Least-Squares Monte-Carlo (LSMC) method, which is pre-
sented in [46]. In this method, the stock price is again simulated with a log-normal walk.
By performing regressions for multiple time steps during the simulation, the expected
value of continuing the option is identified and compared to the profit when the option
is immediately exercised.

Structure The architecture is divided into three main parts:

• Path generation
• Path storage
• Regression module

The path generation module is composed of a random number generator and a sim-
ulation core that simulates the stock price over time using the SDE, which means the
stock price can become negative. The paths are stored in off-chip memory. The re-
gression module is a modular implementation of the algebraic ordinary least squares
solution.

Random Number Generation The simulator uses quasi-random numbers that are
created with a Sobol sequence generator, which generates uniformly distributed quasi-
random numbers. The inverse cumulative density function is used to transform these
numbers to a Gaussian distribution.

Hardware details Even though the design is pipelined and uses fixed-point 32-bits
numbers, the operating frequency is 75 MHz. The FPGA utilization is shown in table
3.11. In addition to this, 16 off-chip memory banks are used for storing the stock price
paths. Multiple path generation and regression modules can be generated in one FPGA,
with the constraint of having a number of path generation cores equal to a power of two.
The reported implementation uses 16 path generation cores and 4 regression modules.

Simulation results The design is compared to a software implementation running on
a 2.8 GHz Xeon processor with 1 Gbyte memory. The software implementation uses



30 CHAPTER 3. RELATED WORK

Table 3.11: FPGA utilization of Monte-Carlo cores with and without regression
modules

16 MC-cores 4 regr-cores Total

FPGA xc4vfx100 xc4vfx100 xc4vfx100

Slices 2655 37667 40322

LUTs 3656 66384 70040

Flip-Flops 2996 18385 21381

DSPs 44 116 160

Block RAM 24 53 77

single precision numbers. The hardware design is 20 times faster than the software
implementation.

Possible improvements The software design that is used as a reference is imple-
mented with floating-point numbers, while the hardware design uses a fixed-point for-
mat. The effect of this change on the accuracy and compatibility of the design is not
discussed. The authors write that a more comprehensive investigation of the precision
requirements and its implication on hardware resources and speed-up figures will be con-
ducted. Furtheremore, the paper reports that future work may include the investigation
of other methods to solve the linear-squares problem in hardware, which might be more
efficient.

3.4.3 Monte-Carlo designs on clusters of processing nodes

The following Monte-Carlo designs that are implemented on supercomputers or clusters
of processing nodes will be discussed in this section:

• Quasi-Monte-Carlo on FPGAs, CPUs and a GPU

• Option pricing on an FPGA cluster

• Dynamic Scheduling for Heterogeneous Clusters

3.4.3.1 Quasi-Monte-Carlo on FPGAs, CPUs and a GPU

Application Based on the previous architecture, a quasi-random Monte-Carlo sim-
ulator implemented on an FPGA-based supercomputer called Maxwell is presented in
[47]. The design is used to price European options, no regression logic is necessary. The
Maxwell uses 32 blades with 1 CPU and 2 FPGAs per blade. The final design is imple-
mented on a different number of nodes on the Maxwell, giving insight into the relation
between the timing and the number of FPGAs.
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Structure The architecture is composed out of many quasi-Monte-Carlo cores divided
into three main parts:

• Gaussian quasi-random number generator
• Iteration Core
• Post processing

Random Number Generation The random numbers are created with a Sobol se-
quence generator, which generates uniformly distributed quasi-random numbers. The
inverse cumulative density function is used to transform these numbers to a Gaussian
distribution.

Hardware details An FPGA implementation has been made for fixed-point and
single-precision floating-point numbers. The FPGA utilization for both formats is shown
in table 3.12. The paper reports that the precision is the same for both implementations.
The most optimized pipeline stage is used for the floating-point operators, which results
in a critical path in the multiplier for all implementations. This results in a maximum
frequency of 194 MHz and 180 MHz for the fixed- and floating-point designs respectively.

Table 3.12: FPGA utilization of Quasi-Monte-Carlo designs

Fixed, 1 core Float, 1 core

FPGA xc4vfx100 xc4vfx100

Slices 1728 3741

LUTs 1865 4305

Flip-Flops 2648 5767

DSPs 11 14

Block RAM 6 6

Simulation results The design was compared with a software implementation running
on an 2.8 GHz Xeon CPU and a GPU implementation running on an NVIDIA 8800GTX.
Compared to the software, speed-ups ranging from 162 to 544 were found for different
data formats. Compared to the GPU, the FPGA design was more than 3x faster. The
implementation was scaled from one FPGA to 32 FPGAs. The execution time decreases
linearly with the number of FPGAs used, while the speed-up is independent of the
number of FPGAs when compared to the same number of CPUs.

Possible improvements The presented architecture gives a comparison between sim-
ulations using different processing nodes. Future work might include a design that uses
both FPGAs and GPUs at the same time. Furthermore, future work reported in the
paper includes the extension to a larger set of financial applications.
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3.4.3.2 Option pricing on an FPGA cluster

Application A cluster of FPGAs called SMILE is used to accelerate the pricing of a
European option in [48]. The price of the option is simulated by using the functional
form of the Black-Scholes model, which prevents the stock price from becoming negative.
A cluster of 64 FPGAs and a computer host is used, where the FPGAs function as
coprocessors to the embedded PowerPC processors. The functional form of the Black-
Scholes model implemented with one timestep on the FPGAs is similar to the approach
taken in [49].

Structure The SMILE architecure uses the following components:

• Computer host
• 32 nodes with 2 FPGAs each

The application is running on the SMILE host, which sends the simulation parameters
to 32 nodes containing 2 FPGAs each. The FPGAs have two PowerPC microprocessors,
which are used to communicate between the host and the FPGAs. Each node sends the
parameters to the FPGA through the sytem bus. The FPGA calculates the expected
profit and confidence value, which is communicated to the PowerPC. The PowerPC uses
an MPI function call to send the results back to the host, which calculates the final value.

Random Number Generation Uniformly distributed random numbers are gener-
ated with the Mersenne Twister algorithm. These numbers are converted to Gaussian
random numbers via the Box-Muller transform, using the polar representation instead
of the cartesian representation. This method could lead to invalid samples.

Hardware details The FPGA implementation uses different number formats. The
random numbers are generated as fixed-point numbers, the FPGAs use single-precision
floating-point numbers and the result is transformed to double-precision floating point
before it is passed to the host. The FPGAs calculate the paths of the simulation without
iteration, which is possible for European options with the functional form of the Black-
Scholes model. The floating-point operators used here are pipelined and take three cycles
for each calculation. The operating frequency of the FPGAs is 104 MHz. The FPGA
utilization that is reported in the paper for one simulation kernel is shown in table 3.13.

Table 3.13: FPGA utilization for European option pricing

1 MC-core

FPGA xc2vp30

Slices 157211

1The paper reports 15721 LUTs are used, which is supposed to be 57% of the total number of LUTs.
Based on the Xilinx documentation, this is probably a mistake in the literature and the design actually
uses 15721 slices.
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Simulation results The design is compared to three different architectures: a software
implementation running on a 2.6 GHz Intel Quad core with 4 Gbyte of RAM, a GPU
implementation running on an NVIDIA GeForce 8600 GT and a cluster setup called
ALTAMIRA of 18 eServer BladeCentres with a total of 512 processors.

The SMILE cluster is about 25 times faster than the single-processor, 3 times slower
than the GPU and 5 times faster than the Altamira cluster using 32 nodes. Furthermore,
the FPGA design does not suffer from scalability problems, in contrast to the CPU and
GPU that present memory limitations.

Possible improvements From a financial point of view, the simulated paths are not
very useful since they represent the functional form of the Black-Scholes model with
merely one timestep. Such a path can not be used to price path-dependent options.
Multiple timesteps are needed for such options, which will translate to an iterating
kernel in hardware.

From a hardware point of view, the FPGA utilization seems rather high. 15721 slices
is a lot compared to other designs for pricing European options. Furthermore, the ran-
dom number generators used may produce invalid results and are not able to incorporate
quasi-random numbers. A better URNG and an ICDF should be used instead. Also, it
is unclear why three different data formats are used. It might be worthwile to investigate
which data formats are optimal for this simulation and architecture.

3.4.3.3 Dynamic Scheduling for Heterogeneous Clusters

Application An architecture where FPGAs, GPUs and CPUs work collaboratively on
a single application is presented in [50]. The addressed problems are pricing Asian op-
tions and performing GARCH asset simulation. The paper focusses on distributing the
work over heterogeneous processing nodes according to different load balancing schemes.
In addition, extensive power measurements are performed comparing the energy con-
sumption of different configurations.

Structure There are two major processes in the framework:

• MC distributors
• MC workers

The MC distributors partition the work and distribute sub-tasks to their child MC
distributors or to their MC workers. This results in a large tree where the leaf nodes
are the MC workers and the other nodes are MC distributors. The actual simulations
are performed by the MC workers, who obtain their parameters from and communicate
their results to their MC distributor parent. An MC worker can be an FPGA, GPU or
CPU. For Asian option pricing, the architecture from [17] is used. The architecture for
the GARCH simulation is similar to the design in [35].

Random Number Generation A Gaussian random number generator based on
piecewise linear generation is used, which is described in [31].
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Hardware details Load sharing policies are implemented in the MC distributors. The
tasks are distributed over the workers according to this policy, which could for example be
a uniform distibution, an energy-based distribution or a distribution for optimal speed.

The designs are implemented on FPGAs using single-precision floating-point numbers
in all operators except for the random number generation. The random numbers are
represented as 24-bit fixed-point numbers. The FPGA utilization for 10 Asian cores and
12 GARCH cores is given in table 3.14. The operating frequency is 200 MHz.

Table 3.14: FPGA utilization for Asian option pricing and GARCH simulations

10 Asian cores 12 GARCH cores

FPGA xc5vlx330t xc5vlx330t

Slices 44118 37205

LUTs 79587 59313

Flip-Flops 130195 118261

DSPs 180 192

Block RAM 10 12

Simulation results Multiple configurations of FPGAs, GPUs and CPUs are com-
pared. The CPUs are AMD Phenom 9650 Quad-Cores running at 2.3 GHz, the GPUs
are nVidia Tesla C1060 GPUs. The speed-up of the FPGA compared to the CPU is
21.8, while the speed-up compared to the GPU is 1.4. For the GARCH simulation, a
cluster using 8 FPGAs and 8 GPUs is 44 times faster than a cluster using 16 CPUs and
uses 19.6 times less energy.

Possible improvements The design uses heterogeneous nodes collaboratively, but
all types of nodes are used for all operations in a simulation. Using FPGAs and GPUs
for different parts of a simulation is not addressed. Future work reported in the pa-
per includes designing more sophisticated dynamic scheduling policies and testing more
complex Monte-Carlo applications involving data-dependencies in this framework.

3.4.4 Overview

The presented implementations of Monte-Carlo simulations in hardware offer great
speed-ups over equivalent software implementations. Figure 3.1 shows the speed-up over
software of the designs discussed in this section. Hardware designs for basic Monte-Carlo
simulations demonstrate the opportunities for FPGA in financial computing, whereas
more complex design with variance reduction improve the execution time even further.
However, only a few methods for variance reduction have been moved into hardware.
Other methods might result in different speed-up figures.

To improve the execution time further, these designs can be scaled over many pro-
cessing nodes in modern supercomputers. Also, the designs could be extremely pipilined.
Since Monte-Carlo simulations are inherently parallel, a higher degree of pipelining will
increase the operating frequency and the performance of the system. Most designs in
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Figure 3.1: Speed-up over software

this section show an operating frequency around 180 MHz, yet some designs have a
lower frequency. These designs might benefit from more pipiline stages to increase the
frequency. The operating frequencies of the discussed designs are shown in figure 3.2.

Figure 3.2: Operating frequency

A comparison of the FPGA utilization is not relevant, since the designs implement
different algorithms and target different results. An algorithm for Asian option pricing
needs much more multiplications compared to an algorithm for European option pricing,
which will obviously lead to higher FPGA utilization. Five designs from this section sim-
ulate the same log-normal path of a stock using the Black-Scholes model. A comparison
of the speed-up per used flip-flop for these designs is shown in figure 3.3.

Since many different assets can be simulated with even more models, it would be
beneficial to generate hardware implementations of specific models automatically. Some
work has been done in this field, which will be discussed in the next section.

3.5 Automatic generation of Monte-Carlo hardware de-
signs

Monte-Carlo simulations are used in a wide range of (financial) applications. The model
that is used by the simulation is different for each application. Therefore, a few attempts
have been made to automate the generation of hardware implementations. First, a frame-
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Figure 3.3: Speed-up per flip-flop

work was proposed for automatically translating mathematical simulation descriptions
into pipelined hardware implementations [51]. Next, a design-flow was presented that
uses the Hadyn approach [52] to automatically derive simulation architectures from a C-
like description, describing the functionality of the design without focusing on hardware
details [53]. Finally, a domain specific language called Contessa was created to describe
path-based Monte-Carlo simulations [54].

3.6 Conclusion

This section will draw conclusions for the remainder of this thesis based on the related
work discussed above. First, some requirements on a Monte-Carlo hardware design are
stated based on the topics discussed in the previous sections of this chapter. Next,
possible improvements are given that lead to the hardware design developed in this
thesis.

Application The financial application that is implemented is very important for the
area usage and speed-up of the implementation. Some of the related work reports large
speed-ups, but has a limited application range. For example, Monte-Carlo simulations
are mainly used in option pricing to price path-dependent options. However, some de-
signs are not capable of pricing such options. Also, some designs use the SDE to simulate
stock price paths. This can cause a negative stock price. No measures to prevent this
have been reported. Furthermore, some designs only consider kernel speed-up instead
of system speed-up. For example, the work presented in [43] reports a large speed-up
over an equivalent software implementation, but the consequences of the stratification
and extra logic requirements in Monte-Carlo implementations are not reported.

Structure It is advantageous to have a modular design. Most implementations are
designed with a module for random number generation, an iterating simulation kernel
and a post processor that determines the result of the simulations.

Furthermore, there must be a clear split between the control intensive part and the
data intensive part of the simulation. For the control intensive part, a CPU is the most
useful processing node. The FPGA is best used for the data intensive part.
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The CPU has to be able to split the work fast and efficiently, so it can be executed
by the FPGA. The FPGA has to be able to process this work with a high throughput.
Because millions of independent parallel tasks will have to be executed, latency is less
important than throughput. For this purpose, the simulation or integration has to be
compiled into a deep pipeline and produce one or multiple simulations per iteration.

Random Number Generation Many different random number generators have been
developed that can be used for Monte-Carlo simulations. Which RNG to use depends
on the requirements of the Monte-Carlo design and the availability of the RNG. How-
ever, for most Monte-Carlo simulations quasi-random number generators can be advan-
tageous with respect to the accuracy and speed. When non-uniform random numbers
are required, a quasi-random number generator can easily be combined with a random
number generator based on the ICDF. Therefore, a quasi-random number generator com-
bined with a non-uniform ICDF random number generator seems to be an appropriate
choice for a fast hardware design.

Hardware details Due to the parallel nature of Monte-Carlo methods, extra simu-
lation kernels result in a linear speed-up. Therefore, reducing the logic utilization can
result in a much faster design. This also holds for using a cluster of processing nodes:
using multiple FPGAs can result in a linear speed-up when the work can be split over
the processing nodes with the same speed.

Since throughput is important, a deep pipeline should be applied to increase the
frequency of the design. This will also increase the energy consumption, but multiple
designs that were discussed in this chapter have shown that the energy consumption of
an FPGA implementation will still be much smaller than the energy consumption of a
CPU or GPU implementation. A high frequency also requires rapid I/O. Therefore, the
communication between the CPU and FPGA should be minimal. The same holds for
memory usage.

Using double-precision floating point numbers throughout the design may not be the
best, since it may not result in more accuracy but will increase the logic utilization.
However, when results of simulations are accumulated and averaged double-precision
might be neccesary for the post-processing modulue to keep the same precision for the
final result as the results of single simulations.

Simulation result A hardware implementation has to minimize the execution time
of a Monte-Carlo simulation that targets a particular accuracy. Speed-up over equiva-
lent software implementations is relevant, but even more interesting is the speed-up of
the design in a complete system and the speed-up over equivalent hardware implemen-
tations. The former is particularly relevant when only one module of a Monte-Carlo
design has been implemented in hardware, the latter is relevant for example to compare
the performance of variance reduction methods to the performance of basic Monte-Carlo
designs.

Automatic Generation A few attempts have been made to automate the generation
of hardware implementations. However, no mature automatic generator has ever been
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presented. There is still a gap between the financial industry using software algorithms
and engineers developing hardware implementations, since most presented designs are
only useful in very specific applications.

Possible Improvements As discussed in Chapter 2, variance reduction methods are
widely used to reduce the execution time of Monte-Carlo simulations in software. How-
ever, only few of these methods have been implemented in hardware and their usage is
limited to very specific applications. Compared to crude Monte-Carlo simulations, extra
logic will be required to implement variance reduction methods. However, the decrease
in execution time might outweigh this extra logic utilization.

Advanced variance reduction methods such as Importance Sampling and Stratified
Sampling have not been moved into hardware effectively. The Stratified Sampling design
presented in [43] is limited to the stratification of random numbers, but the opportunity
to optimize the number of simulations for each stratum is ignored, as is the effect of the
stratification on a complete Monte-Carlo design.

It seems redundant to create a specific hardware implementation for each financial
application. However, the exact usage of variance reduction methods such as Stratified
Sampling and Importance Sampling depends on the financial application. Preferably, a
general purpose implementation of these methods would be used. Such general purpose
algorithms have been developed in software. The next chapter will discuss Importance
Sampling and Stratified Sampling in more detail and present general purpose algorithms
for these variance reduction methods.



Importance Sampling and
Stratified Sampling 4
4.1 Introduction

Chapter 2 discussed various variance reduction methods. As was described in chapter
3, some of these methods have been moved into hardware. Not all variance reduction
methods seem appropriate for a hardware implementation though. Some very successful
methods, such as importance sampling and stratified sampling, seem difficult to move
into hardware since an efficient hardware implementation would require specific mathe-
matical knowledge of the integrated function beforehand. However, adaptive and general
purpose algorithms exist for these methods, which are more suited for a hardware de-
sign. This chapter will give a more detailed description of importance sampling and
stratified sampling and will describe adaptive and general purpose algorithms to apply
these methods.

First, section 4.2 will discuss Stratified Sampling. Next, section 4.3 will will describe
Importance Sampling. Applying a combination of these methods in finance will be
described in section 4.4. Different algorithms for adaptive integration that might be
suited for a hardware implementation will be discussed in section 4.5. One of these
algorithms, MISER, is discussed in more detail in section 4.6 (and will be moved into
hardware in chapter 6). Finally section 4.7 will conclude this chapter.

4.2 Stratified Sampling

Stratified sampling divides the sample space of stochast Y into m segments (or ’strata’).
The integral for each segment can be determined with a different number of samples for
each segment. The integral on the entire domain follows as a weighted sum of the integrals
on the segments. This section will start with a simple example to demonstrate the use
of Stratified Sampling, followed by a formalization of the approach and a discussion of
the performance.

4.2.1 Simple example

This example will determine E[g(y)], where g(y) = 1 − y2 with a uniform distribution
for Y on the domain [0; 1]. A plot of the function on this domain is shown in figure 4.1.
When Stratified Sampling is used, the domain is divided into smaller subdomains. In
this example, the domain will be split in two subdomains on the interval [0; 1

2 ] and [1
2 ; 1]

respectively. The expected value can be written as:

E[X] = E[X|Y ≤ 1
2 ] · P [Y ≤ 1

2 ] + E[X|Y > 1
2 ] · P [Y > 1

2 ] (4.1)

39
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Figure 4.1: g(y) = 1 · (1− y)

In the remainder of this example, operators with the subscript l address the subdo-
main where Y ≤ 1

2 and operators with the subscript r address the subdomain where
Y > 1

2 . The subscript t describes the total domain.
The values for E[g(y)|y ≤ 1

2 ] and E[g(y)|y > 1
2 ] can be determined with crude Monte-

Carlo integration with Nl and Nr = N −Nl function calls respectively. Since Y follows
a uniform distribution, P [Y ≤ 1

2 ] = P [Y > 1
2 ] = 1

2 . Let Xj,N be the average of N
Monte-Carlo simulations of g(y) on (sub)domain j. The Monte-Carlo estimator using
Stratified Sampling and N function calls is given by:

Xt,N =
1

2
·
(
X l,Nl +Xr,Nr

)
(4.2)

Let Varl(g) denote the variance of g(y) in the subdomain where Y ≤ 1
2 and Varr(g)

the variance of g(y) in the subdomain where Y > 1
2 . The variance of the estimator

Xstrat,N is now given by:

Var(Xt,N ) =
1

2

[
Varl(g)

Nl
+

Varr(g)

Nr

]
(4.3)

This variance can be minimized by using more function calls in the more volatile
subdomain of g(y), which is the subdomain where Y > 1

2 . Hence, Nr > Nl. In fact,
Var(Xstrat,N ) is minimized when:

Nr,opt = N · σr
σl · σr

(4.4)

which can be derived by using Nl = N −Nr and σl =
√

Varl(g). Using the optimal
number of function calls for each subdomain, equation 4.3 reduces to:

Var(Xstrat,N ) =
[σl + σr]

2

4N
(4.5)

This approach is used in a simulation with N = 1000. The results with and without
importance sampling are given in table 4.1. The exact value is X = 2

3 ≈ 0, 667. Clearly,
Stratified Sampling leads to a more accurate result. This approach will be formalized in
the remainder of this section. MATLAB code for both simulations can be found in the
appendix.
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Crude MC MC with stratified sampling

Result 0,6799 0,6631

Error 0,0133 0,0035

95% confidence interval [0, 6616; 0, 6982] [0, 6503; 0, 6759]

confidence interval size 0,0095 0,0038

Table 4.1: Result of the integration with and without stratified sampling.

Finding the optimal number of function calls for each subdomain is a challenge. By
performing a small number of function calls for each subdomain, an estimate of the
standard deviation for each subdomain can be obtained which can be used to approxi-
mate the optimal number of function calls for each subdomain. The Stratified Sampling
method will be formalized in the remainder of this section.

4.2.2 Formalization

Suppose the value of E[g(y)] is given by

E[g(y)] =

∫
Rd
g(y)f(y) dy (4.6)

where f(y) is the probability density function of Y and Y is a d-dimensional random
variable. Stratified sampling divides the sample space of Y into m segments (or ’strata’).
The integral on the entire domain follows as a weighted sum of the integrals on the
segments according to

E[g(y)] =
m∑
i=0

E[g(y)|y ∈ Ji] · P[y ∈ Ji], (4.7)

where P [y ∈ Ji] is the probability that a realization y from Y is from segment Ji [14].

A Monte-Carlo integration can estimate the mean in each of these subdomains, where
Ni is the number of simulations used in each subdomain and N = N1 + . . .+Nm is the
total number of function calls. Let xi,Ni denote the average of Ni simulations of g(y)
with y ∈ Ji. This is the Monte-Carlo estimate for g(y) in subdomain Ji. Then,

xt,N =

m∑
i=0

xi,Ni · P[y ∈ Ji]. (4.8)

A different number of simulations can be used for each subdomain. The variance of
the Monte-Carlo estimate can be reduced by using a large number of function calls in
the subdomains where the variance is large. The optimal number of simulations for each
subdomain is given by Nh,opt:

Nh,opt = N · P[y ∈ Jh] · σh∑m
i=1 P[y ∈ Ji] · σi

(4.9)
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where σi is the true standard deviation of g(y) in subdomain Ji. Using this number
of function calls for each domain, the variance of xt,N is given by:

Var(xt,N ) =
(
∑m

i=0 P[y ∈ Ji] · σi)2

N
(4.10)

which will be lower than the variance from equation 2.2 when E[g(y)|y ∈ Ji] is not
constant for different i. The (1 − α)-confidence interval using Stratified Sampling is
approximated by: [

xt,N − z1−α2

σ̂strat√
N

,xt,N + z1−α2

σ̂strat√
N

]
(4.11)

where σ̂strat =
√

Var(xt,N ) [55].

4.2.3 Accuracy improvement

Experiments with Stratified Sampling in financial Monte-Carlo simulations have been
performed by Glasserman et al. in [56] by determining the Value at Risk for a portfolio
of puts and calls with Stratified Sampling using N = 40.000. With Stratified Sampling,
the variance was reduced up to 206 times for the same number of function calls. To
obtain the same accuracy with crude Monte-Carlo integration, 206 · N function calls
would be required.

4.3 Importance Sampling

The idea behind importance sampling is to assign a high probability to values that are
important for the integration. Importance sampling builds on a direct transformation of
the density function in equation 2.4. It may be difficult to obtain this transformation,
but knowing the transformation can have great benefits [14]. This section will start
with a simple example to demonstrate the use of Importance Sampling, followed by a
formalization of the approach and a discussion of the performance in terms of accuracy.

4.3.1 Simple example

This example1 will demonstrate the use of Importance Sampling in the integration of
the one-dimensional function g(y) = y · (1− y) on the domain [0; 1]. This is identical to
calculating the value of

V =

∫
R
g(y)f(y) dy (4.12)

where f(y) is the uniform density function. A graphical representation of function
g(y) is given in figure 4.2. Clearly, the area under the graph on the interval [2

5 ; 3
5 ] is

much more important for the result of the integral than the area under [0; 1
5 ]. Therefore,

1The example is based on section 3.3.5 from [14].
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using a triangular density function would give more weight to the most important part
of the integral. An appropriate triangular function is given by

f̃(y) =


0 when x ≤ 0 or x ≥ 1
4x when 0 < x < 1

2
4− 4x when 1

2 ≤ x < 1
(4.13)

The value of the integral should not be changed by using the new density. This is

Figure 4.2: g(y) = y · (1− y) Figure 4.3: Triangular density f(y)

accomplished by evaluating the integral

V =

∫
R

g(y)f(y)

f̃(y)
· f̃(y) dy. (4.14)

The value of the integral can be estimated with a Monte-Carlo approach by generating
samples y from the triangular distribution:

xN =
1

N

N∑
i=1

yi(1− yi)
f̃(yi)

, (4.15)

which is the basis of importance sampling. This approach is used in a simulation with
N = 1000. The results with and without importance sampling are given in table 4.2. The
exact value is X = 1

6 ≈ 0, 167. Clearly, Importance Sampling leads to a more accurate
result. This approach will be formalized in the remainder of this section. MATLAB code
for both simulations can be found in the appendix.

Crude MC MC with importance sampling

Result 0,1642 0,1677

Error 0,0027 0,0010

95% confidence interval [0, 1595; 0, 1690] [0, 1658; 0, 1696]

confidence interval size 0,0095 0,0038

Table 4.2: Result of the integration with and without importance sampling.



44 CHAPTER 4. IMPORTANCE SAMPLING AND STRATIFIED SAMPLING

4.3.2 Formalization

Suppose the value of E[g(y)] is given by

E[g(y)] =

∫
Rd
g(y)f(y) dy (4.16)

where f(y) is a probability density function and y is a d-dimensional variable. This
integral can be evaluated with Monte-Carlo integration. However, using a different
density function f̃(y) that gives more weight to more important parts of the integral
might give a more accurate result. This can be accomplished by evaluating the following
integral:

V =

∫
Rd

g(y)f(y)

f̃(y)
· f̃(y) dy (4.17)

which can be approximated with a Monte-Carlo approach by generating N samples
of d-dimensional random variables y according to distribution function ˜f(y):

xN =
1

N

N∑
i=1

yi(1− yi)
f̃(y)

(4.18)

The (1− α)-confidence interval is approximated by:[
XN − z1−α2

σ̂imp√
N
,Ximp,N + z1−α2

σ̂imp√
N

]
(4.19)

where σ̂imp is the sample standard deviation. If an appropriate distribution is chosen,
this can result in a much more accurate result. The best choice for this distribution is
a function f̃(y) that results in an almost constant value for g(y)f(y)

f̃(y)
. Approximating a

constant value can be achieved by using prior knowledge on the function g(y) to choose
a suitable function f̃(y) [55].

4.3.3 Accuracy improvement

Importance Sampling was evaluated by Boyle et al. in [16] by pricing barrier options with
and without Importance Sampling using N = 100.000. With Importance Sampling, the
variance was reduced 7 to 1124 times for barrier options with different characteristics
using the same number of simulations (N). To obtain the same accuracy with crude
Monte-Carlo integration, between 7 ·N and 1124 ·N calls would be needed.

4.4 Combining Importance Sampling and Stratified Sam-
pling

Importance Sampling and Stratified Sampling both try to focus the Monte-Carlo integra-
tion on the most relevant parts of the evaluated function. Stratified Sampling segments
the integrable domain whereas Importance Sampling is a direct transformation of the
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distribution function. Even though the techniques have some similarities, combining
these techniques can result in an even better performance.

Glasserman et al. demonstrated the use of a combination of Importance Sampling
and Stratified Sampling for option pricing and risk management. In [57], a method is
developed to combine Importance Sampling based on a change of drift with Stratified
Sampling along a small number of dimensions. In [1], this method was used to determine
the VaR of a portfolio of options and compared to a Control Variate approach and
Importance Sampling without stratification.

The variance ratio’s relative to crude Monte-Carlo integration are shown in figure
4.4. The variance ratio’s are estimates of the computational speed-up2.

Figure 4.4: Variance ratio’s relative to crude Monte-Carlo integration for different
variance reduction methods from table 3 in [1]

These results indicate that all techniques can reduce the variance of the Monte-Carlo
integration, but the combination of Importance Sampling resulted in far greater speed-
up than using a Control Variate or Importance Sampling for all portfolio’s. Moreover,
using the combination of Importance Sampling and Stratified Sampling dominates3 the
use of Importance Sampling only.

4.5 Adaptive Integration

Adaptive and general purpose Monte-Carlo algorithms have been developed that are
able to integrate multidimensional functions with variance reduction techniques such
as Importance Sampling and Stratified Sampling. These algorithms use a part of the

2These results are a selection of the results from table 3 in [1]. Three different methods for stratification
were used, only the best performing stratification method is shown in figure 4.4

3The combination of Importance Sampling and Stratified Sampling is better than using only Impor-
tance Sampling.
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allowed sample count for function calls to gain more information about the integrand
before the actual integration takes place. With the acquired knowledge of the integrand,
the integration is performed in a more efficient fashion. This section will discuss the
following widely used adaptive algorithms:

• VEGAS
• MISER
• Suave
• Divonne

VEGAS VEGAS [58] is widely used for multidimensional integrals. It is primarily
based on Importance Sampling. When the dimension of the integral is not too large, it
also utilizes Stratified Sampling. VEGAS tries to create a weight function that can be
separated into d one-dimensional functions. The separate functions are evaluated in the
first iteration and used to construct better weight functions for the next iterations [55].

MISER The MISER [59] algorithm is based on recursive Stratified Sampling. It starts
by evaluating the integrand by performing a small amount of simulations on the entire
integration domain. Next, MISER tries to segment this domain into two separate parts.
For multidimensional integrands, multiple segmentations are possible. For those in-
tegrands, MISER evaluates all possibilities to divide the integration domain into two
rectangular segments of (almost4) equal size. The segmentation that will result in the
most effective variance reduction is chosen.

To determine which segmentation is most effective, MISER estimates the variance
of each segment. For every possible segmentation, the variance estimates of the two
segments are accumulated. The segmentation which results in the largest accumulated
variance is most effective for variance reduction.

MISER is used recursively on each segment. The variance estimates are used to deter-
mine the optimal number of simulations for each segment. This recursion continues until
the number of simulations in a function call is too small for further segmentation. At that
moment, MISER performs crude Monte-Carlo integration on the selected segment and
determines the average function value and variance in this segment. The results for all
segments are combined until the average function value for the entire integration domain
is known. The value of the integral can be derived by multiplying this average function
value with the volume of the integration domain. MISER will be further discussed in
Section 4.6.

Suave The Suave [60] algorithm is a combination of VEGAS and MISER. Suave is
short for subregion-adaptive vegas. It uses Importance Sampling in a way similar to
VEGAS, but performs stratification by bisecting the subdomain with the largest error
at the time in the dimension in which the fluctuations of the integrand are reduced most.
In contrast to MISER, Suave stops sampling when the prescribed accuracy is reached.

4Normally, MISER only considers segments of equal size. However, a variable can be set that randomly
increases or increases certain segments. This functionality is not used in this thesis.
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Divonne The Divonne [60, 61] algorithm is much more complex than VEGAS, MISER
and Suave, but the sequential implementation of Divonne is much faster than the pre-
vious methods. Divonne uses Stratified Sampling and combines this with methods from
numerical optimization. It partitions the integration domain such that all subdomains
have an approximately equal value of a quantity called the spread, denoted as s and
given by the equation:

s(i) =
1

2
V (i) (maxg(x)−min g(x)) (4.20)

where V (i) is the volume of subdomain i. The numerical optimization methods are
used to find the minimum and maximum of the integrand. Using these optimizations
also has some drawbacks. For example, the algorithm could move into a local minimum
which may not be close to the absolute minimum. It is possible to manually spec-
ify the location of possible peaks, to help the algorithm find the extrema of the integrand.

In this thesis, I will implement one of these variance reduction methods in hardware.
A drawback of Suave is the memory usage. A large amount of memory is required
to hold all the samples. For example, a million samples on a scalar integrand with
10 variables needs 96 megabytes of memory. This makes Suave less interesting for an
FPGA implementation. Divonne is more complex than the other algorithms. Therefore,
MISER and VEGAS seem appropriate for an implementation in reconfigurable logic
for this thesis. In the remainder of this work, MISER will be described and used for
variance reduction. The choice for MISER over VEGAS was made rather arbitrarily.
These algorithms are advantageous for different types of functions, since MISER applies
Stratified Sampling and VEGAS applies Importance Sampling.

4.6 Closer Look: MISER

A C-implementation of MISER will be discussed in this section as an example of an
general purpose multidimensional integration method. The C-code from section 7.8 in
[62] was used. In this section, the most important fragments of the program are shown.
The entire program is attached as an appendix. MISER needs the following parameters:

• func: The function that will be integrated.

• regn: The coordinates of two diagonally opposite corners of the rectangular volume
over which the function is integrated.

• ndim: The number of dimensions.

• npts: The number of samples that can be used.

• dith: A variable that gives the subdomains different sizes.

• ave: Memory location where the average function value can be stored.

• var: Memory location where the variance can be stored.
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Listing 4.1: MISER interface

1 void miser(float (*func)(float []), float regn[], int ndim , unsigned long

npts ,float dith , float *ave , float *var)

The available number of samples is split over the subdomains in recursive function
calls. When the number of samples is smaller than some constant MNBS, no further
segmentation is possible and MISER performs crude Monte-Carlo integration on the
subdomain.

Listing 4.2: Crude Monte-Carlo integration in MISER

1 if (npts < MNBS) {

2 summ=summ2 =0,0;

3 for (n=1;n<=npts;n++) {

4 ranpt(pt,regn ,ndim);

5 fval =(* func)(pt);

6 summ += fval;

7 summ2 += fval * fval;

8 }

9 *ave=summ/npts;

10 *var=FMAX(TINY ,(summ2 -summ*summ/npts)/(npts*npts));

11 }

When segmentation is possible, a small fraction (usually around 10%) of the available
samples is used to create samples in the entire domain and evaluates a segmentation
for each dimension. The variance is estimated by storing the maximum and minimum
function value in the subdomain. This is not a very good approximation, but it turns
out to give a very robust result in this algorithm according to [55].

Listing 4.3: Preliminary sampling over the entire domain

1
2 for (n=1;n<=npre;n++) {

3 ranpt(pt,regn ,ndim);

4 fval =(* func)(pt);

5 for (j=1;j<=ndim;j++) {

6 if (pt[j]<=rmid[j]) {

7 fminl[j]=FMIN(fminl[j],fval);

8 fmaxl[j]=FMAX(fmaxl[j],fval);

9 }

10 else {

11 fminr[j]=FMIN(fminr[j],fval);

12 fmaxr[j]=FMAX(fmaxr[j],fval);

13 }

14 }

15 }

For each segmentation, the variance estimates of the two subdomains are accumu-
lated. The segmentation which results in the largest accumulated variance is used for
the recursive function calls. When the number of samples is small, there is a very small
chance that some subdomains are not sampled at all. In this case, the function ignores
this segmentation. If every segmentation results in an unsampled subdomain, a random
segmentation is chosen by the last line in the following listing.

Listing 4.4: Determine over which dimension the domain is segmented

1 sumb=BIG;

2 jb=0;
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3 siglb=sigrb =1.0;

4 for (j=1;j<=ndim;j++) {

5 if (fmaxl[j] > fminl[j] && fmaxr[j] > fminr[j]) {

6 sigl=FMAX(TINY ,pow(fmaxl[j]-fminl[j] ,2.0/3.0));

7 sigr=FMAX(TINY ,pow(fmaxr[j]-fminr[j] ,2.0/3.0));

8 sum=sigl+sigr;

9 if (sum <=sumb) {

10 sumb=sum;

11 jb=j;

12 siglb=sigl;

13 sigrb=sigr;

14 }

15 }

16 }

17
18 free_vector(fminr ,1,ndim);

19 free_vector(fminl ,1,ndim);

20 free_vector(fmaxr ,1,ndim);

21 free_vector(fmaxl ,1,ndim);

22
23 if (!jb) jb=1+( ndim*iran)/175000;

The algorithm needs to determine how many samples should be used in each subdo-
main. The variance estimates for both subdomains can be used in equation 4.9, giving
an approximation of the optimal number of samples for each subdomain.

Listing 4.5: Approximating the optimal number of samples for each subdomain
1 rgl=regn[jb];

2 rgm=rmid[jb];

3 rgr=regn[ndim+jb];

4
5 fracl=fabs((rgm -rgl)/(rgr -rgl));

6 nptl=( unsigned long)(MNPT+(npts -npre -2* MNPT)*fracl*siglb

7 /(fracl*siglb +(1.0 - fracl)*sigrb));

8 nptr=npts -npre -nptl;

Finally, MISER is called recursively on the two subdomains. After the recursive calls
return, the results are combined and returned.

Listing 4.6: Recursive function calls and combining the results
1 regn_temp=vector (1,2* ndim);

2
3 for (j=1;j<=ndim;j++) {

4 regn_temp[j]=regn[j];

5 regn_temp[ndim+j]=regn[ndim+j];

6 }

7
8 regn_temp[ndim+jb]=rmid[jb];

9
10 miser(func ,regn_temp ,ndim ,nptl ,dith ,&avel ,&varl);

11
12 regn_temp[jb]=rmid[jb];

13 regn_temp[ndim+jb]=regn[ndim+jb];

14
15 miser(func ,regn_temp ,ndim ,nptr ,dith ,ave ,var);

16
17 free_vector(regn_temp ,1,2* ndim);

18
19 *ave=fracl*avel+(1-fracl)*(* ave);

20 *var=fracl*fracl*varl+(1- fracl)*(1-fracl)*(*var);
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4.7 Conclusion

Stratified sampling and importance sampling can be very effective in reducing the vari-
ance of Monte-Carlo integrations. Four general-purpose algorithms that use these tech-
niques have been discussed. Of these algorithms, MISER will be used for variance
reduction in the remainder of this thesis. However, MISER is a recursive algorithm.
This is difficult to implement in hardware. Therefore, the next chapter will first describe
how a multi-threaded implementation of MISER was created and used to accelerate
Monte-Carlo integrations.



Software Model 5
5.1 Introduction

A lot of work performed by the MISER algorithm can be done in parallel. However, due
to the recursive nature of the algorithm, an implementation of MISER into hardware is
not straightforward. First, a non-recursive form of MISER has to be developed. This
chapter will describe a non-recursive parallel software implementation of MISER that
will be the foundation for the hardware implementation described in chapter 6.
Section 5.2 will describe the goal, opportunities and complications of a parallel imple-
mentation of MISER. Next, Section 5.3 will analyse the execution of the sequential
algorithm to expose which parts are most time consuming. Section 5.4 will describe the
paradigm used to parallelize MISER, which is used to develop a software implementation
with the Pthreads API in Section 5.5. Finally, Section 5.6 will discuss the speed-up of
the application on a multicore computer.

5.2 Goal, Opportunities, Complications

This section will describe the goal of the parallel software implementation of MISER,
and give an overview of the most important complications and opportunities that will
be encountered.

5.2.1 Goal

The goal of this parallel software implementation of MISER is to decrease the execution
time of the algorithm on a computer with multiple processors and to build the foundation
for an implementation of MISER in reconfigurable logic. The parallel implementation
will separate the control-intensive part of the algorithm from the data-intensive part.
Most threads will work on the data-intensive part, which has to be distributed over as
much processing units as required.

5.2.2 Opportunities

Two big opportunities can be identified:

• Each (recursive) call of MISER either integrates the function over the given region,
or results in two new MISER calls. These two new calls are independent from each
other and could be executed in parallel. Since both of them could result in two
new calls, the number of independent calls to MISER will increase rapidly.
• Each MISER call will result in a large number of simulations. These simulations

are also independent from each other and could be executed in parallel.

51
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5.2.3 Complications

To profit from the opportunities mentioned in the previous section, a number of compli-
cations has to be faced:

• MISER is a pure recursive problem. Even though a lot of work performed by
MISER is independent, the recursive problem has to be rewritten to allow a parallel
implementation that exploits the parallelism of the simulations.
• A large number of simulations is used when the integration domain is split for

the first time. Splitting an integration domain is more difficult to parallelize than
integrating a certain region, since an estimate of the standard deviation for all
possible segmentations needs to be found.
• The amount of work performed by the recursive MISER calls differs by multiple

orders of magnitude. The first MISER calls use many simulations to split the entire
integration domain, while a smaller number of simulations is used for MISER calls
further down the recursion.
• Not all functions (such as the random number generator) in the sequential version

of MISER are thread safe.

5.3 Analysis of the algorithm

To improve the execution time of the algorithm, the most time consuming parts have to
be determined. Each function call can result in one of two processes:

• Integrating
• Splitting

Since the algorithm is recursive, a MISER call that splits the integration domain will
eventually result in at least two integrating MISER calls. Integration is performed by
averaging the results of crude Monte-Carlo integration. Figure 5.1 describes the work
performed during an integration MISER call. Splitting is done by crude Monte-Carlo
integration, which is used to update the bounds for each dimension following listing 4.4.
Figure 5.2 describes the work performed during a splitting MISER call. After splitting
the region, MISER is called recurisvely for both new regions.

Figure 5.1: Actions performed during
integration

Figure 5.2: Actions performed during
splitting
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5.3.1 Parallelism between function calls

Many function calls are independent from each other and can be executed in parallel.
This will be demonstrated by the following example. Figure 5.3 gives an overview of the
progress of MISER during the integration of a function over the region [0; 1] with 1000
simulations. The region is split when there are more than 200 simulations available.

Figure 5.3: Progress of MISER, where R is the integration domain and N the number
of allowed simulations for each task

MISER is called on the entire integration domain R = [0; 1] with N = 1000 simu-
lations, which is represented in figure 5.3 by node 1. To split this region, 10% of the
available simulations is used to evaluate the function on the entire domain and investigate
which part of the integration domain contributes most to the variance of the Monte-Carlo
integration as was shown in listing 4.3.

For the two new MISER calls that result after splitting the region, 900 simulations
remain available. The two calls will have non-overlapping integration domains and a
different number of simulations. This is represented in the graph by node 2 and 3.
As long as the number of simulations N in these recursive calls is large enough, each
function call will result in two more function calls for different regions and a different
number of simulations. This process continues until N ≤ 200. At that point, the region
is integrated with crude Monte-Carlo integration. This is represented by the leaf nodes
in the graph.

Execution of a node is only dependent on the execution of its parent. Nodes in
different branches can be executed in parallel since their integration domains do not
overlap.

5.3.2 Parallelism within a function call

The number of simulations in the leafnodes is relatively small, while the number of leaf
nodes can be very large. Executing the leaf nodes in parallel to each other should provide
enough parallelism, exploiting the parallelism within these leaf nodes is not necessary.
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It is unclear how much work is performed to split the integration domain and thus if
it is useful to exploit the parallelism within splitting MISER calls. To analyse the time
consumption of these two sections, numerical integration with MISER was used to price
a European call option with the following properties:

Expiration: T = 2 years
Strike price: K = ¤25,-
Current Value S0 =¤20,-
Standard Deviation σ = 0.18
Interest Rate r = 6% per yeat

Furthermore, the following settings are used for numerical integration with MISER:

Samples: N = 5 million
Integrate if less than MNBS = 10.000 samples
Minimal number of samples MNPT = 100 samples

The results are shown in the top row of table 5.1. This integration will be referred
to as the baseline.

Choosing different values for N, MNBS and MNPT might give a different result.
Therefore, this European call option has been priced three more times where one of the
values of N, MNBS or MNPT has been increased in comparison to the baseline. The
results are also shown in table 5.1.

Integration # N MNBS MNPT
Execution time

splitting
Execution time

integrating

0 (baseline) 5.000.000 10.000 100 63% 36%

1 10.000.000 10.000 100 66% 33%

2 5.000.000 5.000 100 54% 45%

3 5.000.000 10.000 1000 63% 36%

Table 5.1: Percentage of execution time spent on splitting and integrating

As can be seen in table 5.1, changing the input parameters N and MNBS changes
the distribution of work between the two sections. Splitting the integration domain
accounts for most of the work, but the amount of work performed in the integration
section is still quite large. Increasing the value of MNPT does not significantly influence
the distribution of work.

The distribution of the execution time from table 5.1 only applies for this particular
example and is used to get relevant information of the work MISER is performing to
provide a basis for design choiches in the parallel paradigm introduced in section 5.4.

In all examples, both splitting and integrating account for a large amount of the
execution time. To keep all processing units busy, it might be required to split one
integration domain using multiple processing units by exploiting the parallelism within
a MISER call.
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5.4 Parallel paradigm

This section will describe the paradigm used to parallelize MISER and handle the re-
cursive nature of MISER. To eliminate the recursion and work towards a parallel imple-
mentation, each node in the graph of figure 5.3 should be considered a Task.

5.4.1 Using one Processing Unit

A Task can either be a Splitting Task or an Integration Task. The parallel version of
MISER is started by performing the first Task (node 1 in figure 5.3). If this is a splitting
Task (which is most likely for the first Task), MISER will create two new Tasks. However,
a computational unit can only execute one Task at a time. If there is only one processing
unit available, the other Task will have to be stored on a stack. This paradigm is shown
in figure 5.4, where the circle represents a processing unit.

Figure 5.4: Task/Result Paradigm

An Integration Task will not push new Tasks on the stack. Instead, the result of
a leaf node will have been determined. This result can be stored in memory, so it can
be combined with other results at a later stage. After all Tasks have been executed,
the results have to be combined. When all results are available, combining the results
amounts to calculating the weighted average of all the stored results.

5.4.2 Using multiple Processing Unit

This paradigm can be easily parallelized. When there are more computational units
available, each computational unit can pop a Task from the stack, execute it and push
new Tasks back on the stack.

There are very few Tasks available when the algorithm is started, as there are few
nodes that can be executed in parallel in figure 5.3. However, the computational load
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of these Tasks can be very large. To make optimal usage of the available number of
computational units, large tasks should be split into smaller Subtasks which can be
processed in parallel. This process is illustrated in figure 5.5.

Figure 5.5: Parallelizable version of MISER

The Subresults can be combined with two approaches:

• Store all Subresults in an array and have a collector pop all of them. The collector
is responsible for combining the Subresults and pushing new Tasks or Results on
their stacks.
• Keep one Subresult per Task in an array and update it everytime a Subresult is

available that belongs to the same Task. Combining the Subresults is done by the
integration unit that created the most recent Subresult. A collector is only needed
to pop a Subresult from the array and push a new Tasks or Results on their stacks.

In a software implementation, the first option is much faster since the second option
causes threads to stall when another thread is updating a Subresult. This might be
different in hardware, where the second option might be preferred due to the reduced
communication between a processor and a hardware kernel.
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5.5 Parallel software design

The parallel software design uses POSIX threads (pthreads) to create multiple threads
and secure the transmission of data between the threads. The software design uses M +
2 threads:

• One thread for handling the Tasks, Results and Subtasks
• One thread for the collector
• M threads for M Integration Units1

Furthermore, four arrays are used to store:

• Tasks
• Results
• Subtasks
• Subresults

The following will give a short description of the C implementation of each thread
and array.

5.5.1 Array: Tasks

Tasks are stored on a dynamic stack. When the program starts, one Task is available on
the stack. Tasks are popped by the Task, Resuls and Subtask (TRS) handler and pushed
by the Collector. This results in a producer-consumer paradigm, where the TRS handler
is the only consumer and the Collector is the only producer. Each Tasks contains:

• The number of simulations that can be used to execute the Task
• The integration domain
• The fraction, or weight, that will be given to the result of the Task

5.5.2 Thread: Tasks, Results and Subtasks handler

This thread is the consumer of Tasks, which are produced by the collector. As long as
there are Tasks to be executed, this thread will pop Tasks from the stack and transform
them into Subtasks. There are two possibilities:

• An Integration Task can be transformed into a Subtasks directly, since an Integra-
tion Tasks is small enough to execute on one kernel.
• A Splitting Task might need to be split based on the number of simulations and

the number of waiting tasks.

After all Subtasks are pushed, the TRS handler continues to pop Tasks and store
Subtasks, until there are no more Tasks available or until the Subtasks FIFO is full.
When either scenario occurs, the thread goes to sleep and will be woken up when it can
resume its job or the execution is finished.

1The Integration Units perform both the splitting and the integration.
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5.5.3 Array: Subtasks

Subtasks are stored in a FIFO. The FIFO is filled by the TRS handler, Subtasks are
popped by the Integration Units. This results in a producer-consumer paradigm, where
the TRS handler is the only producer and the Integration Units are the M consumers.
Each Subtask contains:

• The number of simulations that can be used to execute the Subtask
• The integration domain
• A label to identify the Task to which a Subtask belongs

5.5.4 Thread: Integration Unit

An arbitrary number of threads can function as an Integration Unit. The Integration
Units pop Subtasks from the FIFO and recognize them as a Subtask for integration or
splitting. In either case, a large number of simulations is required. For splitting, the
bounds have to be updated as in listing 4.4. After the execution of a Subtask, the result
has to be stored in the Subresults array.

5.5.5 Array: Subresults

For every Subtask, there will be one Subresult stored in this FIFO. These Subresults are
read by the Collector. All Subresults belonging to one Task contain the information to
produce two new Tasks after splitting.

5.5.6 Thread: Collector

The Collector collects Subresults that are produced by the Integration Units. When the
Subresults belonged to a Splitting Task, the Collector will produce two new Tasks and
push them on the Tasks stack. If a Subresult belonged to an Integration Task, a Result
will be produced and pushed on the Results stack.

5.5.7 Array: Results

Results are stored on a dynamic stack. The stack is empty when the program starts, each
Integration Task will produce one Result on the Results stack. Each Result contains:

• The average of the Monte-Carlo integrations in a small integration domain
• The variance of the Monte-Carlo integration in that region
• The fraction, or weight, that will be given to this Result

When all Results have been produced, all threads are stopped accept for the TRS
handler. The TRS handler pops all results from the stack, combines the averages and
variances and produces the final result..
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5.6 Speed-Up

In a multicore system the execution time of MISER should decrease. Figure 5.6 shows
the speed-up of the multithreaded version of MISER using 1, 2, 3 and 4 integration units
on an Intel i7-4770 CPU running at 3,40 GHz. The price of a European call option is
determined with the same parameters as in section 5.3.2.

Figure 5.6: Speed-up using multiple integration units.

From the graph, a linear speed-up can be observed while using 4 processors2. The
speed-up does not double when the number of integration units is doubled due to the
memory operations to load and store subtasks and the need to combine Subresults to
Results. However, the goal of this work is to develop a hardware design of MISER. Since
the memory structure of heterogenous multicore platforms is different from the memory
structure in the desktop computer that was used to test this design, no attempts will be
made to improve the software implementation of MISER. The current design is a good
starting point for the development of an implementation of MISER on a heterogenous
computer with FPGAs and CPUs. This design will be discussed in the next chapter.

2The exact speed-up for more processing units has not been investigated, as this software design proved
to be sufficient for the implementation with FPGAs. The implementation with FPGAs is discussed in
chapter 6.
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Hardware Model 6
6.1 Introduction

Chapter 5 demonstrated the parallel nature of MISER and the performance increase
that could be obtained on a multicore platform. In addition to the parallelism, the same
operations are used for every function evaluation. This chapter shows how this charac-
teristic makes a hardware implementation of MISER beneficial. The parallel software
implementation from Chapter 5 will be the basis for the hardware implementation, since
it eliminates the recursion from the algorithm.
Section 6.2 will describe the goal, complications and opportunities of a hardware imple-
mentation of MISER. Next, section 6.3 will describe the Convey HC2-ex platform that
will be used to develop the design using CPUs and FPGAs. Section 6.4 describes the
paradigm that is used on this platform to create a fast implementation of MISER using
CPUs and FPGAs. The important role of the shared memory in this model is further
explained in section 6.5. Finally, the application specific logic for MISER on the FPGAs
is explained in section 6.6.

6.2 Goal, Opportunities, Complications

This section will describe the goal of the hardware implementation of MISER, and give an
overview of the most important complications and opportunities that will be encountered.

6.2.1 Goal

The goal of this hardware implementation of MISER is to decrease the execution time
of the algorithm on a computer with CPUs and FPGAs. The CPUs can handle the
control-intensive part of the algorithm, while the FPGAs can work on the data-intensive
part. The parallel software implementation from Chapter 5 will be the basis for the
hardware implementation, since it eliminates the recursion from the algorithm.

6.2.2 Opportunities

The three big opportunities are:

• The same operators are used for each function evaluation.
• Integration and splitting tasks will both result in a large number of independent

function evaluations.
• A function evaluation is either in the left or the right region. Therefore, the

hardware will only have to determine the boundaries for segmentation for either
the left or the right region, but not both.

61



62 CHAPTER 6. HARDWARE MODEL

6.2.3 Complications

To profit from the opportunities mentioned in the previous section, a number of compli-
cations have to be faced:

• The data size of a Subtask and a Subresult depends on the number of dimensions.
To start the execution of one Subtask, at least 16 + 12 × dimension bytes of
information are needed. A Subresult of 8 + 16 × dimension bytes of information
will be returned.
• When multiple integration kernels are used on one FPGA, each kernel will finish

execution at a different moment in time due to the variation in the sample size of
each Subtask.
• New Subtasks should be created in parallel with the execution of Subtasks on the

FPGA, in order to keep the integration kernels busy.
• The integrand needs to be implemented in hardware, which is undesirable for a

general purpose algorithm.
• The magnitude of the function output is unknown for a general purpose algorithm.
• Only inversion-based random number generators can be used to generate random

numbers with arbitrary distributions (see Section 6.6.1).
• The average and variance of the simulations have to be determined, while a new

simulation is created every clock cycle.

6.3 Convey HC2-ex

The hardware design is implemented on the Convey HC2-ex. The platform will be
discussed in this section, before the hardware design is introduced.

6.3.1 Overview

The Convey HC2-ex has two Intel Xeon X5670 6-core processors running at 2,93 GHz
and four Xilinx Virtex-6 LX760 FPGAs. The Intel processors are referred to as the
host and is running industry-standard Linux, supports standard networking and inter-
connect fabrics, and make the entire system appear as any other commodity server. The
FPGAs are referred to as the co-processor and execute specific operations that represent
a large component of an application’s run time, reducing time-to-solution for the entire
application [63]. Figure 6.1 shows this architecture.

6.3.2 Memory Management in the Convey

The Convey hybrid-core systems feature a globally addressable shared memory archi-
tecture. Two physical memory subsystems are used, one for the multi-processor host
(host-memory) and one for the coprocessor (coproc-memory). All physical memory is
addressable by all computing elements. However, each computing element can access
its own memory subsystem faster than the memory belonging to the other computing
element. Latencies for loading a data element from memory are given in table 6.1 for
each computing element.
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Figure 6.1: Convey HC2-ex architecture, as presented in [2]

Operation Latency (ns)

Host-memory to host 77

Coproc-memory to host 1996

Host-memory to coprocessor 2095

Coproc-memory to coprocessor 1238

Table 6.1: Latency for loading data from memory for each computing element,
obtained from [5].

A data mover engine is built into the coprocessor and used by Linux for data migra-
tion, page zeroing, and data movement between user and kernel space [63]. This data
mover can be used to move data efficiently between host-memory and coproc-memory.
The bandwidth that can be reached by the data mover are given in table 6.2.

6.3.3 Coprocessor call

Execution on FPGAs is started with a coprocessor call, which programs the FPGAs if
required and passes the data to the FPGAs in registers. These coprocessor calls can be
non-blocking, allowing the CPU to continue with the application while the FPGAs are
working on the data-intensive part. Figure 6.2 illustrates a coprocessor call. 18 registers
are used to give the parameters in the coprocessor call to the FPGAs. Subsequent

Copy operation Bandwith (MB/s)

Host-memory to coproc-memory 2399

Coproc-memory to host-memory 2612

Table 6.2: Bandwidth for moving data between host-memory and coproc-memory,
obtained from [5].
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Figure 6.2: Executing a coprocessor call on the Convey HC2-ex, figure from [2]

parameters spill over into memory and have to be loaded from memory by the FPGA.

The coprocessor returns one or more results to the host when execution is finished.
There is no interrupt mechanism to signal the host from the coprocessor before the
execution is completed. The CPU can poll a memory location, which will hit the cache
on every access except the first if the host-memory is used.

6.4 Software/hardware co-design

In the parallel software implementation from Chapter 5, creating the Tasks and Subtasks
is the control-intensive part. This part of the algorithm should be executed on the
CPUs. Executing the Subtasks is the data-intensive part, which would ideally be done
on multiple integration kernels in parallel on FPGAs. On the Convey HC2-ex, data
between the CPUs and FPGAs can be communicated through registers or memory.

The communication paradigm should allow a large amount of data to be commu-
nicated, since 12 × (ndim + 1) bytes of data are required by the FPGA (where ndim
is the number of dimensions). Due to this requirement, data should be communicated
through memory. Too few registers are available to communicate the required data for
high-dimensional integrals.

Furthermore, multiple integration kernels on the FPGA should be able to start and
stop execution independently and the integration kernels should be provided with new
Subtasks continuously. An idle integration kernel is a waste of time and resources. By
performing memory reads and writes in parallel to the execution of Subtasks by the
integration kernels, the communication can be performed without slowing down the
execution of Subtasks.

Therefore, the execution on the FPGA is started with one non-blocking coprocessor
call. The Subtasks and Subresults are communicated between the FPGA and the CPU
through memory, in parallel to the execution of Subtasks on the FPGA. While the FPGA
is busy splitting or integrating, the CPU loads the required information into a shared
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memory block. From there, the FPGA can load this information and hold local copies,
which are directly available to the integration kernels after they finish the execution of
previous Subtasks. This paradigm is shown in figure 6.3. The memory management is
further explained in the next section.

Figure 6.3: Software/hardware paradigm

6.5 Memory interface

The information required to execute a Subtask is communicated to the FPGA via mem-
ory that is accessible to both the FPGA and the CPU.

6.5.1 Double Buffer

Due to the continuous creation and processing of Subtasks, a double buffer is used in
this shared memory to store the Subtasks and the Subresults. This is shown in figure
6.4. In this figure, the CPU is allowed to write new Subtasks to Subtask buffer 0 and
read Subresults from Subresults buffer 0. The FPGA can access Subtask and Subresult
buffers 0.

After the FPGA processed all Subtasks from buffer 0, the allocation of the buffers
is switched and the FPGA can access Subtask and Subresult buffers 0, while the CPU
is allowed access to Subtask and Subresult buffers 1. The FPGA initiates this switch,
which is further explained in section 6.5.3.

6.5.2 Memory operations in software

To minimize the communication overhead, the CPU is continuously running one thread
dedicated to the communication with the FPGA. When the CPU is granted access to
buffers 0, it will first read all Subresults from Subresult buffer 0. All Subresults are
copied to a different location in host memory, to empty the buffer in the fastest way
possible. The processing of the Subresults is handled by another thread in parallel.
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Figure 6.4: Communicating data to embedded BRAM with a double buffer.

After all Subresults have been copied to host memory, the CPU copies a block of
Subtasks to the coprocessor memory. Creation of these Subtasks is also done in parallel
by another thread. The total number of Subtasks that is available is also communicated
to the FPGA.

After all Subresults have been read and Subtasks have been stored, the CPU enters a
busy loop, checking continuously whether the FPGA is requesting to switch the buffers.
A simplified version of the actions performed by the CPU to communicate with the
FPGA are shown in figure 6.5.

Figure 6.5: Data communication of the CPU.

6.5.3 Memory operations in hardware

The FPGA should hold a copy of at least one Subtask to allow fast access by the inte-
gration kernel. Since the datasize of the Subtask information depends on the dimension
of the integrand, a BRAM of reasonable size with two interfaces should be used on the
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FPGA. The data received by the FPGA through a memory controller should be directly
stored in the BRAM. The integration kernel can access the BRAM through the second
interface. While the integration kernel is busy processing the Subtask, a new Subtask
can be loaded into BRAM from the shared memory.

The result of a Subtask can also be stored in BRAM by the integration kernel. From
there, it can be stored in the accessible Subtask buffer in memory while the integration
kernel proceeds with the next Subtask.

The FPGA processes al Subtasks in one of the buffers. When this buffer is empty,
the FPGA will request the CPU to switch the function of the buffers. This requires the
FPGA to implement a state machine that sets the FPGA to loading state, storing state,
switching state or idle state. A simplified version of this state machine is shown in figure
6.6

Figure 6.6: Simplified version of the FPGAs State Machine.

In the idle state, the FPGA checks the status of the BRAM. When the BRAM does
not contain any Subtasks, it will go to the loading state to load Subtasks from memory.
When the BRAM contains a Subresult, it will be stored to the shared memory. The
FPGA also checks how much Subtasks remain in the currently used buffer. When the
current buffer is exhausted, the FPGA will go into switching state and request the CPU
to switch the functionality of the buffers.

6.5.4 Allocation of shared memory

The Subtasks, Subresults and switch requests can be stored in host memory or coproces-
sor memory on the Convey HC2-ex. Changing the location of these elements influences
the timing of the design.

For Monte-Carlo integrations with many simulations, the allocation is not very rel-
evant since the communication will be executed in parallel with the simulations. For
smaller Monte-Carlo integrations however,the FPGA might become idle while it is wait-
ing for new Subtasks. The following memory operations are performed when the inte-
gration kernels become idle:

The latencies for these steps can be modelled as a function of the location of the
Subtasks, Subresults and switch request. The aim is to minimize the total latency due to
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Host FPGA
Check switch request Request switch
Check switch request Store Subresults, request switch
Load Subresults, check switch request Request switch
Store Subtasks, check switch request Request switch
Check switch request Load Subtasks, request switch

memory operations. Numerically minimizing the total latency in Excel with the solver
using the memory latencies and bandwidth from section 6.3 resulted in the following
allocation:

Subtasks: Coprocessor memory
Switch request: Host memory
Subresults: Coprocessor memory

6.6 Function independent logic

A controlblock on the FPGA implements the state-machine from figure 6.6. The infor-
mation to execute a Subtask is directly stored in the BRAM on the FPGA, where one
or more integration kernels can retrieve it. The exact design of the integration kernel
depends on the function that is being integrated. However, a large part of the hardware
is independent of the function and implements the MISER algorithm. This section will
focus on the hardware that is independent of the integrand, the implementation of in-
tegrands in general is discussed in section 6.6.2 and the integrands that will be used to
test the design are described in chapter 7.

Figure 6.7 shows which modules are used to process the Subtasks and how these
modules are connected. The integration kernel is set up to process splitting tasks and
integration tasks. First, a random point in the given integration region is generated by a
random number generator. This point is used to evaluate the integrand by the function
dependent part of the hardware. Next, this function evaluation is used to determine
estimates of the standard deviation for each possible segmentation. This block can be
quite large for high-dimensional functions, since it needs to implement the loops from
listing 4.3 for each dimension. This hardware is used for splitting Tasks. In parallel,
the sample average and sample variance are also determined. This hardware is used for
integration Tasks.

When the Subtask came from a splitting Task, the standard deviation estimates are
returned to the BRAM. For integration, the sum of all function evaluations and the
sum of all squared function evaluations will be returned. The following paragraphs will
discuss these modules in more detail.

6.6.1 Random Number Generation

The Random Number Generator needs to generate uniformly distributed random float-
ing point numbers in a given integration region. However, many integrations are more
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Figure 6.7: Structural overview of the integration kernel.

efficient when the random numbers follow a different distribution, such as the Normal dis-
tribution. Transforming the uniformly distributed random numbers to random numbers
from a different distribution requires a three-step approach:

• Generate uniformly distributed floating-point numbers
• Scale uniform numbers to the integration region
• Transform scaled numbers to a different distribution

Generate Uniformly distributed floating-point numbers As was discussed in
chapter 3, many different fixed-point random number generators have been developed.
Uniformly distributed fixed-point numbers can be efficiently transformed into floating-
point numbers with the technique described in [64]. This approach is shown in figure 6.8
and will be discussed below.

The single-precision floating-point format is 32 bits wide with an 8 bits exponent and
24 bits significand where 1 bit is hidden. A fixed-point RNG can be used to generate
the bits for the significand part of the random number.

The distribution of the exponent bits is actually the standard geometric distribution,
which measures the number of standard Bernoulli trial failures until the first success
[64]. The standard geometric distribution is found by generating an unbounded number
of bits and finding the location of the first 1 with a priority encoder.

In practice, only a bounded number of bits can be evaluated each cycle, which will
generate a truncated distribution. The generated number of bits should be high enough
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Figure 6.8: Uniform Floating-Point Random Number Generator

to guarantee the quality of the floating-point numbers, but low enough to allow efficient
implementation of a priority encoder on an FPGA. In this design, 64 bits are used
to generate the exponent part of the uniform floating-point number which should give
enough quality according to [64].

Scale uniform numbers to the integration region Each Subtask requires random
numbers in a different region. Therefore, the uniformly distributed random numbers need
to be transformed to the appropriate region. This can simply be done by multiplying
the result with the length of the integration region and biasing this with the start of the
integration region as in equation 6.1:

εregion = R0 + (R1 −R0) ∗ εuni (6.1)

R0 and R1 represent the start and the end of the integration region, while ε is a
random number. To save resources on the FPGA, the length of the integration region
can be determined with the CPU and passed to the FPGA with the Subtask. This can
replace the coordinate of the end of the integration region.

Transform scaled numbers to a different distribution Creating random numbers
within a certain region from other distributions can be done using the Inverse Cumu-
lative Distribution Function (ICDF) of the target distribution, for example the normal
distribution. A uniform random number is transformed to a normally distributed ran-
dom number by applying the inverse cumulative density function. As explained in [65]
and [32], this method is the most desirable method since it requires only one uniform
input number per Gaussian output number, it is continuous and monotone and it allows
generation of random numbers from a particular region by generating uniform random
numbers on a subdomain of [0; 1].
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The basis for the inversion method is clearly explained in [66]. Suppose a random
variable U ∼ u[0; 1] and let F be a continuous strictly increasing distribution function.
Then F−1(U) is a sample from F . So, by generating uniform random numbers with
the design from Section 6.6.1 and using these as the input for the ICDF of the normal
distribution, normally distributed random numbers can be generated.

The ICDF is implemented with the design described in [3]. The authors of this
paper allowed to use their design and adapt it to the requirements for this thesis. The
architecture of the floating-point uniform random number generator as presented in [3]
is shown in figure 6.9.

Figure 6.9: Architecture of the uniform RNG used in [3].

As can be seen in the figure, floating point uniform random variates are distributed
in the same way as in Section 6.6.1. The mantissa part of the floating-point number is
taken directly from a fixed-point RNG and the exponent part is generated by finding the
first 1 in the fixed-point number. However, there are two main differences:

• When a 1 is not found, the fixed-point RNG generates a new random number until
a 1 is found.
• A symmetry and a part bit are generated and concatenated to the floating-point

random variate.

The first property is unsuited for the MISER design, since the hardware should
produce one function evaluation per clock cycle. Generating a new random number
would stall the pipeline. As discussed in Section 6.6.1, generating a sufficiently long
fixed-point random number will lead to a truncated distribution, but should be accurate
enough.
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The symmetry bit is used to exploit the symmetry in the cumulative distribution
function. The ICDF F−1(0) of the normal distribution is symmetric at u = 0.5. There-
fore, it is sufficient to implement the ICDF only for values on the interval [0; 0.5] and
use one extra bit to cover the full range.

The part bit is used to further split the interval [0; 0.5] in two regions, which is used
to reduce the resource utilization on the FPGA.

Figure 6.10: Architecture of the ICDF used in [3].

The architecture of the Gaussian Random Number Generator as presented in [3] is
shown in figure 6.10. The actual ICDF is implemented as a look-up table, which takes
the uniform floating-point number as an input. The symmetry bit, part bit, exponent
and first bits of the mantissa determine the address for the look-up table. A software
tool is available to fill the look-up table with different entries, allowing different precision
for the intervals [0; 0.25] and [0.25; 0.5] and allowing different distributions. Generating
random numbers from a different distribution could be done by using this tool to create
different entries for the coefficient ROM.

The ICDF from [3] can be implemented in the MISER design. Some small alterations
had to be made:

• The floating-point uniform RNG is replaced by the uniform RNG from section
Section 6.6.1 which produces one uniform variate in the correct region every clock
cycle.
• Two extra bits are generated with the fixed-point RNG for the symmetry and part

bits.
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• The symmetry bit only needs to be random when generating uniform random
numbers in the domain [0; 1].
• The part only needs to be random when generating uniform random numbers in

the domains [0; 0.5], [0.5; 1] or [0; 1].

The entire GRNG used in the MISER architecture is described in figure 6.11.

Figure 6.11: Architecture of the Gaussian RNG used in MISER.

6.6.2 Integrand

The integrand has to be compiled into a deep pipeline which generates one function
evaluation on every clock cycle. Since MISER is a general-purpose algorithm, it would
be convenient to have an easy method to generate the hardware for a particular function.
Correlated numbers from arbitrary distributions are already available, so implementing
functions for other derivatives would only require the generation of a different payoff unit
or a different simulation model for the underlying asset.

Such a model is usually a combination of arithmetic operators. If there are no loops
in the model or if the model can be translated to an equivalent model without loops,
the arithmetic cores might easily be generated with the pipelined datapath generator
from the FloPoCo project [67]. This generator has some bugs, but for this design dif-
ferent functions were successfully implemented after being generated with the FloPoCo
datapath generator.

6.6.3 Average and Variance

The average and variance of the function evaluations have to be determined for an
integration Task. Listing 4.2 showed how the average and variance were determined in
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the software version of MISER:

Listing 6.1: Crude Monte-Carlo integration in MISER

1 if (npts < MNBS) {

2 summ=summ2 =0.0;

3 for (n=1;n<=npts;n++) {

4 ranpt(pt,regn ,ndim);

5 fval =(* func)(pt);

6 summ += fval;

7 summ2 += fval * fval;

8 }

9 *ave=summ/npts;

10 *var=FMAX(TINY ,(summ2 -summ*summ/npts)/(npts*npts));

11 }

The average is determined by accumulating all function evaluations and dividing
by the number of simulations. Since MISER needs the average of a relatively small
number of simulations per task, no measures have to be taken to allow accumulation of
many small numbers in floating-point format. The result of each integration Task can be
accumulated in double precision in software. Furthermore, implementing a divisor would
be a waste of area since this division is only performed once per Integration Task. By
transferring the total sum of all function evaluations to the CPU instead of the average,
the division can be performed on the CPU.

When the average is known, the only parameter needed to determine the variance
is the sum of squared function evaluations. This can be determined on the FPGA, all
other computations to determine the variance can be done on the CPU. The component
to determine the sum of squared function evaluations is shown in figure 6.12.

Since a new function evaluation is available every clock cycle, a one-cycle adder
would be required. However, a one-cycle floating-point adder is expensive in terms
of resources and timing. Therefore, a pipelined adder is used with n pipeline stages.
During the computation, the sum of all function evaluations up to that moment in time
is not available. When all function evaluations have been produced, the total sum can
be found by adding al n intermediate sums which are known n cycles after the last
function evaluations was produced. The control block makes sure all intermediate sums
are initialized to zero and accumulated in the end of the execution.

6.6.4 Estimate standard deviations for segmentation

As was discussed in Section 4.6, MISER evaluates segmentation of the integration region
for all dimensions. Each segmentation creates a left and a right segment. An estimate
for the standard deviation for all segments needs to be determined and returned to the
FPGA. Like in the software version, the estimate of the standard deviation of a segment
is implemented as the difference between the minimum and maximum value for that
segment. Listing 6.2 shows how these values were determined in the software version of
MISER as was discussed in chapter 4:

Every cycle, half of these estimates are updated using the new function evaluation.
Determining the actual sample standard deviation for each segment would result in a
much larger resource utilization on the FPGA, which would become infeasible for high-
dimensional integrands.



6.6. FUNCTION INDEPENDENT LOGIC 75

Figure 6.12: Component to determine the variance of the sample average.

Listing 6.2: Preliminary sampling over the entire domain

1
2 for (n=1;n<=npre;n++) {

3 ranpt(pt,regn ,ndim);

4 fval =(* func)(pt);

5 for (j=1;j<=ndim;j++) {

6 if (pt[j]<=rmid[j]) {

7 fminl[j]=FMIN(fminl[j],fval);

8 fmaxl[j]=FMAX(fmaxl[j],fval);

9 }

10 else {

11 fminr[j]=FMIN(fminr[j],fval);

12 fmaxr[j]=FMAX(fmaxr[j],fval);

13 }

14 }

15 }

The entire design of this component is shown in figure 6.13. First, the hardware
has to determine if the function evaluation belongs to the left or right segment for each
dimension. This can be done by comparing the generated random number with the
middle of the integration region. Next, the new function evaluation has to be compared
to the stored maximum and minimum value. The maximum and minimum values are
selected. Finally, the selected values are stored.

This component has been pipelined to allow a higher frequency. However, a new
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function evaluation is available every clock cycle. Therefore, a forward mechanism has
to be used when the same value is updated in consecutive cycles. Without this forward
mechanism, the previously stored value would be used to compare with the function
evaluation.
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Figure 6.13: Determining the maximum sample for segmentation in hardware. The
coloured rectangles are registers. Only the maximum values for one dimension are

shown, the minimum values are determined in a similar fashion.



Integrands 7
7.1 Introduction

Chapter 6 explained how the function independent hardware for MISER was imple-
mented on the FPGA. This chapter will describe different functions that were imple-
mented and tested as the integrand in this design. Chapter 8 will discuss the results for
these tests.

First, section 7.2 will describe the mathematical expressions and the application of
the financial models that will be implemented. The implementations of these models
on FPGA’s is discussed in section 7.3 for a basket option, in section Section 7.4 for an
arithmetic average Asian option and in section 7.5 for an up-and-in Barrier option.

7.2 Examples of financial models

This section will give a mathematical description of the financial models that will be
implemented in hardware and describe how they are used in the financial sector. Pricing
models for the following options will be moved into hardware:

• European basket option on five correlated assets
• Brownian Bridge to price an Asian call option
• Brownian Bridge to price an up-and-in barrier call option

Each model will be discussed in the following subsections.

7.2.1 Basket Option

A basket option is an option whose payoff is determined as a function of a portfolio of
assets. For example, the payoff of an Arithmetic European Basket option is given by

Payoff = max (0,
1

n
· Σn

i=0 {Si(t)} −K) (7.1)

where n is the number of assets in the portfolio, Si(t) is the price of asset i at time
t and K is the strike price of the option. A European Basket option can be valued
with Monte-Carlo integration by assuming that the assets follow a correlated geometric
Brownian motion [11]. In Section 2.4 was discussed that the price of an asset could be
determined under the Black-Scholes model with:

S(T ) = S(t0) · e(µ−σ
2

2
)T+σε

√
T (2.7)
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By using this model for all n assets in the portfolio with a multivariate Gaussian
distribution for ε, the value of the portfolio at time T can be simulated with Monte-
Carlo simulations. Multivariate random variables are required for this simulation.

7.2.1.1 Multivariate density function

Multivariate random numbers are described with an n-dimensional density function. The
following notations will be used1:

X = (X1, . . . , Xn) (7.2)

µ = E [X] = (E [X1] , . . . ,E [Xn]) (7.3)

For a univariate random variable, the scalar σ is used for the variance. For multivari-
ate random variables, a covariance matrix Σ is used which has the following elements:

Σi,j = Cov(Xi, Xj); σ2
i = Σi,i (7.4)

The density function for normally distributed random variables with mean µ and
covariance matrix Σ is given by:

f(X) =
1

(2π)n/2
· 1

(det Σ)1/2
· exp

{
−1

2
(X − µ)′Σ−1(X − µ)

}
(7.5)

The square root of the variance is required in order to generate univariate random
numbers. Similarly, a decomposition of the covariance matrix is required to generate
multivariate random numbers. In theory, a covariance matrix is positive semi-definite
and symmetric. For such matrices, a Cholesky decomposition exists and is given by:

Σ = L · L′ (7.6)

where L is a lower triangular matrix.

7.2.1.2 Generating multivariate random variables

The Cholesky decomposition can be used to generate multivariate random variables by
transforming a vector of uncorrelated random variables. Three steps are required:

1. Calculate the Cholesky decomposition Σ = L · L′

2. Calculate vector Z ∼ N (0, I), where I is the identity matrix

3. Calculate M = µ+ LZ

The elements of vector M will have distribution Z ∼ N (µ,Σ). This vector could
for example be used to determine the price of a basket option, which will be the next
discussed example.

1This section is based on section 2.3.3 from [66]. The interested reader is referred to this book.
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7.2.2 Asian Option with Brownian Bridge

The payoff of European options, such as the European Basket option from the previous
section, is based on the value of the underlying asset at maturity. However, other types
of options exist where the payoff of the option is a function of the entire stock price
path during the life of the option. Such options are called path-dependent options and
require a different approach for valuation. This section will discuss Asian options, while
the next section will discuss Barrier options.

7.2.2.1 Payoff of an Asian Option

Asian options are financial derivatives whose payoff is determined by the strike price
and the average value of the underlying asset over a given time period. Different types
of Asian options exist. Of course, an Asian option can be a put or a call option. An
Asian option can also have a fixed or a floating strike price. A fixed strike price is known
beforehand. The payoff of an Asian call option with fixed strike is given by

Payoff = max (0, AV (S, t0, T )−K) (7.7)

where AV (S, t0, T ) denotes the average of asset price S on interval t0 to T and K is
the strike price. An Asian call option with a floating strike price is determined by the
average stock price and the stock price at maturity. The payoff of an Asian call option
with floating strike is given by

Payoff = max (0, S(T )−AV (S, t0, T )) (7.8)

The average of the price of the underlying asset can be determine arithmetically
(by summation) or geometrically (by multiplication). Furthermore, the average can be
obtained with continuous monitoring or discrete monitoring. The payoff of an Arithmetic
Asian call option with fixed strike and discrete monitoring is given by:

Payoff = max (0,
1

n
· Σn

i=0S(ti)−K) (7.9)

where N is the number of times the value of the asset is evaluated. With continuous
monitoring, the value would be:

Payoff = max (0,
1

T
·
∫ T

t=0
S(t)−K) (7.10)

The remainder of this section will focus on an Arithmetic Asian call option with
fixed strike and discrete monitoring. A pricing kernel for such an option in reconfigurable
hardware will be discussed in section 7.2.2.5. The choice for this Asian option is arbitrary,
other Asian options could also have been used for a hardware implementation.

7.2.2.2 Generating stock price paths

For valuing Asian options, the price of the underlying asset has to be determined at
multiple moments in time. Equation 7.11 shows how S(t1) can be simulated when the

drift (µ− σ2

2 ), standard deviation σ and the value S(t0) are known:
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S(t1) = S(t0) · e(µ−σ
2

2
)(t1−t0)+σε

√
t1−t0 . (7.11)

With S(t1), the stock price for S(t2) can be simulated with equation 7.11, followed
by S(t3), S(t4), . . . S(tn). This sequentially generated stock price path can be used to
create all the values required by equation 7.9 with

S(tn) = S(t0) · e(µ−σ
2

2
)(tn−t0)+Σni=1[σεi

√
ti−ti−1]. (7.12)

This sequential algorithm can be moved into hardware by cascading multiple hard-
ware implementations of equation 2.7. This will however lead to a latency proportional
to n. Furthermore, a variance reduction technique such as MISER will have minimal
effect since all random variables are equally important for the value of the option.

This sequential algorithm can be moved into hardware with another method, by using
a loop as depicted in figure 7.1. This method will lead to a short pipeline in hardware,
but MISER’s stratified sampling will still have minimal effect since all random variables
are equally important. Furthermore, the same random number generator will be used
for generating random numbers in every timestep. This will make the hardware more
complex when only one of the timesteps should be stratified.

Figure 7.1: Generating a stock price path sequentially with a loop.

A different approach exists to price Asian options, which is a perfect match with
MISER’s stratified sampling. In the sequential method, S(ti) was generated from S(ti−1).
However, with equation 2.7 it is possible to directly determine the stock price at any
moment in time based on the value of S(t0). For example, the stock price at time T
could be determined at once. When S(T ) and S(t0) are known, it is possible to use a
stochastic process as an interpolation between S(T ) and S(t0). This method is called a
Brownian Bridge.
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7.2.2.3 The Brownian Bridge

Consider the stochastic process W (t) with independent increments W (ti) − W (ti−1),
given by:

W (ti)−W (ti−1) = (µ− σ2

2
)(ti − ti−1) + σε

√
ti − ti−1; W (t0) = 0 (7.13)

which is the exponent of equation 7.11. The increments W (ti) −W (ti−1) are nor-

mally distributed with N
(

(µ− σ2

2 )(ti − ti−1), (ti − ti−1)σ2
)

. Given that W (t0) = 0, the

following holds for the unconditional distribution of W (t):

W (t) ∼ N
(

(µ− σ2

2
) · ti, ti · σ2

)
(7.14)

The value of W (ti) may be generated in any order. However, when W (ti+k) is
generated before W (ti), ε has to be sampled from the correct conditional distribution
given the values that were already generated. For T = tn, generating the value W (tn)
first and interpolating the values for W (t) with 0 < t < tn by conditioning on the
endpoints W (t0) and W (tn) is called a Brownian Bridge. This process is shown in figure
7.2.

Figure 7.2: Brownian Bridge construction after 1, 2, 4 and 8 points have been sampled.
The figure was copied from figure 3.3 in [4]. The interested reader is referred to this

book for further information on the construction of a Brownian Bridge.

In figure 7.2, the value of W (tn) is constructed first. Based on the endpoints, one
value is constructed in between. Based on the three known values, two more points can
be sampled. In this fashion, one new datapoint can be sampled between any two known
points.

As described in [4], the distribution of W (t) given W (t1), . . . ,W (tn) with t1 < t < tn
is also normal. However, the mean and standard deviation have to be scaled according
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to the values ti and ti+1 that come before and after t. As described in [4], the conditional
mean and variance of W (t) are given by:

E [W (t)] =
(ti+1 − t)W (ti) + (t− ti)W (ti+1)

ti+1 − ti
(7.15)

Var [W (t)] =
(ti+1 − t)(t− ti)

ti+1 − ti
(7.16)

This is illustrated in figure 7.3. The actual value of W (t) is normally distributed
with the mean and variance given above. A point W(t) can be sampled with:

W (t) =
(ti+1 − t)W (ti) + (t− ti)W (ti+1)

ti+1 − ti
+

√
(ti+1 − t)(t− ti)

ti+1 − ti
Z (7.17)

where Z ∼ N (0, 1) and is independent of all other variables.

Figure 7.3: Distribution of W(t) conditional on W (ti) and W (ti+1). The figure was
copied from figure 3.3 in [4].

7.2.2.4 Generating the Brownian Bridge

The construction of new data points can be simplified by successively halving the grid
size. If W (t1) and W (t2) are known, W ( t1+t2

2 ) will be computed. This leads to a simple
formula:

W (t) =
W (si) +W (si+1)

2
+

√
1

4
(t2 − t1) · Z (7.18)

This formula can be used in an algorithm to build a Brownian Bridge with n = 2m

timesteps, which is given in listing 7.1 and further explained in section 3.1 of [4].
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Listing 7.1: Algorithm to generate a Brownian Bridge with n timesteps

1 n = 2m

2 Generate(Z1, . . . , Zn) ∼ N (0, I)
3 h <= n
4 jmax <= 1
5 t0 = 0
6
7 w0 = 0
8 wh =

√
thZh

9
10 for k = 1 : m
11 imin <= h/2
12 i <= imin
13 l <= 0
14 r <= h
15
16 for j = 1 : jmax
17 a = 1

2
(wl + wr)

18 b =
√

( 1
4

(tr − tl)
19 wi = a+ bZi
20 i <= i+ h
21 l <= l + h
22 r <= r + h
23 end

24
25 jmax <= 2 ∗ jmax
26 h <= imin
27 end

28 return(w1, w2, . . . , wn)

7.2.2.5 Valuing an Asian Option with a Brownian Bridge

Once a large number of paths of the underlying asset’s price has been determined with
a Brownian Bridge, the expected payoff can be determined by averaging the payoff for
each path. The current value of the option can be found by discounting this expected
payoff with the risk-free interest rate r:

V = e−rT · EQ [P ] (7.19)

7.2.2.6 Advantages of the Brownian Bridge

Using a Brownian Bridge has no computational or statistical advantage over the sequen-
tial algorithm where S(ti) is determined after S(ti−1). However, not all datapoints are
equally important anymore. S(tn) is the first datapoint that is generated. This value will
have an enourmous impact on the generation of the other datapoints, since a high value
for S(T) will likely generate an high value for most other datapoints and vice versa.
This feature of the Brownian Bridge makes it very well suited for MISER’s stratified
sampling, since stratification of Z(tn) allows MISER to focus on the most volatile part
of the integrand.
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7.2.3 Barrier Option with Brownian Bridge

The payoff of a barrier option is also a function of the entire stock price path during
the life of the option. A barrier option behaves like a normal option that can becomes
activated or deactivated once the price of the underlying asset has reached a certain
value, called the barrier.

7.2.3.1 Payoff of a Barrier Option

Four main types of barrier options exist, which can either be put or call:

• Up-and-out
• Up-and-in
• Down-and-out
• Down-and-in

Barrier options can be further categorized, but these variations will not be discussed
in this work. The interested reader is referred to [68]. This work will also only consider
barrier options that behave like European options while they are activated, variations
that behave like Bermudan or American options exist but are not discussed here.

Up-and-out barrier options behave like normal options, unless the price of the un-
derlying asset has reached a barrier that is higher than the asset’s price at time 0. The
option is ”knocked out” once the barrier is reached. The payoff of a call option with
barrier H and strike price K is given by:

Payoff = max (0, ST −K) · 1{Maxs < H} (7.20)

Up-and-in barrier options do not give any payoff until the price of the underlying
asset has reached a barrier that is higher than the asset’s price at time 0. From that
point on, the option behaves like a normal option. The option is ”knocked in” once the
barrier is reached. The payoff of a call option with barrier H and strike price K is given
by:

Payoff = max (0, ST −K) · 1{Maxs ≥ H} (7.21)

Down-and-out barrier options behave like normal options, unless the price of the
underlying asset has reached a barrier that is lower than the asset’s price at time 0. The
option is ”knocked out” once the barrier is reached. The payoff of a call option with
barrier H and strike price K is given by:

Payoff = max (0, ST −K) · 1{Mins > H} (7.22)
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Down-and-in barrier options do not give any payoff until the price of the underlying
asset has reached a barrier that is lower than the asset’s price at time 0. From that point
on, the option behaves like a normal option. The option is ”knocked in” once the barrier
is reached. The payoff of a call option with barrier H and strike price K is given by:

Payoff = max (0, ST −K) · 1{Mins ≤ H} (7.23)

7.2.3.2 Valuing a Barrier Option with a Brownian Bridge

Like the Asian option, the expected payoff can be determined by generating many paths
for the asset’s price and averaging the payoff for each path. The current value of the
option can be found by discounting this expected payoff with the risk-free interest rate
r like in equation 7.19.

7.3 Valuing a Basket Option in hardware

The hardware that is used to value a basket option with n underlying assets needs to
simulate one set of n stockprice paths per cycle in order to produce one payoff value
per cycle. Therefore, the functions described in Section 7.2.1 need to be compiled into a
deep pipeline, which is shown in figure 7.4. This structure includes:

• n Gaussian Random Number Generators
• Correlation unit
• Underlying simulator
• Payoff unit

Figure 7.4: Structure to simulate a basket option.
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The GRNG’s have been discussed in the previous section. One GRNG is used for each
dimension, producing n standard normally distributed random variables. These variables
are the input to the correlator, which is the hardware implementation of M − µ = LZ
from step 3 in section 7.2.1.2. For a basket option with five underlying assets, this results
in the following matrix-vector multiplication:


A 0 0 0 0
B C 0 0 0
D E F 0 0
G H I J 0
K L M N P




ε1
ε2
ε3
ε4
ε5

 =


A ∗ ε1

B ∗ ε1 + C ∗ ε2
D ∗ ε1 ∗ Eε2 + F ∗ ε3

G ∗ ε1 +H ∗ ε2 + I ∗ ε3 + J ∗ ε4
K ∗ ε1 + L ∗ ε2 +M ∗ ε3 +N ∗ ε4 + P ∗ ε5


where the triangular matrix is the Cholesky decomposition of the covariance matrix

and εi is one output of a GRNG.

Simulating the underlying value is done with the hardware implementation of equa-
tion 2.7. In this equation, the exponent term is the sum of a constant plus a scaled
standard normal variate. The scaling of the stochastic variate has already been done by
the correlator, so simulating the underlying asset can be done with a pipelined version
of

S(T ) = S(t0) · edrift+νi ; drift = (µ− σ2

2
) · (T − t0) (7.24)

where νi is the ith output of the correlator. Finally, the value of the option at time
T has to be determined with a hardware implementation of equation 7.1. This can be
done with a tree of adders and dividers. If n is fixed, floating-point dividers may be
replaced by fixed-point subtracters that subtract a constant from the exponent of the
floating-point number.

7.4 Valuing an Asian Option in hardware

The hardware that is used to value an Asian option with n timesteps needs to simulate
one stockprice path with n data points per cycle in order to produce one payoff value per
cycle. To obtain such an hardware implementation, the code from listing 7.1 has to be
transformed. The transformed code is shown in listing 7.2. The code in this listing first
generates n Gaussian numbers in line 3. Since the time indices t1, t2, . . . , tn are known in

advance, the coefficients
√

1
4(t2 − t1) from equation 7.18 can be precomputed and stored

in coefficient vector c. This vector is multiplied element-wise with the vector containing
the random numbers in line 4. Next, an empty m+ 1 by n+ 1 matrix Wm is allocated.
The generated random numbers and the values for W (t0) and W (tn) are stored in the
first row of this matrix. One row of this matrix is filled in each iteration of the outer
for-loop. After the loops have been executed, all the values for W can be found in the
last row of Wm.

This algorithm can be moved into hardware by unrolling the loops in listing 7.2. The
following components are required in hardware:
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Listing 7.2: Transformed algorithm to generate a Brownian Bridge with n timesteps.

1 n = 2m

2 Z(1 : n) ∼ N (0, I)
3 c = set_coefficients

4 scaledrn = c .* Z(1 : n− 1)
5
6 Wm = empty_matrix(m+ 1, n+ 1)
7 Wm(1, 1) = 0
8 Wm(1, 2 : n) = scaledrn
9 Wm(1, n+ 1) = n * drift+ Z(n)

10
11 for k = 1 : m
12 for j = 1 : n
13 if (mod(j, 2 ∗ n/2k)=n/2k)
14 l = −2m−k

15 r = 2m−k

16 Wm(k + 1, j + 1) =

Wm(k, j + 1) + (Wm(k, j + 1 + l) +Wm(k, j + 1 + r))/2
17 else

18 Wm(k + 1, j + 1) = Wm(k, j + 1)
19 end

20 end

21 end

22 W = Wm(m+ 1,:)
23 return(W )

• Gaussian Random Number Generators
• Multipliers
• Add-Divide-Add operators (ADA’s)
• Fifo’s
• Adders
• Exponential operators
• Payoff unit

Figure 7.5 shows how these components are structured to generate the Brownian
Bridge from listing 7.2 with n = 4 timesteps. The Gaussian numbers are generated and
multiplied with the precomputed coefficients as in line 3. These coefficients are stored in
registers on the FPGA. Figure 7.5 shows the coefficients next to the multipliers. After
the multiplication, the values for w0 and wn are known and can be used to generate wn/2
as described in equation 7.18 and line 16 of listing 7.2. The ADA’s are the hardware
implementation of this equation, one ADA is found in each column. The ADA’s add the
nearest known left and right data point, divide them by 2 and add the random number.
All other numbers are stored in fifo’s until they are required for an operation. The FIFOs
are the hardware representation of line 18.

Two new data points can be generated for each newly generated wi, which means
the number of available data points increases exponentially for every row in the matrix.
Finally, all the values wi are generated and can be used to create the actual asset price
with equation 7.24 using an adder and an exponential operator. From the asset price,
the payoff can be determined with a hardware implementation of equation 7.7.

When the number of timesteps n is not a power of two, this method can still be
applied. A subset m of n has to be generated first and the remaining n − m data
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Figure 7.5: Generating a Brownian Bridge in hardware for n = 4.

points have to be generated in parallel with a slightly different structure. However,
this work will only discuss price paths where the number of data points is a power of two.

Some optimizations may be implemented to decrease the resource usage when build-
ing a Brownian Bridge when n is large. These improvements lead to a more efficient
structure, which is shown in figure 7.6. These optimizations include:

• Reducing the number of fifo’s
• Making the ADA’s more efficient
• Reduce the number of multipliers
• Reduce the number of adders

The number of fifo’s can be reduced by moving the random number generators and
multipliers closer to the ADA’s, which eliminates the need for fifo’s between the random
number generators and the ADA’s. Since almost half of the data points are determined
in the last row of the matrix, this is a huge reduction in resource utilization.

The ADA’s can be implemented more efficiently when three floating-point numbers
are added first and that number is divided by two, instead of adding two numbers,
dividing them and adding yet another number. However, the random number needs to
be multiplied by two since it is divided by two as well. This is not a problem, since
there is already a multiplier used to multiply the random with a constant. The extra
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Figure 7.6: An optimized design to generate a Brownian Bridge in hardware for n = 4.

multiplication can be performed by multiplying the constant with two as well.
Multiplying all exponentiated values with S(t0) is not necessary. The natural loga-

rithm of S(t0) can be used as the left-most data point instead of zero. This number can
also be added to the final data point wn. Due to the linear interpolation, ln (S (t0)) will
be added to all exponents automatically. This is equal to multiplying the exponentiated
values with S(t0).

Addition of the drift after generating all data points can also be eliminated this way.
The drift can simply be added to the final data point right after the random number is
generated, which will automatically make sure the drift is added to all data points due
to the linear interpolation.

7.5 Valuing a Barrier Option in hardware

The implementation of a barrier option on FPGA’s is almost the same as the implemen-
tation of an Asian option. The only difference is the payoff unit that is applied after
the Brownian Bridge. The up-and-in barrier call option has a payoff larger than zero
when the simulated value at the final timestep is larger than the strike price and at
least one value is larger than the barrier for any timestep. This is easily translated into
reconfigurable logic. The values for each timestep have to be compared to the barrier. If
any of these comparisons find that the barrier is hit, the payoff can be determined based
on the simulated value at the final timestep. The hardware realization of this payoff unit
is shown in figure 7.7.
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Figure 7.7: Payoff unit for an up-and-in barrier call option.



Empirical results 8
8.1 Introduction

The designs for Asian, barrier and basket options presented in chapter 7 were imple-
mented and tested on the Convey HC2-ex platform. Table 8.1 gives an overview of these
options. This chapter discusses the results of the tests. These tests will compare the
MISER integrations in hardware with normal Monte-Carlo integration in software and
MISER integration in software. Differences in timing and accuracy between the soft-
ware implementations and the hardware implementation will be discussed and explained
where possible.

Section 8.2 will start describing the set-up that is used to test the hardware design.
Next, section 8.3 continues with an overview of the tests and explain how the results will
be compared in the remainder of this chapter. Section 8.4 will show the results of these
tests and discuss the differences between the hardware implementation of MISER and
two reference implementations in software. Section 8.5 discusses how the results would
change if an improved estimator would have been used for the standard deviation of the
individual segments. Finally, Section 8.6 will conclude this chapter.

Dimension Payoff Path Generation

Asian 64 max (0, 1
N · Σ

n
i=0S(ti)−K) Brownian Bridge

Barrier 64 max (0, ST −K) · 1{Maxs ≥ H} Brownian Bridge

Basket 64 max (0, 1
n · Σ

n
i=0 {Si(T )} −K) Multivariate Random Numbers

Table 8.1: Overview of implemented options.

8.2 Testing set-up

The tests will evaluate how effective the hardware design is in reducing the execution
time to achieve a certain accuracy level. Accuracy is measured with two methods: the
root mean squared error and the standard deviation. The performance of the hardware
is further analysed in terms of reduction of the execution time for a given sample count,
reduction of the variance for a given sample count and effective speed-up.

The designs described in chapter 6 and 7 are implemented on the Convey HC2-ex
platform [69]. The Convey HC2-ex has four Xilinx Virtex-6 LX760 FPGAs and two Intel
Xeon X5670 6-core processors running at 2,93 GHz. However, this work will only use
one of the FPGA’s. The Tasks that are sent to this FPGA could be sent to any FPGA,

91
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but this was not implemented here in the interest of time.

The FPGA resource utilization for the Asian option, barrier option and basket option
is shown in table 8.2. One integration kernel could be implemented for the Asian and
barrier option, 6 integration kernels were implemented for the basket option.

Asian Barrier Basket Available

Flip Flop 343,176 311,678 215,987 948,480

LUT 319,563 292,186 189,96 474,240

DSP 649 649 762 864

RAMB36E1 192 192 140 720

RAMB18E1 113 113 58 1,440

Table 8.2: FPGA utilization on a Virtex-6 LX760.

As a reference, the MISER implementation from the GNU Scientific Library [70] was
used. This software can be used for MISER Monte-Carlo integration and crude Monte-
Carlo integration, since the latter is equal to MISER integration where the total number
of simulations is smaller than MNBS as given in listing 4.2.

The software programs to price an Asian and a Barrier option were compiled with
ICC 10.1 and executed on an Intel i7-4770 CPU running at 3,40 GHz.

8.3 Testing methodology

This section gives a description of the tests that will be performed to analyse the timing
and accuracy of the hardware design. The results of these tests will be discussed in
8.4. In each test, the price of the three options will be determined with crude Monte-
Carlo integration in software, MISER integration in software and MISER integration in
hardware (using the FPGA).

For these tests, an Asian option, a barrier option and a basket option with the
parameters from table 8.3 are considered1. These parameters are economically justified,
but many other sets of parameters could have been used. The parameters will not
influence the timing of the design, but they will influence the magnitude of the option
value and the standard deviation. Therefore, the magnitudes of a reported option value
and standard deviation are not important. Focus will be on the relative difference in
the option value and standard deviation for the crude Monte-Carlo software, MISER
software and MISER hardware.

MISER is configured to use 5% of the available number of simulations to evaluate the
integration region and to decide how to segment the region. Segmentation stops when
less then 900 simulations or less then 10% of the original amount of simulations is left
for a task. The minimal amount of simulations that is used to integrate or segment an
integration region is 100 simulations. In the following tests, the software and hardware
programs are run 15 times2. The average option price, the root mean squared error

1The covariance matrix that is used for the basket option can be found in appendix B.
2More runs would lead to more significant results and smoother graphs. However, running the Monte-

Carlo integration in software takes very long. Therefore, 15 runs were used in the essence of time
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Parameter Asian Option Barrier Option Basket Option

S0 50 50 20 (for all stocks)

K 55 55 20 (for all stocks)

r 0.10 0.10 0.06

sigma 0.25 0.25 matrix

T 1 1 1

Barrier - 65 -

Table 8.3: Parameters of the Asian and Barrier options.

(RMSE) and the average standard deviation that result from these 15 tests are used in
the following sections.

8.3.1 Integration Result: Option Price

The result of the integration, which is an estimate of the option price, is stochastic.
Increasing the number of simulations used for the Monte-Carlo integration should give a
more accurate option price. The price of the options will be determined for an increasing
number of simulations. Using more simulations will increase the execution time. There-
fore, this measurement will also demonstrate whether the hardware design can produce
an accurate result in less time compared to the software design. However, the integration
time in seconds can not be specified in advance. Only the number of simulations can be
specified. The time in seconds can be measured afterwards. This allows the construction
of a graph with the simulation time on the horizontal axis and the determined option
price on the vertical axis.

8.3.2 Accuracy

The accuracy that is achieved by the software and hardware is evaluated with two mea-
sures: the root mean square error (RMSE) and the standard deviation. The RMSE is
used because this compares the result of a Monte-Carlo integration with the ’true’ value.
However, this ’true’ value is normally not known. Without this ’true’ value, the standard
deviation of the result is the only available measure to analyse the accuracy.

RMSE The error is the difference between the option price found by the Monte-Carlo
integration and the ’true’ option price. Unfortunately, the ’true’ option price is unknown
since there are no analytic solutions available. However, the accuracy of the integration
improves for higher sample counts. Therefore, the result of a crude Monte-Carlo integra-
tion with 1.5000.000.000 simulations will be used as the ’true’ value. Such a large number
of simulations should give a very good estimation of the true value. It will however take
a very long time to calculate it.

In theory, the software and hardware implementation of MISER should produce a
similar error for the same sample count. The MISER hardware should be more accurate
compared to the software without MISER if stratified sampling is performed correctly
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and if stratified sampling is appropriate for the integrand. Since the result of the in-
tegration is stochastic, different results will be found if the tests are performed again.
However, the observed error should decrease if the sample count is increased.

Standard Deviation The standard deviation of the Monte-Carlo integration indicates
the variability of the result. If there is no proxy for the ’true’ option value3, this is the
only piece of information available to determine the significance of the integration result.
Section 2.5 explained that a (1− α)-confidence interval is given by[

XN − z(1−α)/2
σx√
N
,XN + z(1−α)/2

σx√
N

]
. (2.9)

A smaller standard deviation implies that the true option price will be close to the
result of the Monte-Carlo integration if the model and stratification were appropriate.
Therefore, the standard deviation of the result will be given for different sample counts.
It is reported as a percentage of the integration result to allow a comparison of the
standard deviation for the different types of options and to analyse the standard deviation
independent of the magnitude of the option price.

In theory, the software and hardware implementation of MISER should produce a
similar standard deviation for the same sample count if similar stratification is performed.
Small differences in accuracy could be explained by different quality of the random
number generators and differences in precision during the arithmetic operations. The
MISER hardware should be more accurate compared to the software without MISER if
stratified sampling is appropriate for the integrand. The actual time in seconds required
for a certain accuracy level of the integration reflects the advantages of a hardware
implementation. The same accuracy should be obtained in a much shorter time compared
to both the software with and without MISER.

8.3.3 Performance

The performance of the MISER hardware is evaluated with three measures: the speed-up
per sample count, the variance reduction per sample count and the speed-up to achieve a
certain accuracy (effective speed-up). The speed-up per sample count is used because it
gives the timing improvement by using an FPGA without taking the accuracy improve-
ment due to stratification into account. The variance reduction gives the improvement
in accuracy due to stratification, but does not take the speed-up due to the FPGA into
account. Finally, the effective speed-up takes both the stratification and the effect of the
FPGA into account.

Execution time reduction per sample count MISER requires a number of simu-
lations as an input parameter for the integration. A natural way to compare the per-
formance of the hardware implementation with software implementations is to measure
the speed-up for different sample counts. The speed-up of the hardware design over a

3Which is usually the case, otherwise the integration would be pointless.
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software reference is given by

Integration time in reference

Integration time with proposed design
(8.1)

In theory, the advantages of the hardware implementation of MISER should increase with
the sample count since a large sample count will keep the FPGA busy while communi-
cation with the CPU is performed in parallel. The communication between the FPGA
and CPU might become the bottleneck for a small sample count, which will deteriorate
the execution time.

Variance reduction per sample count MISER is used to reduce the variance of
the integration result. The effectiveness of this variance reduction can be measured.
Since it is more natural to work with standard deviations, the variance reduction will
be reported in terms of reduction in standard deviation4. When MISER reduces the
standard deviation with a factor R while using N simulations, it achieves the same
accuracy as a crude Monte-Carlo integration with N ×R2 simulations.

Effective speed-up The effective speed-up will be obtained by finding the relation
between the accuracy (standard deviation) and the execution time. This relation can be
found from the graph of the standard deviation per execution time. When this relation
is found for the MISER hardware and for the software references, a table is constructed
that gives the execution time required by the software and hardware to reach a certain
accuracy. From these execution times, the effective speed-up will follow. To illustrate
this principle, table 8.4 shows a table with fictional numbers. To achieve an accuracy of
1%, the hardware requires two times less execution time.

Accuracy
Execution time crude

MC software (sec)
Execution time MISER

hardware (sec)
Effective
speed-up

1% 10 5 2

0,5% 22 10 2.2

0,1% 37.5 15 2.5

0,05% 60 20 3

Table 8.4: Fictional example to illustrate effective speed-up.

8.4 Results

8.4.1 Integration Result: Option Price

The current value of these options is determined with crude Monte-Carlo integration
in software, MISER integration in software and MISER integration in hardware. The

4Which is simply the square root of the variance.
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results of these integrations for different sample counts5 are shown in figure 8.1. The
graphs on the left in figure 8.1 show that the result of the Monte-Carlo integration
converges to the value of the options when the sample count is increased. For the Asian
and barrier option, the MISER software and hardware is usually closer to the true value
than the crude Monte-Carlo software. Figure 8.1a shows that the MISER hardware
finds a price that is quite high for 10.000 to 100.000 simulations. The MISER algorithm
in software performs better, but is very close to the result of the crude Monte-Carlo
integration.

The advantage of the hardware implementation over the software implementation is
demonstrated in the graphs on the right6 in figure 8.1. These graphs show the result
of the integration as a function of execution time. It can be observed that the MISER
hardware for pricing an Asian and barrier options reaches a very accurate result within
a fraction of a second. The software versions require much more time to reach this level
of accuracy7. The price of a basket option is already quite accurate for a small number
of simulations. Therefore, the software is able to find a fairly accurate price in a short
amount of time (< 0, 01 seconds). The MISER hardware deviates from the true value
for these sample counts. The magnitude of the errors and the amount of time required
to achieve a certain accuracy will be investigated in the following sections.

5The graphs show the average of 15 option prices that were determined with the amount of samples
denoted on the x-axis. These graphs demonstrate the effect of the sample count on the option price.
However, different numbers will be found if the same test is performed again.

6Notice that the horizontal axes of these figures have a logarithmic scale due to the enormous difference
in execution time for the software and hardware implementations for the Asian and the Barrier options.
The graphs of the hardware implementation stop at 1 second, since the hardware implementation only
requires 1 second for 150 million simulations. No tests have been performed for larger sample counts.

7Higher accuracy is reached by increasing the number of iterations. The MISER hardware requires
less execution time for the same number of iterations and therefore reaches a high accuracy in a small
amount of execution time.
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(a) Asian option price.

(b) Barrier option price.

(c) Basket option price.

Figure 8.1: Result of Monte-Carlo integrations for pricing an Asian option, a barrier
option an a basket option. For the figures on the left, the horizontal axis denotes the
used number of simulations on a logarithmic scale. For the figures on the right, the

horizontal axis denotes the total execution time on a logarithmic scale.
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8.4.2 Accuracy

RMSE Figure 8.2 shows the root mean squared error in percentages of the option
price that was found with Monte-Carlo integration. From the graphs on the left can be
seen that quite large errors are found when a small number of simulations is used. All
implementations converge to the same value for higher sample counts. The convergence
is faster for the designs that use MISER’s stratified sampling, except for the pricing
of a basket option with MISER hardware. These graphs clearly show the advantage
of MISER for the Asian and barrier options. The advantage of MISER for the basket
option appears to be limited. The software implementation of MISER performs slightly
better than the crude Monte-Carlo software. The hardware implementation performs
sometimes better, sometimes worse than the crude Monte-Carlo software for the same
amount of simulations.

Further investigation reveals that the MISER software makes better decisions when
splitting the integration region for the basket option and the barrier option. In software,
the integration region is split by using the sample standard deviation as an estimator for
the true standard deviation. In hardware, the scaled difference between the maximum
and minimum function evaluation is used as an estimator for the true standard deviation
as was discussed in section 4.6 and [55]. This saves resources on the FPGA. Due to this
trade-off, the hardware makes a suboptimal choice during the segmentation. For the
given Monte-Carlo integrations to determine the price of a basket and barrier option,
the hardware allocates to much resources to an unimportant part of the integral and
too few resources to an important part of the integral. Therefore, the important part
of the integral is not evaluated with enough simulations. For this reason, the error of
the MISER hardware is usually larger compared to the error of the MISER software for
the same number of simulations, as can be seen in figure 8.2. For the basket option,
the RMSE of the MISER hardware is even slightly higher than the RMSE of the crude
Monte-Carlo software.

The MISER hardware is extremely fast compared to the software programs. Pareto
curves of the RMSE and the execution time are showed on the right in figure 8.2. The
relative errors for all options are in the order of 0,01% of the option price within 10
milliseconds when the MISER hardware is used. The speed-up compared to the MISER
software is explained fully by the use of the FPGA. The speed-up compared to crude
Monte-Carlo software is explained by the use of the FPGA and stratified sampling.
The results for the basket option are not that much different compared to the software.
Within 30 milliseconds, the software is already able reach an error in the order of 0,01%.
The MISER hardware is able to perform the same number of integrations in less time,
but the suboptimal segmentation increases the error of the option price.
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(a) Error in Asian option price.

(b) Error in barrier option price.

(c) Error in basket option price.

Figure 8.2: Root mean squared error of the option price determined with Monte-Carlo
integration for an Asian option, a barrier option an a basket option. For the figures on
the left, the horizontal axis denotes the used number of simulations on a logarithmic

scale. For the figures on the right, the horizontal axis denotes the total execution time
on a logarithmic scale. All vertical axes use a logarithmic scale.
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Standard deviation The standard deviation achieved by the hardware implementa-
tion is shown in figure 8.3. The behaviour of both software implementations and the
hardware implementation is similar, the standard deviation decreases slowly with the
sample count. The graphs on the right in figure 8.3 give pareto curves that show the
trade off between the sample count and the standard deviation achieved by the hard-
ware implementation for pricing the options. From the graphs can be seen that the
hardware reaches extremely significant values within 10 milliseconds. The graphs for
the standard deviation and the error are very close to 0 within this time. The software
implementations can not reach this level of significance after a second.

The right graph of the MISER hardware in figure 8.3a shows a kink around 0,003
seconds. Similar but smaller kinks occur in the other graphs. These kinks are explained
by two factors.

The first factor concerns the communication overhead. The execution time of a
Monte-Carlo integration with 10.000 to 100.000 simulations is mainly determined by
the communication between the CPU and the FPGA. The execution of the subtasks
finishes before new subtasks have arrived. Therefore, the execution time of Monte-Carlo
integrations with 10.000 to 100.000 simulations are almost the same. However, the
standard deviation becomes smaller when more simulations are used. Due to this effect,
many different standard deviations are found for similar execution times.

The second factor concerns the amount of simulations that is available to decide
how to segment the integration region. When the integration uses 10.000 simulations,
fewer simulations are available for this decision compared to an integration that uses
100.000 simulations. Since fewer simulations are available to sample the integration
region, the segmentation allocates slightly more simulations to unimportant parts of the
integral compared to the optimal situation. This causes such a segment to be segmented
a few times more. More segmentations result in more communication overhead, which
increases the execution time. Therefore, an integration that uses 10.000 simulations can
result in a larger standard deviation and a larger execution time than an integration that
uses 100.000 simulations.

The standard deviation is almost constant for different runs of the program. If
the model and the stratification are applied correctly, the confidence interval can be
constructed from the standard deviation as discussed in section 8.3.2. If the ’true’ option
price is unknown, this is the only way to determine the accuracy of the Monte-Carlo
integration. However, the previous section showed that the segmentation is not correct
for the MISER hardware when pricing a basket option. The result is biased. Therefore,
the standard deviation in figure 8.3c gives a wrong representation of the accuracy of the
option price.
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(a) Standard deviation of Asian Option price.

(b) Standard deviation of barrier option price.

(c) Standard deviation of basket option price.

Figure 8.3: Standard deviation of the option price determined with Monte-Carlo
integration for an Asian option, a barrier option an a basket option. For the figures on
the left, the horizontal axis denotes the used number of simulations. For the figures on
the right, the horizontal axis denotes the total execution time on a logarithmic scale.

All vertical axes use a logarithmic scale.
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8.4.3 Performance

Execution time reduction per sample count The relation between the sample
count and the speed-up achieved by the hardware implementation is shown in figure 8.4.
For sample counts between 1000 and 10.000, a speed-up between 2 and 10 is observed.
The communication between the CPU and FPGA is the bottleneck and deteriorates
the performance. As the sample count increases, the communication between the CPU
and FPGA can be performed in parallel with the integration performed on the FPGA.
Therefore, the speed-up increases for higher sample counts.

Figures 8.4a and 8.4b show a speed-up of 840 to 880 for high sample counts when
pricing an Asian or barrier option. For these sample counts, the FPGA is continuously
working and the data communication between the CPU and the FPGA is performed in
parallel with the integration on the FPGA. The speed-up over MISER is bigger, since
MISER software is slightly slower than crude Monte-Carlo software due to the extra
work performed to segment the integration region. Figure 8.4c shows a smaller speed-
up for pricing of a basket option. Pricing a basket option in software is much faster
than pricing a barrier or Asian option is software. Since the hardware implementation
performs almost the same for each option, the speed-up is smaller for the basket option.

(a) Speed-up for an Asian option. (b) Speed-up for a barrier option.

(c) Speed-up for a basket option.

Figure 8.4: Speed-up of the hardware implementation over the software
implementations when pricing an Asian option, a barrier option an a basket option.
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Variance reduction per sample count The effect of MISER’s stratified sampling
is given by the difference between the standard deviation of the crude Monte-Carlo inte-
gration and the MISER integrations. The advantages of the MISER software compared
to the crude Monte-Carlo software should be similar to the advantages of the MISER
hardware for the same number of simulations. Graphs of the reduction of the standard
deviation with MISER are given in figure 8.5.

(a) Improvement for pricing an Asian option. (b) Improvement for pricing an barrier option.

(c) Improvement for pricing a basket option.

Figure 8.5: Improvement of the standard deviation using MISER for option pricing.

From the graphs, it can be seen that MISER indeed reduces the standard deviation.
However, the software implementation of MISER is more effective in reducing the stan-
dard deviation than the hardware design. The software performs especially better for
the barrier option, where the standard deviation is almost 9 times smaller compared to
the crude Monte-Carlo integration. The hardware reduces the standard deviation 2 to 3
times. As explained in section 8.4.2, this occurs because the MISER software makes bet-
ter decisions when splitting the integration region for the barrier option and the basket
option.

When MISER reduces the standard deviation with a factor R while using N simu-
lations, it achieves the same accuracy as a crude Monte-Carlo integration with N × R2

simulations. Even though the hardware design is not making optimal use of MISER, it
still saves many simulations by performing stratified sampling with a different estimator
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for the standard deviation for the Asian and Barrier option.

Effective Speed-up The execution time required to achieve a certain accuracy level
is much smaller for the MISER hardware compared to normal Monte-Carlo integration.
Table 8.5 shows the execution time that is required by the crude Monte-Carlo software
and the MISER hardware to achieve a certain accuracy. The effective speed-up is cal-
culated from these execution times, which is shown in the last column of the table.
The relation between the standard deviation and the execution time has been calculated
from the data points in figure 8.3. Only the line segments that show a linear behaviour
(σ < 0, 1%) have been used to compute this relation.

From the table can be seen that the MISER hardware is more than 3000 times faster
in achieving a certain accuracy compared to normal Monte-Carlo integration for an Asian
option. This is the combined effect of the execution time reduction (up to 880) and the
variance reduction8 (up to 2). For the barrier option, the MISER hardware is even
faster. However, the effective speed-up is declining because of the declining variance
reduction. In line with the results from the previous sections, the MISER hardware does
not perform great for pricing of basket options. The effective speed-up in the table is
found to be between 163 and 465.

8To decrease the standard deviation with a factor x using crude Monte-Carlo, the execution time will
increase with a factor x2
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Accuracy
Execution time crude

MC software (sec)
Execution time MISER

hardware (sec)
Effective
speed-up

0,1% 28,09 0,0092 3069,48

0,05% 112,36 0,0353 3179,23

0,01% 2809,00 0,8143 3449,43

0,005% 11236,00 3,1449 3572,77

(a) Asian option

Accuracy
Execution time crude

MC software (sec)
Execution time MISER

hardware (sec)
Effective
speed-up

1% 24,01 0,0057 4203,02

0,5% 96,04 0,0236 4073,98

0,1% 2401,00 0,6336 3789,41

0,05% 9604,00 2,6147 3673,07

(b) Barrier option

Accuracy
Execution time crude

MC software (sec)
Execution time MISER

hardware (sec)
Effective
speed-up

1% 0,25 0,0015 163,32

0,5% 1,00 0,0048 208,12

0,1% 25,33 0,0693 365,35

0,05% 101,87 0,2188 465,55

(c) Basket option

Table 8.5: Execution time and effective speed-up for give accuracy levels.
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8.5 Improving the segmentation

Section 8.4 showed that the segmentation in the hardware design is suboptimal for the
barrier and basket option. The integration region is segmented by using an estimate
for the standard deviation in each segment. The MISER hardware uses the scaled dif-
ference between the maximum and minimum function evaluation as the estimate. The
GSL software uses the sample standard deviation as an estimator for the true standard
deviation. This leads to better segmentation in the GSL software for the barrier and
basket option.

If the MISER hardware would use a similar segmentation, the graphs for MISER
hardware would change to the graphs for MISER software in each panel of figure 8.5.
The variance reduction would be more effective. This will give a more accurate option
price and a smaller standard deviation for the option price. Furthermore, the incorrect
segmentation of the basket option would become correct, since the GSL software version
of MISER is able to apply correct segmentation for this option. Therefore, implementing
this improved estimate of the standard deviation would result in a lower error. Further-
more, the effective speed-up for the barrier option in table 8.5b would not be declining
anymore.

To implement this improved estimate in hardware would require a more complex
design that might lead to complications for high-dimensional integrals, since the sample
standard deviation for 2× dimensions samples would have to be calculated. This requires
many additions ans multiplications. However, a solution to this problem would result in
a more stable design.

8.6 Conclusion

This chapter showed that an effective speed-up up to 4200 can be achieved by the hard-
ware design compared to a software implementation using the GSL library for pricing an
Asian and barrier option. An effective speed-up up to 465 can be achieved for pricing a
basket option. The advantage of the hardware design increases with the sample count,
since all communication between the CPU and the FPGA can be performed in parallel
to the integration in the FPGA. The results are summarized in table 8.6. The speed-up
is possible due to the acceleration from the FPGAs and the variance reduction from
MISER.

The advantage of using MISER varies with the sample count. For Asian and barrier
option pricing that was presented in this chapter, MISER produces a more accurate
result. The effect for a basket option is much smaller. By performing stratified sampling,
MISER reduces the number of samples that is required to produce an accurate result
and thereby reduces the execution time.

By implementing stratified sampling in the hardware design, an accuracy that re-
quires minutes or hours with software programs can be achieved in a fraction of a second.
However, using a simple estimator for the standard deviation while segmenting is not
appropriate for all applications. For example, the current hardware design is not able to
make optimal segmentation decisions when pricing a barrier option.
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Asian

Crude SW MISER SW MISER HW

RMSE 0.1 sec 9.6% to 3.3% 7.7% to 1.9% 0.08% to 0.04%

Std 0.1 sec 7.0% to 4.4% 5.7% to 2.6% 0.1% to 0.07%

t improvement - - 4 to 880

σ improvement 1.5x to 8x 1.5x to 3.6x

Effective speed-up - - 3000 to 3600

Barrier

Crude SW MISER SW MISER HW

RMSE 0.1 sec 6.5% to 3.3% 3.8% to 0.9% 0.06% to 0.04%

Std 0.1 sec 6.6% to 4.1% 4.4% to 1.0% 0.08% to 0.05%

t improvement - - 4,5 to 870

σ improvement 2.2x to 50x 2.1x to 4.3x

Effective speed-up - - 3600 to 4200

Basket

Crude SW MISER SW MISER HW

RMSE 0.1 sec 0.54% to 0.31% 0.43% to 0.26% 0.05% to 0.04%

Std 0.1 sec 0.73% to 0.36% 0.44% to 0.31% 0.04% to 0.03%

t improvement - - 0.23 to 180

σ improvement 1.2x to 2.7x 1.2x to 2.6x

Effective speed-up - - 163 to 466

Table 8.6: Summary of empirical results for each option.
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Conclusions and Future Work 9
9.1 Introduction

This chapter will conclude this work and discuss a number of topics for future research.

9.2 Conclusions

This work demonstrated how Monte-Carlo integration with stratified sampling could be
performed on a heterogeneous multicore platform with CPUs and FPGAs. The adaptive
algorithm MISER is used to perform the stratification in order to reduce the variance of
the result. This design can be applied to any integrand, but was tested in this thesis for
different types of financial options with a path-dependent payoff.

The recursive algorithm MISER can be accelerated by using a threaded software
implementation. The threaded software implementation of MISER that was discussed
in chapter 5 gives a linear speed-up when multiple threads are used.

This parallel program was moved into hardware in two phases. First, the integrand
independent parts of MISER were moved into hardware. All loops had to be unrolled,
which results in a large resource consumption. To save resources, the estimation of the
sample standard deviation was replaced by a more resource efficient method that makes
sub-optimal decisions. The integrands are compiled into a deep pipeline, producing one
function evaluation per integration unit per cycle.

The FPGA-accelerated design requires up to 4200 times less execution time to achieve
the same accuracy as a software implementation using the GSL library to perform crude
Monte-Carlo integration running on an Intel i7-4770 CPU at 3,40 GHz. This acceleration
is achieved by performing the actual Monte-Carlo integration to price Asian options,
barrier options and basket options on an FPGA while keeping the control intensive work
in CPUs. The highest speed-up is found for the barrier option, the lowest speed-up is
found for the basket option. The advantage of the hardware design increases with the
sample count. All communication between the CPU and the FPGA can be performed
in parallel to the integration in the FPGA for high sample counts.

The advantage of using MISER varies with the sample count. For the Asian and bas-
ket option, MISER produces a more accurate result. By performing stratified sampling,
MISER reduces the number of samples that is required to produce an accurate result
and thereby reduces the execution time.

By implementing stratified sampling in the hardware design, an accuracy can be
achieved in a fraction of a second that requires minutes or hours with software programs.
However, using a simple estimator for the standard deviation of the segments is not
appropriate for all applications. The current hardware design is not able to make optimal
segmentation decisions when pricing a barrier option and basket option.
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9.3 Future Work

The results achieved in this thesis can be expanded by further research. Proposed topics
are:

• The current implementation of MISER in reconfigurable logic uses the difference
between the maximum and minimum function evaluation as an estimator for the
true standard deviation. This estimator is not appropriate for all applications,
determining the sample standard deviation would be much better for some appli-
cations. This would lead to complications for high-dimensional integrals, since the
sample standard deviation for 2× dimensions samples would have to be calculated,
which requires many additions ans multiplications. Implementing a better estima-
tor for the standard deviation in a resource efficient manner would result in a more
stable design.

• The design currently uses floating-point arithmetic, which suits the general purpose
property of MISER and speeds-up the design process. However, the number of
dimensions that can be used within this design is limited by the number of DSP
blocks on the FPGA. Implementing a Brownian Bridge with hundreds of timesteps
would not be possible in floating-point. An implementation that uses fixed-point
internally might be a solution for such high-dimensional problems.

• This work used pseudo-random numbers to generate Gaussian random numbers
for the integration. Instead of pseudo-random numbers, Quasi-random numbers
could be used as discussed in section 2.5.6. This will improve the uniformity of the
random numbers and thus the result of the integration. As discussed in section
3.2.3, multiple designs for generating quasi-random numbers in reconfigurable logic
have been developed. These designs could easily be implemented in this work.

• Correlating the random numbers is done by multiplying the vector of random num-
bers with the Cholesky decomposition of the covariance matrix. This multiplication
requires a lot of resources and turned out to be have a huge impact on the timing
of the design. More elegant methods to generated multivariate random numbers
in reconfigurable logic exist, such as the method described in [71] which generates
correlated random numbers directly from the uniform distribution and eliminates
the need for multiplication.

• As discussed in chapter 4, the adaptive algorithm VEGAS, which uses Monte-
Carlo integration with importance sampling, could also be moved into hardware.
Some applications will benefit more from importance sampling than from stratified
sampling. Therefore, a hardware implementation of VEGAS could prove to be very
useful.

• MISER allows the user to specify the number of samples that can be used for inte-
gration. However, many users might be interested in the accuracy of the answer and
want an algorithm that obtains that accuracy as fast as possible. Unfortunately,
this is not possible with MISER. As discussed in chapter 4, Suave is a combina-
tion of MISER and VEGAS. Suave stops sampling when a prescribed accuracy is
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reached. However, Suave requires a lot of memory and an FPGA implementation
is not straight forward. Finding a solution for the memory usage might lead to a
suitable FPGA design.

• This work focused on acceleration rather than power and energy consumption.
MISER could be implemented on GPUs as well, but one of the advantages of
FPGAs over GPUs is the lower power and energy consumption. The design in
this work could be tested and optimized with respect to the power and energy
consumption and compared to a GPU implementation.
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Illustrative examples from
chapter 4 A
A.1 Simple example from section 4.2.1

Listing A.1: Simple example from section 4.2.1

1
2 % Copyright (c) 2013, Mark de Jong

3 % All rights reserved.

4
5 % This function returns the importance sampling estimator for n iterations

6 % of the function x(1-x)

7
8 % n is the number of iterations

9
10 % Ex_crude_mc is the Expected Value with crude Monte -Carlo

11 % confidence_95_cr gives the 95% confidence interval for crude MC

12
13 % Ex_is_mc is the Expected Value with Importance Sampling Monte -Carlo

14 % confidence_95_is gives the 95% confidence interval for IS MC

15
16 function [ Ex crude mc , c o n f i d e n c e 9 5 c r , Ex is mc , c o n f i d e n c e 9 5 i s ]= se1 (n)
17 % Determine z for confidence interval , 95% => z = 1.96

18 z = 1 . 9 6 ;
19
20 % Crude MC, use uniform random numbers

21 r = rand (n , 1 ) ;
22 sim mc = r .∗(1 . − r ) ;
23 Ex crude mc = mean ( sim mc ) ;
24 Sx = sqrt ( var ( sim mc ) ) ;
25 c o n f i d e n c e 9 5 c r = [ Ex crude mc−z∗Sx/sqrt (n) Ex crude mc+z∗Sx/sqrt (n) ] ;
26
27 % Importance Sampling , use triangular distribution

28 a = t r i r n d ( 0 , 0 . 5 , 1 , n ) ;
29 sim im = a .∗(1 . − a ) . / t r ianden ( a ) ;
30 Ex is mc = mean ( sim im ) ;
31 S i = sqrt ( var ( sim im ) ) ;
32 c o n f i d e n c e 9 5 i s = [ Ex is mc−z∗ Si /sqrt (n) Ex is mc+z∗ Si /sqrt (n) ] ;
33
34 end

A.2 Simple example from 4.3.1
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Listing A.2: Simple example from section 4.3.1

1
2 % Copyright (c) 2013, Mark de Jong

3 % All rights reserved.

4
5 % This function returns the importance sampling estimator for n iterations

6 % of the function x(1-x)

7
8 % n is the number of iterations

9
10 % Ex_crude_mc is the Expected Value with crude Monte -Carlo

11 % confidence_95_cr gives the 95% confidence interval for crude MC

12
13 % Ex_is_mc is the Expected Value with Importance Sampling Monte -Carlo

14 % confidence_95_is gives the 95% confidence interval for IS MC

15
16 function [ Ex crude mc , c o n f i d e n c e 9 5 c r , Ex is mc , c o n f i d e n c e 9 5 i s ]= se1 (n)
17 % Determine z for confidence interval , 95% => z = 1.96

18 z = 1 . 9 6 ;
19
20 % Crude MC, use uniform random numbers

21 r = rand (n , 1 ) ;
22 sim mc = r .∗(1 . − r ) ;
23 Ex crude mc = mean ( sim mc ) ;
24 Sx = sqrt ( var ( sim mc ) ) ;
25 c o n f i d e n c e 9 5 c r = [ Ex crude mc−z∗Sx/sqrt (n) Ex crude mc+z∗Sx/sqrt (n) ] ;
26
27 % Importance Sampling , use triangular distribution

28 a = t r i r n d ( 0 , 0 . 5 , 1 , n ) ;
29 sim im = a .∗(1 . − a ) . / t r ianden ( a ) ;
30 Ex is mc = mean ( sim im ) ;
31 S i = sqrt ( var ( sim im ) ) ;
32 c o n f i d e n c e 9 5 i s = [ Ex is mc−z∗ Si /sqrt (n) Ex is mc+z∗ Si /sqrt (n) ] ;
33
34 end



A.2. SIMPLE EXAMPLE FROM 4.3.1 121

Listing A.3: Triangular density function required for section 4.3.1

1
2 % Copyright (c) 2013, Mark de Jong

3 % All rights reserved.

4
5 % This function returns a column vector with the probability density for

6 % the values in column vector e

7
8 % e = column vector of triangularly distributed random variables

9 % X = PDF of e

10
11 function x=tr ianden ( e )
12 [ s q ] = size ( e ) ;
13 x = zeros ( s , 1 ) ;
14 for i =1: s
15 if e ( i )<0
16 x ( i ) = 0 ;
17 else if e ( i ) < 0 .5
18 x ( i ) = 4∗ e ( i ) ;
19 else if e ( i ) <= 1
20 x ( i ) = −4∗(e ( i )−1) ;
21 else

22 x ( i ) = 0 ;
23 end

24 end

25 end

26
27 end

28 end
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Listing A.4: Random number generator used in secton 4.3.1

1
2 % Copyright (c) 2009, Mongkut Piantanakulchai

3 % All rights reserved.

4 %

5 % Redistribution and use in source and binary forms , with or without

6 % modification , are permitted provided that the following conditions are

7 % met:

8 %

9 % * Redistributions of source code must retain the above copyright

10 % notice , this list of conditions and the following disclaimer.

11 % * Redistributions in binary form must reproduce the above copyright

12 % notice , this list of conditions and the following disclaimer in

13 % the documentation and/or other materials provided with the

distribution

14 %

15 % This software is provided by the copyright holders and contributors "as

is"

16 % and any express or implied warranties , including , but not limited to ,the

17 % implied warranties of merchantability and fitness for a particular

purpose

18 % are disclaimed. In no event shall the copyright owner or contributors be

19 % liable for any direct , indirect , incidental , special , exemplary , or

20 % consequential damages (including , but not limited to, procurement of

21 % substitute goods or services; loss of use, data , or profits; or business

22 % interruption) however caused and on any theory of liability , whether in

23 % contract , strict liability , or tort (including negligence or otherwise)

24 % arising in any way out of the use of this software , even if advised of

the

25 % possibility of such damage.comment the line with % hist(X,50);

26
27 % Example of using:

28 % X = trirnd(1,5,10,100000);

29 % This will generate 100000 random numbers between 1 and 10 (where most

probable

30 % value is 5)

31
32
33 function X=t r i r n d ( a , c , b , n )
34 X=zeros (n , 1 ) ;
35 for i =1:n
36
37 %Assume a<X<c

38 z=rand ;
39 if sqrt ( z ∗(b−a ) ∗( c−a ) )+a<c
40 X( i )=sqrt ( z ∗(b−a ) ∗( c−a ) )+a ;
41 else

42 X( i )=b−sqrt ((1− z ) ∗(b−a ) ∗(b−c ) ) ;
43 end

44 end %for

45 %hist(X,50); %Uncomment to look at histogram of X

46 end %function



Covariance Matrix for the
Basket Option B
The covariance matrix that is used to price the basket option is given by

1.0000 0.8345 0.1798 −0.6133 0.4819
0.8345 1.0000 −0.1869 −0.5098 0.4381
0.1798 −0.1869 1.0000 −0.0984 0.0876
−0.6133 −0.5098 −0.0984 1.0000 0.3943

0.4819 0.4381 0.0876 0.3943 1.0000


The Cholesky decomposition is used as input to the MISER hardware.
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