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A B S T R A C T

Individual overtopping events are important variables when designing a coastal structure as they can deviate
significantly from the mean overtopping discharge. Thus, in this study, extreme overtopping events at rubble
mound structures with a smooth crest in shallow water have been studied. Both the water layer thickness
(flow depth), front velocity and individual overtopping volumes are measured in a wave flume for typical
coastal structures with a smooth crest in shallow water for a large range of hydraulic conditions and three
different foreshore slopes. An analysis of the individual overtopping volumes shows that the largest individual
overtopping volumes arise from short waves that travel on the crest of a low-frequency wave in shallow water
and short waves that travel on top of the trough in deep water. Due to the temporal water level variation
caused by the low-frequency waves in shallow water, there are fewer overtopping events compared to deep
water conditions with the same non-dimensional overtopping discharge. However, the individual overtopping
volumes of these events are larger. To quantify the extreme overtopping variables, an empirical formulation
based on the relative crest height and short-wave steepness is proposed for the non-dimensional 2 % exceedance
water layer thickness, front velocity and individual overtopping volume in terms of incident waves with an
𝑅2 of 0.84, 𝑅2 of 0.55 and 𝑅2 of 0.85 respectively. A further small improvement is found when the low-
frequency wave height and 2% exceedance wave height are included, but the added value of this expression
does not outweigh the additional wave variables needed for the expression. A log-normal distribution with a
constant shape and an expression for the scale of the distribution is proposed to describe the distribution of
the individual overtopping volumes in shallow water which accurately captures the distribution (𝑅2 of 0.90).
Compared to most of the current design approach which is based on a cascade of empirical formulations,
this is a significant improvement. In addition, the reasonable results for a distribution with a constant shape
parameter show that the shape of the distribution does not change significantly for shallow water conditions.
1. Introduction

When designing a coastal structure, the mean overtopping dis-
charge is typically applied to determine the crest height and evaluate
breakwater’s safety. However, it is known that extreme individual
overtopping events, characterized by the water layer thickness, front
velocity and individual volumes, are also relevant for a safe and re-
liable design (e.g. Schüttrumpf and Van Gent, 2003; Mares-Nasarre
et al., 2019, 2020; Koosheh et al., 2022, 2024). For the same mean
overtopping discharge, the extreme individual overtopping events can
deviate significantly (Franco et al., 1995). Therefore, when considering
pedestrian safety or the stability of the material behind the structure, it

∗ Corresponding author at: Delft University of Technology, Department of Hydraulic Engineering, Delft, The Netherlands.
E-mail address: menno.deridder@deltares.nl (M.P. de Ridder).

is relevant to not only assess the mean overtopping discharge but also to
verify the extreme water layer thickness, flow velocities, and individual
overtopping volumes at the breakwater crest (Bae et al., 2016).

Several approaches exist to compute the extreme individual over-
topping events. One could apply numerical models (e.g. Chen et al.,
2022), machine learning techniques (e.g. Mares-Nasarre et al., 2021) or
empirical formulations (e.g. Mares-Nasarre et al., 2020; Koosheh et al.,
2022, 2024). The advantage of an empirical formulation is that it is
easily applicable in contrast to numerical models which require more
computational time. Moreover, the empirical methods explicitly give
the user the relationships between the variables that cannot be easily
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retrieved from a machine learning method. Therefore, this study fo-
cuses on the empirical formulations of extreme individual overtopping
events at rubble mound structures with a smooth crest.

Several formulations exist to describe the extreme water layer
hickness and front velocity (e.g. Van Gent, 2002; Schüttrumpf and
an Gent, 2003; Mares-Nasarre et al., 2019; Koosheh et al., 2024).

However, most of these formulations are derived for conditions ranging
etween intermediate water to deep water depths (Koosheh et al.,

2024; Mares-Nasarre et al., 2019, for a 𝐻𝑚0∕ℎ < 0.31 and 𝐻𝑚0∕ℎ <
0.61 respectively) or impermeable structures (Van Gent, 2002). These
xisting formulations are sufficient for coastal structures in deep water
ut when a shallow foreshore is present in front of a permeable

structure limited formulations are available. Moreover, the effects of
hydrodynamic processes relevant to wave propagation in shallow water
on extreme individual overtopping events are not well understood.

Next to the extreme individual events, also the distribution of
he overtopping variables is becoming increasingly important as a
robabilistic approach is desired. It is essential to understand the

distribution of several variables such as individual overtopping volumes
to determine the probability of failure of a coastal structure. Several
uthors studied the individual volume distribution for conditions with
elatively deep water at the toe of the structures and thus, without wave
reaking on the foreshore (e.g. Molines et al., 2019, with 𝐻𝑚0∕ℎ <
.3). Nørgaard et al. (2014) performed experiments in shallow water
ith 𝐻𝑚0∕ℎ < 0.55. However, a practical formulation to accurately

describe the distribution of the individual overtopping volumes with
ignificant wave breaking (𝐻𝑚0∕ℎ > 0.5) at the foreshore for extremely

shallow water is not available.
In this study, the effects of shallow foreshores on the water layer

thickness, front velocity and individual overtopping volumes in terms
f incident waves during wave overtopping events at rubble mound
tructures with a smooth crest are systematically studied using physical
odel experiments. In addition, an empirical expression for the distri-

ution of the individual overtopping volumes in terms of overtopping
vents is derived for shallow water.

The paper is structured as follows. In Section 2, a literature re-
view is given. In Section 3, the relevant processes and variables for
hallow water conditions for wave–structure interaction are described.
n Section 4, the physical model experiments are described (see also

De Ridder et al., 2024). In Section 5, the effects of the shallow water
rocesses on the overtopping events are addressed. In Section 6, the

results for the individual overtopping events are given. In Section 7,
the discussion of the results is described. Finally, in Section 8, the
onclusions and recommendations are given.

2. Background

2.1. Extreme individual overtopping variables

Cox and Machemehl (1986) derived an expression for the water
ayer thicknesses over an impermeable structure based on a bore anal-
gy. This was generalized with an expression for different locations at
he crest and seaward slope for irregular waves by both Schüttrumpf
t al. (2003) and Van Gent (2003). Both Schüttrumpf et al. (2003) and

Van Gent (2003) performed physical model experiments to determine
he 2% exceedance value of the water layer thickness (ℎ2%) and velocity
𝑢2%) in terms of number of incident waves. Based on a combination of

both datasets, Schüttrumpf and Van Gent (2003) derived a formulation
for ℎ2% and 𝑢2% at the seaside of a dike based on the virtual 2%
xceedance runup height (𝑅𝑢2%),

ℎ2%(𝑧𝑎)∕𝐻𝑚0 = 𝑐ℎ

(

𝑅𝑢2% − 𝑧𝑎
𝐻𝑚0𝛾𝑓

)

(1)

𝑢2%(𝑧𝑎)∕
√

𝑔 𝐻𝑚0 = 𝑐𝑢

√

𝑅𝑢2% − 𝑧𝑎 (2)
2

𝐻𝑚0𝛾𝑓
where 𝑧𝑎 is the height defined relative from the still water, 𝐻𝑚0 the
significant wave height, 𝑔 the gravitational acceleration and 𝑐ℎ and 𝑐𝑢
are calibration coefficients (see Table 1). The formulations proposed
y Schüttrumpf and Van Gent (2003) did not include a roughness factor
𝛾𝑓 ), but in Van Gent (2002) the roughness factor was included. The

runup height, 𝑅𝑢2% (see Appendix A), is obtained from the expression
given in Van Gent (2001).

Schüttrumpf and Van Gent (2003) also presented an expression for
the evolution of the water layer thickness and front velocity along the
crest,

ℎ2%(𝑥𝑐 )∕ℎ2%(𝑅𝑐 ) = exp (−𝑐𝑐 ,ℎ𝑥𝑐∕𝐵
)

(3)

𝑢2%(𝑥𝑐 )∕𝑢2%(𝑅𝑐 ) = exp (−𝑐𝑐 ,𝑢𝑥𝑐𝜇∕ℎ2%(𝑋𝑐 )
)

(4)

where 𝑥𝑐 is the location at the crest, 𝐵 is the crest width, 𝜇 is a
riction coefficient (typical values ranging between 0 and 0.1), ℎ2%(𝑅𝑐 )
nd 𝑢2%(𝑅𝑐 ) are respectively the 2% exceedance water layer thick-
ess and front velocity at the crest and 𝑐𝑐 ,ℎ and 𝑐𝑐 ,𝑢 are coefficients.
oth Schüttrumpf et al. (2003) and Van Gent (2003) suggested 𝑐𝑐 ,𝑢= 0.5,
𝑐 ,ℎ= 0.89 for the data by Schüttrumpf et al. (2003) and 𝑐𝑐 ,𝑢= 0.4 for

the data by Van Gent (2003). Bosman et al. (2009) suggested that
these differences could be caused by slope effects and derived new
coefficients based on the slope of the structure (see Table 1). Later, Van
der Meer et al. (2010) proposed alternative coefficients for Eqs. (3) and
(4) (see Table 1). Van Gent (2003) also presented an expression for the
% exceedance overtopping volume in terms of incident waves for a

sea dike given by,
𝑉2%
𝐻2

𝑚0

= 𝑐𝑉 𝛾
0.5
𝑓−𝑐

(

𝑅2% − 𝑅𝑐
𝐻𝑚0𝛾𝑓

)2
(5)

where 𝑐𝑣 is an coefficient equal to 1, 𝛾𝑓 a roughness factor, 𝛾𝑓−𝑐
 roughness factor at the crest and 𝑅2% the 2% exceedance runup
alculated with the equation in Van Gent (2001).

Mares-Nasarre et al. (2019) extended the work of Schüttrumpf and
Van Gent (2003) to rubble mound breakwaters and found a coefficient
of 𝑐ℎ = 0.52 for the water layer thickness for a rubble mound struc-
ture. Mares-Nasarre et al. (2019) also proposed to use the TAW (2002)
formulation, also used in EurOtop (2018), to estimate the 𝑅𝑢2%. The
esults of Mares-Nasarre et al. (2019) were obtained at the middle of

the crest and Eq. (3) was used with a coefficient 𝑐𝑐 ,ℎ = 0.89. Koosheh
t al. (2024) performed experiments with a coastal structure with

an impermeable core and found a value of 𝑐ℎ = 0.24 where also
the TAW (2002) formulation was applied for 𝑅𝑢2%. Koosheh et al.
(2024) used Eq. (3) with 𝑐𝑐 ,ℎ = 0.40. In Table 1, an overview is given
for the various coefficients found in the literature with 𝑅𝑐∕𝐻𝑚0 and
𝐻𝑚0∕ℎ ranges. However, the applicability of the formulations for rubble
mound breakwaters in extremely shallow water has never been verified.

2.2. Individual overtopping volumes

The distribution of individual overtopping volumes in terms of
number of overtopping events is also commonly applied and mainly
required for probabilistic approaches. The most common distribution
in literature to describe the individual overtopping volumes is the 2-
arameter Weibull distribution for which the cumulative distribution

is given by,

𝐹 (𝑉𝑖) = 1 − 𝑒−(𝑉𝑖∕𝜆)
𝑏 (6)

where 𝜆 is the scale parameter, 𝑏 the shape parameter and 𝑉𝑖 the indi-
vidual overtopping volume. To obtain a non-dimensional 𝜆, it is often
substituted by 𝜆 = 𝐴𝑉 , where 𝑉 is the mean individual overtopping
volume. When the mean of the distribution is set equal to the mean
overtopping volume (𝑉 ) a relation between 𝐴 and 𝑏 exists,

𝐴 = 1 (7)

𝛤 (1 + 1∕𝑏)
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Table 1
Coefficient for water layer thickness and front velocity for Eqs. (1) and (2). The applied formulation for 𝑅𝑢2%, the structure type, the 𝑅𝑐∕𝐻𝑚0 ranges and the 𝐻𝑚0∕ℎ ranges are
also shown.

Reference 𝑐ℎ 𝑐𝑢 Runup formulation Structure type 𝑅𝑐∕𝐻𝑚0 𝐻𝑚0∕ℎ

Schüttrumpf et al.
(2003)

0.33 1.37 Based on Hunt (1959) Dike (Smooth impermeable) 0.0–4.4 0.2–1.4

Van Gent (2003) 0.15 1.3 Eq. (A.1) (Van Gent, 2001) Dike (Smooth impermeable) 0.7–2.2 0.1–0.3
Bosman et al. (2009) 0.01∕ sin 𝛼2 0.3∕ sin 𝛼 Unknown Dike (Smooth impermeable) 0.0–4.4 0.1-1.4
Van der Meer et al.
(2010)

0.13 0.35 cot 𝛼 Unknown Dike (Smooth impermeable) 0.7–2.9 0.1–0.3a

Mares-Nasarre et al.
(2019)

0.52 – Eq. (A.2) (TAW, 2002) Rubble mound breakwater 0.80–1.75 0.29–0.61b

Koosheh et al. (2024) 0.24 – Eq. (A.2) (TAW, 2002) Revetment (impermeable core) 0.75–2.36 0.15-0.31

a Combination of data from Van Gent (2003) and Schüttrumpf et al. (2003).
b Rocks 2 layer.
w

d

w
f
s
i
s
w
(

a

v

where 𝛤 is the gamma function. A large shape parameter (𝑏 > 3) means
hat the distribution is more or less uniform distributed and thus, most
f the overtopping waves contribute to the total overtopping volume. A
ow shape parameter (𝑏 < 0.75) results in a distribution with only a few
vertopping events contributing to the total volume. Various authors

studied the influence of wave characteristics on the shape parameter
(see Table 2). For example, Franco et al. (1995) suggested applying
the Weibull distribution with a 𝑏 = 0.72 to describe the probability of
ndividual overtopping volumes for rubble mound breakwater. Victor

et al. (2012) conducted small-scale experiments and showed that the 𝑏
s related to the relative crest height and structure slope for smooth

steep slopes. Hughes et al. (2012) reanalyzed existing data focusing
n extreme individual overtopping volumes and found a relationship
etween 𝑏 and 𝑅𝑐∕𝐻𝑚0 for smooth slopes. Nørgaard et al. (2014)
erformed experiments in depth-limited wave conditions for a rubble
ound breakwater (𝐻𝑚0∕ℎ > 0.55) and derived an expression based on

he water depth and the average of the 10 largest waves. Moreover,
several authors made a relationship between 𝑞 and 𝑏 (Zanuttigh et al.,
2014; Molines et al., 2019; Mares-Nasarre et al., 2020). Later Mares-
Nasarre et al. (2024) suggested applying the log-normal distribution
(see Appendix C for the definition of the distribution) to describe the
individual overtopping volumes instead of the Weibull distribution,
where the 𝜇𝑉 , the mean of the variable’s natural logarithm, is given
by,

𝜇𝑉 = 0.6
(

𝑅𝑐
𝐻𝑚0

)−1
− 30𝑠𝑚−1,0 (8)

and the shape parameter (𝑠) is given by,

𝑠 = −8𝑚 − 0.2
(

𝑅𝑐
𝐻𝑚0

)

− 6𝑠𝑚−1,0 (9)

where 𝑚 is the foreshore slope, 𝑅𝑐 is the free board, 𝐻𝑚0 is the
ave height and 𝑠𝑚−1,0 is the wave steepness. An overview of all the
xpressions for 𝑏 in literature is given in Table 2, which shows that

an expression for rubble mound breakwaters validated for (extreme)
shallow water is lacking.

The individual overtopping distribution is given in terms of over-
topping waves. The Weibull plotting position formula can be used to
transform the probabilities in terms of overtopping events to incident
waves,

𝐹 (𝑉𝑖) = 1 − 𝑖
𝑁𝑜𝑣 + 1 (10)

where 𝑖 is the rank of the individual volume and 𝑁𝑜𝑣 the number of
vertopping waves.

Next to the distribution of the individual overtopping volumes also
the probability of overtopping (𝑃𝑜𝑣) is an important variable as it is
needed to transform the probability of individual overtopping volumes
to a probability in terms of incident waves. Besley (1998) proposed
a function, applicable for complex structures, related to the mean
3

W

overtopping discharge to predict the probability of overtopping,

𝑃𝑜𝑣 =

⎧

⎪

⎨

⎪

⎩

55.4(𝑞∗)0.634 for 0 < 𝑞∗ < 8 × 10−4
2.5(𝑞∗)0.199 for 8 × 10−4 < 𝑞∗ < 10−2

1 for 𝑞∗ > 10−2
(11)

where 𝑞∗ is the non-dimensional mean overtopping discharge. Next to
the expression given by Besley (1998) the following expression is given
in the EurOtop (2018) manual,

𝑃𝑜𝑣 = exp
(

−
(

1
𝜒

𝑅𝑐
𝐻𝑚0

)2
)

(12)

where 𝜒 is given by,

𝜒 = 1∕
√

− ln(0.02) (13)

More recently, Molines et al. (2019) and Mares-Nasarre et al. (2020)
proposed a function related to the overtopping discharge. The deep

ater formulation given in Molines et al. (2019) is shown in Eq. (14).

𝑃𝑜𝑣 = 480
(

𝑞
𝑔 𝑇𝑚01𝐻𝑚0

)0.8
(14)

The depth-limited formulation is given by Mares-Nasarre et al. (2020)
as,

𝑃𝑜𝑣 = exp
⎛

⎜

⎜

⎜

⎝

− 0.1
(

𝑞
𝑔 𝑇𝑚01𝐻𝑚0

)0.3

⎞

⎟

⎟

⎟

⎠

(15)

where 𝑇𝑚01 is the mean absolute wave period, 𝑞 the mean overtopping
ischarge and 𝐻𝑚0 the wave height.

3. Shallow water processes

The hydrodynamics in shallow water are different than in deep
ater conditions. In De Ridder et al. (2024) the effects of a shallow

oreshore on the mean overtopping discharge over a rubble mound
tructure with a smooth crest were analysed. It was found that the most
mportant variables describing the mean overtopping discharge are the
hort-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 , representing the energy of the short
aves), relative crest height (𝑅𝑐∕𝐻𝑚0) and low-frequency wave height
𝐻𝑚0,𝐿𝐹 , see Fig. 1 for an overview and the definitions of the variables).

An important process in shallow water is depth-induced wave break-
ing, resulting in a non-Rayleigh distributed wave field (e.g. Battjes
nd Groenendijk, 2000). It is expected that this will reduce the water

layer thickness (ℎ𝑖) and individual overtopping volumes (𝑉𝑖, see Fig. 1
for the definitions), particularly for high relative crest freeboards (𝑅𝑐)
where mainly the largest waves overtop the structure. Nørgaard et al.
(2014) studied the effect of a shallow water depth on the individ-
ual overtopping volumes and concluded that individual overtopping
olumes are more uniformly distributed and proposed 2-parameter
eibull distribution with a 𝑏 dependent on 𝐻 ∕𝐻 .
𝑚0 1∕10
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Table 2
Formulations for the Weibull shape parameter (𝑏) describing the distribution of individual overtopping volumes. The maximum value of 𝐻𝑚0∕ℎ
is also shown.
Reference 𝐻𝑚0∕ℎ Weibull shape parameter (𝑏)
Franco et al. (1995) 𝐻𝑚0∕ℎ <0.33 𝑏 = 0.75
Victor et al. (2012) 𝐻𝑚0∕ℎ <0.13 𝑏 = exp(−2.0𝑅𝑐∕𝐻𝑚0) + 0.56 + 0.15 cot 𝛼
Hughes et al. (2012) Unspecified 𝑏 = exp(−0.6𝑅𝑐∕𝐻𝑚0)1.8 + 0.64
Nørgaard et al. (2014) 𝐻𝑚0∕ℎ <0.55 𝑏 =

{

0.75 for 𝐻𝑚0∕𝐻1∕10 < 0.848 or 𝐻𝑚0∕ℎ < 0.2
− 6.1 + 8.08𝐻𝑚0∕𝐻1∕10 for 𝐻𝑚0∕𝐻1∕10 > 0.848 or 𝐻𝑚0∕ℎ > 0.2

Molines et al. (2019) 𝐻𝑚0∕ℎ < 0.30 𝑏 = 0.63 + 1.15 exp(−3 × 105 𝑞
𝑔 𝐻𝑚0𝑇𝑚

)
Mares-Nasarre et al. (2020) 𝐻𝑚0∕ℎ < 0.61 𝑏 = 0.8 + 𝑒𝑥𝑝(−2 × 105 𝑞

𝑔 𝐻𝑚0𝑇𝑚
)

d
t

b
T

t
s
t
a
e
t

t
b

w

Next to depth-induced wave breaking, the non-linear wave inter-
ction becomes dominant (e.g. Longuet-Higgins and Stewart, 1962;

Hasselmann, 1962) by transferring energy within the spectrum. The
nergy at the lower frequencies is mainly important for extreme in-
ividual overtopping events because these waves do not break and
esult in a temporary increase in the water level (illustrated as 𝜂𝐿𝐹 in

Fig. 1). It is shown in De Ridder et al. (2024) that the 2% exceedance
wave height (𝐻2%) can become relatively large compared to the short

ave height (𝐻𝑚0,𝐻 𝐹 ) because of these low-frequency waves. It is
therefore hypothesized that the low-frequency waves could affect the
extreme individual overtopping events because the extreme individual
overtopping will most likely be related to the 2% exceedance wave
height. This effect is more pronounced for long-period wave conditions
because the energy transfer to lower frequencies is larger. In contrast to
depth-induced wave breaking, this effect will result in larger individual
overtopping volumes and water layer thickness because the water level
is temporarily increased.

It is hypothesized that the water depth itself could affect the individ-
ual overtopping volumes. The individual overtopping volumes can be
described by the integral of the water layer thickness times the front
velocity (𝑉𝑖 = ∫ 𝑢(𝑡)ℎ(𝑡)𝑑 𝑡). For shallow water conditions, the front
velocity (𝑢𝑖) will be lower because the wave celerity is lower in shallow
water and only depends on the water depth.

Van Gent (1999) characterized the effects of wave breaking and
he importance of low-frequency on shallow foreshores with the ratio
f the deep water wave height (𝐻𝑚0,𝑑 𝑒𝑒𝑝) over the local water depth
ℎ). De Ridder et al. (2024) showed that these ranges apply well to
he various transitions in relevant wave variables. For 𝐻𝑚0,𝑑 𝑒𝑒𝑝∕ℎ <
0.4 the conditions can be characterized as ‘deep’ with limited wave
breaking. For 0.4 < 𝐻𝑚0,𝑑 𝑒𝑒𝑝∕ℎ < 1 (intermediate) there is some wave
breaking and energy transfer to low-frequencies. In shallow water (1 <
𝐻𝑚0,𝑑 𝑒𝑒𝑝∕ℎ < 3) severe wave breaking occurs and large amounts of
energy are present at the lower frequencies. For 𝐻𝑚0,𝑑 𝑒𝑒𝑝∕ℎ > 3 the
conditions can be characterized as ’very shallow’, where mainly energy
at lower frequencies is present.

4. Physical model tests

4.1. Model set-up

Here, experiments by De Ridder et al. (2024) are used with focus on
ndividual overtopping events characterized by water layer thicknesses,
low velocities and individual overtopping volumes, rather than on
ean overtopping discharges.

Three different foreshores (A, B and C series) were tested with a
oreshore slope of 1:100, 1:50 and 1:20 (see Fig. 2). A transition slope
f 1:10 was applied for the 1:100 foreshore until a height of 0.2 m.
t the end of the foreshore at an elevation of 0.5 m, a rubble mound
reakwater was constructed with a slope (𝛼) of cot 𝛼 = 2 (see Fig. 3).

A double-layer rock armour layer with a 𝐷𝑛50= 23.9 mm was applied
with a core of a 𝐷𝑛50= 8.5 mm. The porosity of the structure was
approximately 0.4. To avoid creating an unrealistic structure for milder
wave conditions by using large stones stable for the most extreme
4

tests, the stones were glued together to prevent the armour layer from
Fig. 1. Shallow water physics related to wave overtopping and an illustration of the
definitions applied in this study. An illustrative wave spectrum is shown with the
efinitions of the 𝐻𝑚0,𝐿𝐹 and 𝑠𝑚−1,0,𝐻 𝐹 . At the crest, the definitions of the water layer
hickness and front velocity are shown (ℎ2% and 𝑢2%).

deforming. This did not affect the permeability nor the roughness
ecause only the contact points of the stones are glued together. In
able 1 of De Ridder et al. (2024) the coordinates of the features in

the wave flume are given. The offshore water depth (ℎ𝑑 𝑒𝑒𝑝) was varied
between 0.55 m and 0.9 m. The crest level (ℎ𝑐 𝑟𝑒𝑠𝑡) was changed for each
water level to obtain overtopping variables in realistic ranges.

To accurately measure the water layer thickness and front velocities,
he flume was split into two parts at the structure’s location. On one
ide the crest was wider (𝐵 = 0.5 m) to measure the water layer
hickness. The other side of the flume had a narrower crest (𝐵 = 0.1 m)
nd was used to measure the individual overtopping volumes. The
xperiments were repeated with the same wave conditions, but without
he structure to obtain the incident waves (calibration tests).

The water layer thickness was measured with four water layer
hickness instruments (wire resistance gauges) at the crest. The distance
etween the water layer thickness instruments was 0.1 m (see also

Fig. 3). The incident waves were obtained from two sets of wave
gauges. Close to the model, the wave gauge Set 2 contained 7 wave
gauges (31.14 m from the wave maker) while in deep water, Set 1
contained 4 wave gauges (6.5 m from the wave maker). During these
calibration tests, wave gauge Set 2 was moved to the location of the
structure. The overtopping volume is measured with two wave gauges
in the overtopping box.

4.2. Test programme

The test programme consisted of irregular wave conditions with
approximately 1000 waves generated from a JONSWAP spectrum. Vari-
ations in the offshore wave height (𝐻𝑚0,𝑑 𝑒𝑒𝑝), offshore wave steepness
(𝑠𝑚−1,0,𝑑 𝑒𝑒𝑝, based on deep water wave length), freeboard (𝑅𝑐) and water
depth (ℎ𝑑 𝑒𝑒𝑝) were applied (see Table 3). In addition, these variations in

ave conditions were applied to three different foreshores. A selection
of the tested conditions with the 1:100 foreshore slope were repeated
with the 1:20 and 1:50 foreshore because the hydrodynamics at the
toe did not change significantly compared to the conditions obtained



Coastal Engineering 198 (2025) 104701M.P. de Ridder et al.
Fig. 2. Schematic overview of model Layout A, B and C. Wave gauges part of a set are shown in black. The coordinates of the wave gauges correspond to the first wave gauge
of the set. The gray instruments represent individual wave gauges. Note that the scale is distorted to visualize the layout. The position of wave gauge Set 2 is shown both at the
location and during the calibration tests and the test with the breakwater.
Source: Figure obtained from De Ridder et al. (2024).
Fig. 3. Cross section of the rubble mound breakwaters. The geometry in red shows the side with the overtopping box and the geometry shown in black is at the side with the
longer crest element to measure the water layer thickness. The crest levels of the various configurations are shown in colours (green, orange, cyan, violet and black). The tested
water levels are shown in blue.
Source: Figure obtained from De Ridder et al. (2024).
from the 1:100 foreshore slope. In total 144 tests were performed
(excluding the calibration tests): 24 tests with a 1:20 foreshore, 39 tests
with a 1:50 foreshore and 81 with a 1:100 foreshore. In Table 3 the
(incident) variable ranges are given based on wave gauge Set 2. Note
that the water depth (ℎ) is defined at the structure’s location at the
same location where the wave conditions are measured.

As Froude scaling is used as a scaling law, both the Reynold (𝑅𝑒 =
𝜌𝑢𝐿∕𝜈) and Weber number (𝑊 𝑒 = 𝜌𝐿𝑢2∕𝜎) were verified. Using the ℎ2%
and 𝑢2% as characteristic length (𝐿) and velocity (𝑢) scale and a density
of 𝜌 = 1000 k g∕m3, surface tension of 𝜎 = 0.072 N∕m and kinematic
viscosity of 𝜈 = 10−6 m2∕s this leads to a 𝑅𝑒 ranging between 2 × 106-
6 × 108 and a 𝑊 𝑒 between 18–2520 showing that surface tension effects
are not significant and that the flow is turbulent (e.g. see EurOtop,
2018, for the critical values).

4.3. Analysis of measurements

4.3.1. Incident waves
The incident wave variables are computed based on the time series

from wave gauge Set 2 during the calibration tests. It was observed
that the very nonlinear (breaking) waves cannot be accurately decom-
posed into the incident and reflected signals for the extreme shallow
water conditions. Therefore, the incident waves were obtained from the
measured high-passed signal from the calibration tests. Low-frequencies
presented larger reflection coefficients during the calibration tests, so
the incident signal was computed with the decomposition approach
described in De Ridder et al. (2023) based on the theory in Røge Eldrup
and Lykke Andersen (2019). This means that the effect of the reflections
on the incident waves is not included in the incident time series and
that incident waves are obtained at the location of the structure. This
is preferred for deriving a design formulation because practitioners typ-
ically obtain incident wave conditions in shallow water from numerical
5

models which do not include the structure (also common in literature,
e.g., Mares-Nasarre et al., 2020; Herrera et al., 2017, for individual
events and hydraulic stability respectively ).

In this study the spectral variables (𝐻𝑚0=
√

4𝑚0 and 𝑇𝑚−1,0=
𝑚−1∕𝑚0) are computed based on the spectral moment 𝑚𝑛 = ∫ 𝑓𝑚𝑎𝑥

𝛥𝑓 𝑓 𝑛

𝐸(𝑓 )𝑑 𝑓 . The entire frequency range is considered for 𝐻𝑚0 and 𝑇𝑚−1,0.
To distinguish between the short and long waves, both the wave height
and spectral period are also computed for the high and low passed
signals with a cut-off frequency of the peak frequency (𝑓𝑝) in deep
water divided by 1.5 (see De Ridder et al., 2024). For practical
applications, where the peak frequency is not always well defined,
it is recommended to determine the cutoff frequency based on the
spectral period, which would result in 𝑓𝑐 𝑢𝑡𝑜𝑓 𝑓= 0.60∕𝑇𝑚−1,0 given the
relation between 𝑇𝑝 and 𝑇𝑚−1,0 in deep water for a JONSWAP spectrum.
Moreover, the 2% exceedance wave height (𝐻2%), wave asymmetry
(𝐴𝑠) and wave skewness (𝑆𝑘) are computed based on the incident time
series.

4.3.2. Water layer thickness
The individual water layer thickness events (ℎ𝑖) are obtained with a

peak detection method (see also Panel C of Fig. 4). This method defines
the peaks based on a threshold and a minimum period between the
peaks. A threshold of 0.002 m is applied to detect the peaks with a
minimum period of 0.7 s. The water layer thickness (ℎ𝑖) is then defined
as the maximum value in an overtopping event (see Fig. 3 for the
location of the instruments). To obtain a robust estimate of the water
layer thickness, the mean signal, corrected for the phase shift, over
instruments 2 and 3 is applied as the final water layer signal. This water
layer thickness signal corresponds with the middle of the crest.

4.3.3. Front velocity
Two types of front velocities are computed. An average front veloc-

ity (𝑢̄) for the entire test is computed based on the required time shift
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𝑢

Table 3
Variables range of test programme (obtained from De Ridder et al. (2024)). Wave gauge Set two (toe of the structure) was used to
determine the incident wave variables. The water depth (ℎ) is defined at the location of the structure (𝑥 = 36.1 m).
Variable Symbol Values/Ranges

Target offshore wave height (𝑚) 𝐻𝑚0,𝑡𝑎𝑟𝑔 𝑒𝑡 0.1, 0.15, 0.2 and 0.25
Target offshore wave steepness (–) 𝑠𝑚−1,0,𝑡𝑎𝑟𝑔 𝑒𝑡 0.015, 0.025 and 0.04
Offshore water depth (𝑚) ℎ𝑑 𝑒𝑒𝑝 0.90, 0.80, 0.70, 0.75, 0.60, 0.63, 0.55, 0.58 and 0.55
Foreshore slope (–) 𝑚 1/100, 1/50 and 1/20
Seaward slope (–) cot 𝛼 2
Armour stone diameter (𝑚) 𝐷𝑛50 0.023
Water depth (𝑚) ℎ 0.05–0.4

Incident wave height (𝑚) 𝐻𝑚0 0.03–0.21
Incident low-frequency wave height (𝑚) 𝐻𝑚0,𝐿𝐹 0.01–0.06
Incident high-frequency wave height (𝑚) 𝐻𝑚0,𝐻 𝐹 0.02–0.20
Incident spectral period (𝑠) 𝑇𝑚−1,0 1.14–7.17
Incident high-frequency spectral period (𝑠) 𝑇𝑚−1,0,𝐻 𝐹 0.75–2.42
Wave steepness (−) 𝑠𝑚−1,0 0.001–0.040
Short-wave steepness (−) 𝑠𝑚−1,0,𝐻 𝐹 0.004–0.047
Iribarren number (−) 𝜉𝑚−1,0 0.05–1.11
Freeboard (𝑚) 𝑅𝑐 0.12–0.6
Foreshore slope (−) 𝑚 1/100,1/50,1/20
Non-dimensional freeboard (−) 𝑅𝑐∕𝐻𝑚0 0.80–3.72
Non-dimensional stone diameter (−) 𝐷𝑛50∕𝐻𝑚0 0.12–0.89
Relative low-frequency wave height (−) 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 0.10–0.81
Relative water depth (−) ℎ∕𝐻𝑚0 0.57–4.95
Relative water depth (offshore wave height) (−) ℎ∕𝐻𝑚0,𝑑 𝑒𝑒𝑝 0.23–4.59
(𝛥𝑡) to obtain the highest correlation of the water layer thickness signal
(𝜌(ℎ0(𝑡), ℎ𝑗 (𝑡−𝛥𝑡))) between two instruments, ℎ0(𝑡) and ℎ𝑗 (𝑡). The mean
time shift for the 3 possible distances divided by the spacing between
the instruments (𝛥𝑥𝑗) results in the mean front velocity,

̄ = 1
3

3
∑

𝑗

𝛥𝑡
(

argmax
(

𝜌(ℎ0(𝑡), ℎ𝑗 (𝑡 − 𝛥𝑡))
))

𝛥𝑥𝑗
(16)

Next to the mean front velocity, the individual front velocities (𝑢𝑖) are
determined. The same approach is applied but to a time slice of the
time series around a single event. A time slice is defined as 0.5 s before
the peak of the water layer thickness till 0.5 s after the peak of the
water layer thickness.

4.3.4. Individual overtopping volumes
The individual overtopping volumes are estimated based on the

water layer thickness and front velocities, as in the overtopping box
some cases with multiple overtopping events close to each other are
captured as one event (see Panel B and C of Fig. 4). When two events
happen close to each other or when the volume is relatively small, it is
impossible to determine the volume of these events based on the over-
topping box. On average the number of overtopping events obtained
from the water layer thickness signal is 9.3 times larger compared to
the events obtained from the overtopping box. By assuming a constant
front velocity for a single overtopping event, it is possible to compute
the volume as,

𝑉𝑖 = 𝑐𝑉 𝑢𝑖 ∫

𝑡+𝑡1

𝑡−𝑡0
ℎ𝑙 𝑎𝑦𝑒𝑟(𝑡)𝑑 𝑡 (17)

where 𝑉𝑖 is the overtopping volume for event 𝑖, 𝑢𝑖 the front velocity
of event 𝑖, 𝑐𝑉 a coefficient, ℎ𝑙 𝑎𝑦𝑒𝑟 the water layer thickness time series
and 𝑡0 and 𝑡1 are the boundaries of the event around 𝑡. Based on visual
inspection a value of 0.5 s is used for 𝑡0 and a value of 0.7 s is used for
𝑡1.

This method is validated by comparing the total volume from the
overtopping box with the total volume obtained with the proposed
method. Based on this analysis it is observed that this method system-
atically overestimates the volumes with a 𝑐𝑉 of 1 (see Appendix B).
A reason for this overestimation could be the fact that a constant
front velocity is assumed, whereas, in reality, the velocity will decrease
within the event. In addition, some air may be present in the water
layer thickness that does not affect the volume in the overtopping
box. To correct for this effect the obtained volumes are multiplied
with a correction factor 𝑐 = 0.52, which results in a good agreement
6

𝑉

Fig. 4. Cumulative overtopping volume from the overtopping box (Panel A), the
derivative of the overtopping box signal (Panel B) and the water layer thickness (Panel
C). The applied threshold to determine the water layer thickness event is shown with
a red dashed line in Panel C. The detected peaks are shown with red markers. In Panel
A, both the raw signal and the filtered signal (with a moving average) are shown for
the cumulative overtopping volume.

between the volume in the overtopping box and the proposed method
(see Appendix B). This correction factor is the mean correction factor
when the total volumes for all relevant experiments are compared to
the total volume obtained with Eq. (17). Note that this correction is
dependent on the model setup and therefore not generally applicable
but only valid for this dataset.

4.3.5. Extreme individual overtopping variables
The extreme individual overtopping variables are normalized by the

wave height (𝐻𝑚0), shallow water celerity (√𝑔 ℎ) and the squared wave
height (𝐻2

𝑚0) for ℎ2%, 𝑢2% and 𝑉2% respectively. The variables are evalu-
ated at the middle of the crest at a distance of 0.25 m from the start of
the crest. The 2% exceedance value is considered for each variable as
this value is statistically more reliable than the maximum value but still
represents the tail of the distribution. Moreover, the definition of the
maximum overtopping volume is not clear as it depends on the number
of waves and the number of events. For tests with a limited number
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of overtopping events, the 2% exceedance value cannot accurately
be reliably determined. Thus, only tests with at least 50 overtopping
events (5% of the number of incident waves) and a non-dimensional
mean overtopping discharge larger than 10−5 are considered for the ex-
treme individual overtopping variables. Since the very low water layer
thickness event cannot be accurately measured, a threshold slightly
higher than typically applied 10−6 is used. Also, such low values may be
outside the relevant range of practical applications. For the analysis of
the distribution of the individual overtopping volumes only tests with
at least 75 overtopping events are considered to accurately determine
the shape of the distribution.

4.4. Error metrics

The error metrics used in this study are the root-mean-square-error
(RMSE), root-mean-square-logarithmic-error (RMSLE) and the adjusted
oefficient of determination. The definition of the RMSE and RMSLE

are given by Eqs. (18) and (19),

𝑅𝑀 𝑆 𝐸 =

√

√

√

√

(

1
𝑁

𝑁
∑

𝑖=1
(𝑥𝑖 − 𝑦𝑖)2

)

(18)

𝑅𝑀 𝑆 𝐿𝐸 =

√

√

√

√

(

1
𝑁

𝑁
∑

𝑖=1
(log (𝑥𝑖 + 1) − log (𝑦𝑖 + 1))2

)

(19)

where 𝑥𝑖 is the estimation, 𝑦𝑖 the observation and 𝑁 the number of ob-
servations. For the water layer thickness and front velocities, the RMSE
is used while for the individual overtopping volumes, RMSLE is used.
Next to RMSE and RMSLE, the adjusted coefficient of determination
(𝑅2

𝑎𝑑 𝑗) is computed as,

𝑅2
𝑎𝑑 𝑗 = 1 − (1 − 𝑅2) 𝑁 − 1

𝑁 − 1 −𝑁𝑝
(20)

with 𝑅2 given by,

𝑅2 = 1 −
∑𝑁

𝑖=1(𝑥𝑖 − 𝑦𝑖)2
∑𝑁

𝑖=1(𝑦𝑖 − ⟨𝑦⟩)2
(21)

where 𝑁 the number of observations, 𝑁𝑝 the number of explanatory
ariables and ⟨⟩ the mean operator. Thus, 𝑅2

𝑎𝑑 𝑗 also takes complexity of
he proposed model into account. Moreover, the 𝑅2

𝑎𝑑 𝑗 shows the scatter
in a normalized way making it possible to compare the accuracy of
arious models.

5. Effect of low-frequency waves on individual overtopping vol-
umes

The low-frequency wave height (𝐻𝑚0,𝐿𝐹 ) becomes very important
n shallow water. To demonstrate the effect of 𝐻𝑚0,𝐿𝐹 on individ-
al overtopping volumes (𝑉𝑖), they are related to the phase of the
ow-frequency wave. In Panel A and B of Fig. 5, all observed non-

dimensional individual overtopping volumes (𝑉𝑖∕𝐻2
𝑚0) are plotted as

a function of the free surface level elevation of the low-frequency
wave at the moment the overtopping event occurred (𝜂𝐿𝐹 ). The low-
frequency wave signal is obtained through a low-band filter with a
cutoff frequency of 0.5 times the peak frequency of the result from the
calibration test. The free surface level elevation of the low-frequency
wave is normalized with the low-frequency wave height (𝐻𝑚0,𝐿𝐹 ) to be
able to compare all test results. This analysis is done both for conditions
without severe wave breaking (𝐻𝑚0∕ℎ < 0.5) and conditions with wave
breaking (𝐻𝑚0∕ℎ > 0.5). Note that this threshold differs slightly from
the threshold proposed in Section 3 but with the threshold of 0.5 the
umber of data points for conditions without severe wave breaking is
ignificantly larger than with 0.4 making the results more reliable.

This analysis reveals that in deep water most of the overtopping
vents are caused by short waves which travel in the trough of the

low-frequency waves as the mean of distribution occurs at a negative
low-frequency surface elevation (Panel C of Fig. 5). Moreover, for
7

decreasing 𝜂𝐿𝐹 ∕𝐻𝑚0,𝐿𝐹 , 𝑉𝑖∕𝐻2
𝑚0 seems to increase (Panel A of Fig. 5).

his is in agreement with the theory of bound long waves where the
short wave groups are out-of-phase with the bound long waves (e.g.
Janssen et al., 2003). In shallow water, the opposite behaviour is
observed. When short waves break, the low-frequency waves become
ree waves breaking that correlation. However, high short waves can
nly exist on top of the crest of the low-frequency wave (otherwise
ave breaking would occur) resulting in a positive correlation between

he phase of the low-frequency wave and the short waves. This also
ffects the individual overtopping volumes. The largest 𝑉𝑖∕𝐻2

𝑚0 occurs
or short waves travelling at the crest of a low-frequency wave in
hallow water (Panel B of Fig. 5). The distribution of the overtopping
vents seems to be located around zero 𝜂𝐿𝐹 ∕𝐻𝑚0,𝐿𝐹 for shallow water
Panel D of Fig. 5). The same analysis is also performed for the non-

dimensional water layer thickness and front velocities (see Appendix D)
where it is concluded that the same principles also hold for 𝑢𝑖∕

√

𝑔 ℎ and
ℎ𝑖∕𝐻𝑚0.

The non-equally distributed 𝑉𝑖∕𝐻2
𝑚0 over the phase of the low-

frequency wave also explains part of the findings in De Ridder et al.
(2024) for the mean overtopping discharge. If an exponential increase
of the overtopping volume as a function of the freeboard is assumed,
this would lead to the total overtopping volume being larger for a signal
with a slowly varying water level compared to the situation without this
slowly varying water level and thus, an effect on the mean overtopping
discharge.

To further study this behaviour the fraction of overtopping waves
(𝑃𝑜𝑣) is also analysed. Based on the previous findings, it would be
xpected that there will be fewer overtopping events for conditions
ith a large amount of energy at the lower frequencies. Due to the

lowly varying water level, there will be moments when the water level
s too low for the short waves to overtop the structure. This is also
ound in the observations in this study (see Panel A in Fig. 6). For

the same mean overtopping discharge, the conditions with fewer low-
frequency waves result in significantly higher fraction of overtopping
vents (𝑃𝑜𝑣) compared to the same mean overtopping discharge but

with more energy at the low-frequency waves.
If the fraction of overtopping events changes but the mean over-

topping wave does not change, the individual overtopping volumes
must be different. This is visible in Panel B of Fig. 6 where the
fraction between the mean individual overtopping volume and the
2% exceedance volume is shown. It appears that this fraction is also
dependent on the non-dimensional overtopping discharge itself. This
is also found by other authors (e.g. Victor et al., 2012; Hughes et al.,
2012) who related the 𝑏 of the individual volume distribution to the
elative crest height. A lower non-dimensional overtopping discharge
esults in a higher relative 2% exceedance volume. Also, an effect of

the low-frequency wave height is visible. For the same non-dimensional
overtopping discharge, the relative 2% exceedance volume is larger
or conditions with more energy at the lower frequencies. Thus, for

conditions with more energy at the lower frequencies, the fraction of
overtopping waves reduces but the individual volumes increase.

6. Results

First the results for the extreme individual overtopping events char-
acterized by the 2% exceedance water layer thickness (ℎ2%), 2% ex-
ceedance front velocity (𝑢2%) and 2% exceedance individual over-
topping volumes (𝑉2%) in terms of incident waves are analysed in
Section 6.1. Also, the distribution of the individual overtopping distri-
bution in terms of overtopping events is analysed in Section 6.2 as this
is important for probabilistic calculations. The individual overtopping
volumes are obtained based on the water layer signal with the approach
described in Sub Section 4.3.4.
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Fig. 5. Scatter density plot of the non-dimensional individual overtopping volume as a function of the water surface elevation of the low-frequency wave normalized with the
low-frequency wave height (upper panels). The colours of the points indicate the normalized density of the point cloud. The lower panels show the histogram and probability
density function of the overtopping events as a function of the surface elevation of the low-frequency wave normalized with the low-frequency wave height. The left panels
corresponds to 𝐻𝑚0∕ℎ < 0.5 and the right panels to 𝐻𝑚0∕ℎ > 0.5.
Fig. 6. Fraction of overtopping waves (𝑃𝑜𝑣) as a function of the non-dimensional overtopping discharge (Panel A) and the ratio between the 2% exceedance overtopping volume
and the mean individual overtopping volume as a function of the non-dimensional overtopping volume (Panel B). The colours of the points indicate the relative low-frequency
wave height.
6.1. Extreme individual overtopping events

6.1.1. Assessment of existing formulations
Table 4 presents the assessment of some formulations in literature

for ℎ2%, 𝑢2% and 𝑉2% at the middle of the crest for shallow water.
For the ℎ2%, Eqs. (1) and (3) with coefficients proposed by Van Gent
(2002) (with 𝛾𝑓 = 0.55, 𝑐ℎ = 0.15 and 𝑐𝑐 ,ℎ = 0.4) based on tests with
dikes, Mares-Nasarre et al. (2019) (with 𝛾𝑓 = 0.40, 𝑐ℎ = 0.52 and 𝑐𝑐 ,ℎ =
0.89) based on tests with a rubble mound breakwater and Koosheh et al.
(2021) based on tests with a revetment (with 𝛾𝑓 = 0.40, 𝑐ℎ = 0.24 and
𝑐𝑐 ,ℎ = 0.40) are verified. The roughness factor and runup formulation
are applied as recommended of those studies. The 𝑢2% is computed with
Eqs. (2) and (4) with the coefficients proposed by Van Gent (2002) and
with 𝑢2% = 0.47√𝑔 ℎ2%,𝐵∕2 as proposed by Mares-Nasarre et al. (2019).
Only the expression by Van Gent (2002) (Eq. (5)) is verified for 𝑉2%.
To understand the impact of the choices in the various expressions,
the results are also presented for the expression with fitted coefficients
8

based on this dataset showing that the existing formulations for ℎ2%
are similar in accuracy but the choice of the expression has a more
significant impact on 𝑢2%.

These results also show that the existing formulations perform
reasonable to poor for rubble mound breakwaters in shallow water
with a RMSE larger than 0.077 and 0.45 (𝑅2 < 0) for respectively the
ℎ2%∕𝐻𝑚0 and 𝑢2%∕

√

𝑔 𝐻𝑚0. The RMSLE found for the 𝑉2%∕𝐻2
𝑚0 is 2.26.

These errors result in estimates that are off by significantly more than a
factor of 20% for most conditions, where 𝑢2%∕

√

𝑔 𝐻𝑚0 is most accurately
captured. The differences in the geometry (e.g. crest element or porous
core) could explain the deviations with existing formulations. Another
potential cause of the deviations could be the applied roughness factor
which may not be valid for this model setup. Since fitting the coef-
ficients in the expressions did not result in significant improvements,
new expressions are required for a rubble mound breakwater in shallow
water.
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Table 4
Root mean square error (RMSE), Root mean square logarithmic error (RMSLE) and 𝑅2 for various formulations existing in
literature which describe the 2% exceedance water layer thickness, front velocity and volumes at the middle of the crest. The
RMSE is shown for ℎ2%∕𝐻𝑚0 and 𝑢2%∕

√

𝑔 𝐻𝑚0 and the RMSLE for 𝑉2%∕𝐻2
𝑚0.

Variables Expression RMSE or RMSLE [–] 𝑅2

ℎ2%∕𝐻𝑚0

Van Gent (2002): Proposed 0.077 <0
Fitted 0.05 0.50

Mares-Nasarre et al. (2019): Proposed 0.33 <0
Fitted 0.05 0.44

Koosheh et al. (2021): Proposed 0.55 <0
Fitted 0.05 0.44

𝑢2%∕
√

𝑔 𝐻𝑚0

Van Gent (2002): Proposed 0.45 <0
Fitted 0.41 0.02

Mares-Nasarre et al. (2020): Proposed 1.3 <0
Fitted 0.70 <0

𝑉2%∕𝐻2
𝑚0 Van Gent (2002) (Eq. (5)): Proposed 1.40 <0

Fitted 0.69 0.52
Fig. 7. Panel A shows the correlation between the relative low-frequency wave height (𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0) and short-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 ). Panel B shows log𝑉 ∗∕𝑅∗
𝑐 as a function

of the short-wave steepness where the colours represent the 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0. Panel C shows log𝑉 ∗∕𝑅∗
𝑐 as a function of the relative low-frequency wave height where the colours

represent the 𝑠𝑚−1,0. The red line represents a linear fit.
6.1.2. Deriving formulations
To derive a new expression the same approach is applied for ℎ2%,

𝑢2% and 𝑉2% which consists of the following steps:

1. Determine the most relevant non-dimensional variables based on
a random forest regressor (see Appendix G).

2. Fit several functions and add variables one by one, to show the
effect of a variable on the accuracy of the fit.

3. Apply the bootstrapping technique to determine robust coeffi-
cients with the 95% percentiles for the final proposed expression.

The variable sensitivity with the random forest regressor shows
that the short-wave steepness and relative crest height are the most
important variables followed by the low-frequency wave height (see
Appendix G). Note that these parameters were found to be the most
important for wave overtopping discharges as well (De Ridder et al.,
2024). To explain why the low-frequency wave height does not appear
as one of the most relevant variables, the high correlation between the
𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 and 𝑠𝑚−1,0,𝐻 𝐹 is shown in Panel A of Fig. 7; the effect of
the 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 is indirectly captured by 𝑠𝑚−1,0,𝐻 𝐹 . Only considering
the 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 seems not sufficient to capture, for example, the 2%
exceedance volumes. When a logarithmic function is assumed for the
relation between the relative crest height (𝑅∗

𝑐 ) and the non-dimensional
overtopping volume as 𝑉 ∗ = 𝑎 exp (−𝑏𝑅∗

𝑐 ), it is possible to derive
a non-dimensional overtopping volume including the effects of the
crest height (log (𝑉 ∗)∕𝑅∗

𝑐 ). This non-dimensional overtopping volume is
plotted against the short-wave steepness and the low-frequency wave
height in Panels B and C of Fig. 7. This result shows that most of the
remaining scatter is explained by the short-wave steepness (Panel B,
𝑅2 = 0.69) compared to 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 (Panel C, 𝑅2 = 0.51). Thus, it is
better to describe the effect of the low-frequency wave height with the
short-wave steepness in shallow water.
9

The common functions to describe the 2% exceedance water layer
thickness, front velocity or individual overtopping volumes in literature
are based on the difference between the 2% exceedance runup and
the crest height (See Eqs. (1), (2) and (5)). It is chosen not to follow
this approach here because it is not trivial to distinguish between
the short and long waves with the existing expressions for the runup
height and no 2% runup measurements are available in this study.
Instead, an exponential formulation based on the relative crest height,
similar to the typical overtopping formulation, is used to estimate
the 2% exceedance water layer thickness and individual overtopping
volumes, as both show a high correlation with the non-dimensional
mean overtopping discharge (not shown). Furthermore, an advantage
of the exponential function is that the desired physical behaviour is
included in the formulation with ℎ2% → 0 for 𝑅𝑐∕𝐻𝑚0 → ∞. For the
front velocity, a power function is applied because it is reasoned that
the effect of the crest height is less pronounced. The other variables
are included as a factor for the relative crest or included in the relative
crest.

Based on the previous findings the following formulations are pro-
posed and assessed for each extreme individual overtopping variables,

• Function of the relative crest (𝑅𝑐∕𝐻𝑚0)
• Function of the relative crest (𝑅𝑐∕𝐻𝑚0) and wave steepness

(𝑠𝑚−1,0)
• Function of the relative crest (𝑅𝑐∕𝐻𝑚0) and short-wave steepness

(𝑠𝑚−1,0,𝐻 𝐹 )
• Function of the relative crest corrected for the low-frequency

wave height ((𝑅𝑐 − 𝑐 𝐻𝑚0,𝐿𝐹 )∕𝐻𝑚0) and short-wave steepness
(𝑠𝑚−1,0,𝐻 𝐹 )

• Function of the relative crest based on the 2% exceedance wave
height (𝑅 ∕𝐻 ) and short-wave steepness (𝑠 )
𝑐 2% 𝑚−1,0,𝐻 𝐹
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• Function of the relative crest based on the 2% exceedance wave
height and corrected for the low-frequency wave height ((𝑅𝑐 −
𝑐 𝐻𝑚0,𝐿𝐹 )∕𝐻2%) and short-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 )

In these formulations, the effect of the wave steepness is included in
both the wave steepness and the short-wave steepness. The contribution
of the low-frequency wave height next to the influence of the short-
wave steepness is verified by accounting for the water level variation
in the relative crest height (as proposed by Van Gent, 2021, 2023;
De Ridder et al., 2023). The effect of wave breaking and a non-Rayleigh
distributed wave field is incorporated in the 2% exceedance wave
height. All the formulations are fitted with a roughness factor (𝛾𝑓 )
which is set to 0.55 (rocks two layers according to TAW, 2002).

The expressions are fitted with a nonlinear optimization method
which minimizes the sum of the squares of the differences between the
observations and the predictions. To obtain a robust estimate of the
coefficients a bootstrapping technique is applied. Every fit is performed
150 times with a sampled dataset of size 𝑁 from the total dataset of
size 𝑁 . Thus, the same data entries can be present multiple times in
the sampled dataset or not be present at all. The mean coefficient is
applied as the estimate of the coefficient. The 95% percentiles of the
coefficients are computed for the proposed expression based on the
obtained distribution of the parameter (see Appendix F for the results).
The 90% confidence interval is computed based on the methodology
in Herrera and Medina (2015) with the assumption of a Gaussian
distribution of the error with a mean error of 0. For example, for
variable 𝑋, the confidence interval is given by,

𝑋|

95%
5% = 𝑋 ± 1.64

√

𝑎𝑋 + 𝑏 (22)

where the variance, 𝜎2 = 𝑎𝑋 + 𝑏, is based on a binned linear fit of
𝜎2 with respect to 𝑋. For the volumes the linear fit is based on the
logarithmic error.

6.1.3. Water layer thickness
It is found that the short-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 ) is the most

relevant wave variable to describe the water layer thickness for this
dataset (see Fig. 8). A low wave steepness condition results in a larger
ℎ2% up to 40% of the wave height. This is much lower for short
waves (𝑠𝑚−1,0,𝐻 𝐹 > 0.03) where the ℎ2% is a maximum of 15% of
the 𝐻𝑚0 independently of the variations in the relative crest height.
This difference can be explained by the fact that fewer waves break in
the low wave steepness conditions resulting in larger ℎ2% at the crest.
Besides the 𝑠𝑚−1,0,𝐻 𝐹 , the 𝑅𝑐∕𝐻𝑚0 also influences the ℎ2%. As expected,
a lower relative crest height results in a larger water layer thickness
compared to a higher relative crest height.

To quantify the effect of the wave variables on the water layer
thickness, various functions are fitted adding explanatory variables one
by one. In Table 5 the formulations are shown with the correspond-
ing error. When only the dimensional crest height is included in the
formulation to estimate ℎ2%∕𝐻𝑚0 a 𝑅2

𝑎𝑑 𝑗 = 0.20 (RMSE of 0.062) is
found for the ℎ2%∕𝐻𝑚0. The fit significantly improves when the wave
steepness is included in the expression with a 𝑅2

𝑎𝑑 𝑗 increase from 0.20
to 0.75. Also, the power of the steepness becomes larger showing
that the contribution of 𝑠𝑚−1,0,𝐻 𝐹 is more significant than 𝑠𝑚−1,0. A
second improvement is found when the short-wave steepness is applied
(𝑅2

𝑎𝑑 𝑗 from 0.75 to 0.84). The influence of 𝐻𝑚0,𝐿𝐹 and 𝑠𝑚−1,0,𝐻 𝐹 is
also verified without a significantly improvement (Eq. (26)). Only the
combination of 𝐻𝑚0,𝐿𝐹 and 𝐻2% results in a small improvement (Eq.
(28)). However, this improvement is so limited that Eq. (25) from
Table 5 is preferred (see Fig. 9). The 95% percentiles of the coefficients
in Eq. (25) are shown in Appendix F.
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Fig. 8. 2% exceedance water layer thickness (ℎ2%) normalized by the wave height
(𝐻𝑚0) as function of the short-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 ). The colours of the points
show the relative crest height expressed in the crest height divided by the wave height.

Table 5
Root mean square error (RMSE) and adjusted coefficient of determination (𝑅2

𝑎𝑑 𝑗 ) for
various formulations which describe the 2% exceedance water layer thickness. The
roughness factor (𝛾𝑓 ) is set to 0.55.

Function ℎ2%∕𝐻𝑚0 [–]

RMSE 𝑅2
𝑎𝑑 𝑗

ℎ2%∕𝐻𝑚0 = 0.53 exp
(

−0.58 𝑅𝑐

𝐻𝑚0𝛾𝑓

)

(23) 0.062 0.20

ℎ2%∕𝐻𝑚0 = 0.82 exp
(

−2.28 𝑅𝑐

𝐻𝑚0𝛾𝑓
𝑠0.21𝑚−1,0

)

(24) 0.035 0.75

aℎ2%∕𝐻𝑚0 = 0.63 exp
(

−4.88 𝑅𝑐

𝐻𝑚0𝛾𝑓
𝑠0.50𝑚−1,0,𝐻 𝐹

)

(25) 0.028 0.84

ℎ2%∕𝐻𝑚0 = 0.53 exp
(

−4.80 𝑅𝑐−0.35𝐻𝑚0,𝐿𝐹

𝐻𝑚0𝛾𝑓
𝑠0.50𝑚−1,0,𝐻 𝐹

)

(26) 0.027 0.84

ℎ2%∕𝐻𝑚0 = 0.63 exp
(

−6.93 𝑅𝑐

𝐻2%𝛾𝑓
𝑠0.53𝑚−1,0,𝐻 𝐹

)

(27) 0.029 0.82

ℎ2%∕𝐻𝑚0 = 0.47 exp
(

−6.07 𝑅𝑐−0.69𝐻𝑚0,𝐿𝐹

𝐻2%𝛾𝑓
𝑠0.48𝑚−1,0,𝐻 𝐹

)

(28) 0.026 0.86

a Eq. (25) is recommended.

Fig. 9. Comparison of measured (Obs) and estimated (Model) ℎ2%∕𝐻𝑚0 using Eq. (25).
The gray band show the 90% confidence using a 𝑎 and 𝑏 for Eq. (22) given by 0.0057
and 0 respectively.
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Fig. 10. Short-wave steepness as a function of the front velocity divided by the shallow water wave celerity for the mean front velocity (Panel A) and the 2% exceedance front
velocity (Panel B). The colours represent the relative crest height.
6.1.4. Front velocity
Two front velocities were analysed. The mean front velocity over

the test (𝑢̄) and the 2% exceedance velocity in terms of incident waves
(𝑢2%). The 𝑢̄ contains less uncertainty and thus it is used to obtain
insights into the influence of variables. Various normalization variables
were verified but the best results were observed for a normalization
with the shallow water wave celerity (√𝑔 ℎ) which also has a physical
justification.

The results of 𝑢̄ (Panel A) and 𝑢2% (Panel B) are shown in Fig. 10
with the colours representing the relative crest height. The 𝑢̄∕

√

𝑔 ℎ
becomes larger for a smaller 𝑠𝑚−1,0,𝐻 𝐹 with 𝑢̄ equal to 2 times

√

𝑔 ℎ.
For these conditions, the actual wave celerity is most likely to be larger
than

√

𝑔 ℎ because of the large amounts of low-frequency waves which
temporally increase the water depth resulting in a larger wave celerity
than obtained with the still water depth (ℎ). In addition, the distance
between the crest and the still waterline becomes smaller for conditions
with a temporal increase in the water depth (due to low-frequency
waves). For the high 𝑠𝑚−1,0,𝐻 𝐹 conditions, 𝑢̄∕

√

𝑔 ℎ is lower than
√

𝑔 ℎ.
The effects of the crest level are also visible with larger crest levels
resulting in lower 𝑢̄∕

√

𝑔 ℎ. Similar behaviour is visible for 𝑢2%∕
√

𝑔 ℎ but
the effect of the relative crest level seems more pronounced, especially
for the low 𝑠𝑚−1,0,𝐻 𝐹 where 𝑢2% varies between 0.5 and 2.2 times

√

𝑔 ℎ.
The results for the expressions of the non-dimensional 𝑢2% are shown

in Table 6. Although the scatter are still relatively large (𝑅2
𝑎𝑑 𝑗 of

0.55 for Eq. (31)), similar results to the ℎ2%∕𝐻𝑚0 are observed. The
most important wave variables to predict the front velocities are the
relative crest height and 𝑠𝑚−1,0,𝐻 𝐹 , which result in an 𝑅2

𝑎𝑑 𝑗 = 0.55
(RMSE of 0.29). The best match was found for Eqs. (31), (33), and
(34) although the improvement of Eqs. (33) and (34) compared to
Eq. (31) is limited. The similar results of the non-dimensional mean
front velocity (shown in Table E.11) with less scatter (𝑅2

𝑎𝑑 𝑗 = 0.69,
see also Panel B of Fig. 11) suggest that the relevant variables are
included in the expression. Moreover, the scatter of these expressions
is significantly lower than observed for the existing formulations (see
Table 4), and also for different normalizations. A comparison between
measured and estimated velocities using Eqs. (31) and Eq. (E.3) for
respectively 𝑢2%∕

√

𝑔 ℎ and 𝑢̄∕
√

𝑔 ℎ are shown in Fig. 11.

6.1.5. 2% exceedance overtopping volume
In Fig. 12, the 2% exceedance non-dimensional overtopping vol-

umes are shown as a function of the relative crest height and the
short-wave steepness. As expected, the 2% exceedance non-dimensional
overtopping volume increases when the relative crest height becomes
lower. The short-wave steepness also has a large effect; wave conditions
with a larger wave steepness result in significantly lower 𝑉2%∕𝐻2

𝑚0
compared to a test with the same relative crest height.
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Table 6
RMSE and adjusted coefficient of determination for the expression for the 2% ex-
ceedance front velocity at the middle of the crest for various functions. The roughness
factor (𝛾𝑓 ) is set to 0.55.

Function 𝑢2%∕
√

𝑔 ℎ [–]

RMSE 𝑅2
𝑎𝑑 𝑗

𝑢2%∕
√

𝑔 ℎ = 3.14
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−1.04
(29) 0.35 0.37

𝑢2%∕
√

𝑔 ℎ = 1.96
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−1.13
𝑠−0.11𝑚−1,0 (30) 0.31 0.51

a𝑢2%∕
√

𝑔 ℎ = 1.26
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−1.05
𝑠−0.24𝑚−1,0,𝐻 𝐹 (31) 0.29 0.55

𝑢2%∕
√

𝑔 ℎ = 1.29
(

𝑅𝑐−0.07𝐻𝑚0,𝐿𝐹

𝐻𝑚0𝛾𝑓

)−1.02
𝑠−0.22𝑚−1,0,𝐻 𝐹 (32) 0.29 0.51

𝑢2%∕
√

𝑔 ℎ = 0.85
(

𝑅𝑐

𝐻2%𝛾𝑓

)−1.02
𝑠−0.27𝑚−1,0,𝐻 𝐹 (33) 0.30 0.55

𝑢2%∕
√

𝑔 ℎ = 1.05
(

𝑅𝑐−0.47𝐻𝑚0,𝐿𝐹

𝐻2%𝛾𝑓

)−0.85
𝑠−0.15𝑚−1,0,𝐻 𝐹 (34) 0.29 0.54

a Eq. (31) is recommended.

The 𝑠𝑚−1,0,𝐻 𝐹 is also here an important variable. The 𝑅2
𝑎𝑑 𝑗 increases

from 0.16 to 0.77 when the steepness is included in the expression.
A further improvement is visible when 𝑠𝑚−1,0 is replaced by 𝑠𝑚−1,0,𝐻 𝐹
(RMSLE of 0.34 and 𝑅2

𝑎𝑑 𝑗 = 0.85). The addition of 𝐻2% in the relative
crest does not improve the fit (Eq. (39)). The addition of the low-
frequency wave height in the relative crest height only improves the
accuracy in combination with the 2% exceedance volumes but the
effect is limited (𝑅2

𝑎𝑑 𝑗 = 0.87). Thus, Eq. (37) is proposed as final
formulation (see Fig. 13).

6.2. Individual overtopping volume distribution

The error of the fitted distribution is lower when the log-normal
distribution is applied instead of the 2-parameter Weibull distribution
(see Table 8) as found in Mares-Nasarre et al. (2024). Here instead
of fitting both the shape and scale parameters, the shape parameter
is based on the mean shape factor over all tests. For each test where
the number of individual overtopping events is larger than 75 and
the non-dimensional overtopping discharge is larger than 10−5, a log-
normal distribution (Eq. (7)) is fitted with a constant shape (shape
factor of 0.90). To derive a formulation for the scale parameter, 𝑘𝑣,
(see Appendix C for the definition), the obtained 𝑘𝑣 are related to the
wave variables. Since the unit of 𝑘𝑣 is equal to the overtopping volume,
𝑘𝑣 is normalized with 𝐻2

𝑚0.
Note that the fitted distribution is in terms of individual overtopping

volumes and is not expressed in terms of the number of incident waves.
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Fig. 11. Comparison of measured (Obs) and estimated (Model) 𝑢2%∕
√

𝑔 ℎ using Eq. (31) and 𝑢̄∕
√

𝑔 ℎ using Eq. (E.3). The gray band show the 90% confidence computed with
Eq. (22) using 𝑎 = 0.024 and 𝑏 = −0.003 for 𝑢̄∕

√

𝑔 ℎ and 𝑎 = 0.0081 and 𝑏 = 0.076 for 𝑢2%∕
√

𝑔 ℎ.
Fig. 12. Non-dimensional 2% exceedance overtopping volumes in terms of number of
waves as a function of the relative crest height. The colours indicate the short-wave
steepness. Results are obtained for tests with at least 50 overtopping events and a
non-dimensional mean overtopping discharge larger than 10−5.

Table 7
RMSLE and adjusted coefficient of determination for the expression to describe the 2%
exceedance overtopping volumes in terms of incident waves. A roughness factor (𝛾𝑓 )
of 0.55 is applied.

Function 𝑉2%∕𝐻2
𝑚0 [–]

RMSLE 𝑅2
𝑎𝑑 𝑗

𝑉2%∕𝐻2
𝑚0 = 2.43 exp

(

−0.76 𝑅𝑐

𝐻𝑚0𝛾𝑓

)

(35) 0.82 0.16

𝑉2%∕𝐻2
𝑚0 = 6.61 exp

(

−3.72 𝑅𝑐

𝐻𝑚0𝛾𝑓
𝑠0.23𝑚−1,0

)

(36) 0.43 0.77

a𝑉2%∕𝐻2
𝑚0 = 5.56 exp

(

−9.94 𝑅𝑐

𝐻𝑚0𝛾𝑓
𝑠0.57𝑚−1,0,𝐻 𝐹

)

(37) 0.34 0.85

𝑉2%∕𝐻2
𝑚0 = 4.14 exp

(

−9.62 𝑅𝑐−0.36𝐻𝑚0,𝐿𝐹

𝐻𝑚0𝛾𝑓
𝑠0.56𝑚−1,0,𝐻 𝐹

)

(38) 0.33 0.86

𝑉2%∕𝐻2
𝑚0 = 5.03 exp

(

−13.64 𝑅𝑐

𝐻2%𝛾𝑓
𝑠0.60𝑚−1,0,𝐻 𝐹

)

(39) 0.36 0.84

𝑉2%∕𝐻2
𝑚0 = 3.10 exp

(

−11.29 𝑅𝑐−0.77𝐻𝑚0,𝐿𝐹

𝐻2%𝛾𝑓
𝑠0.52𝑚−1,0,𝐻 𝐹

)

(40) 0.31 0.87

a Eq. (37) is recommended.

To obtain the probabilities in terms of incident waves, Eq. (10) can be
used. Also, note that by fitting 𝑘𝑣 and setting the shape parameter to a
constant value, the mean of the fitted distribution does not correspond
12
Fig. 13. Comparison of measured (Obs) and estimated (Model) 𝑉2%∕𝐻2
𝑚0 using Eq. (37).

The gray band show the 90% confidence computed with Eq. (22) using 𝑎 = −0.04 and
𝑏 = −0.086.

to the mean individual volume (𝑉 ). However, it is argued that for
design purposes it is more important to capture the distribution of the
volumes accurately than to obtain a distribution with a very accurate
mean. Furthermore, a second formulation would be needed to describe
the mean individual overtopping volumes if the mean volume would be
included in the distribution. In practical applications, this would reduce
the accuracy because two formulations each with their uncertainty
would be required to describe the individual overtopping distribution
(accumulating errors).

In Table 9, the results for various formulations are shown. The
error reduces when the wave steepness is included in the formulation
next to the relative crest height. A second improvement is obtained
when the short-wave steepness is applied (RMSLE = 0.32 and 𝑅2

𝑎𝑑 𝑗 =
0.78). The results of including the low-frequency wave height and the
2% exceedance wave height did not improve the formulations and
are therefore not shown in Table 9. Thus, Eq. (43) is the preferred
formulation describing 𝑘𝑣 of the log-normal distribution (see Panel C
of Fig. 14).
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Table 8
RMSLE for fitted distributions when different expressions are applied to describe the
istribution.
Function 𝑉𝑖∕𝐻2

𝑚0 [–]

RMSLE 𝑅2

Weibull with fitted scale parameter 0.41 0.85
Log-normal with fitted scale parameter (Eq. (43)) 0.34 0.90
Weibull - 𝑏 = 0.75 (using measured q) 1.03 0.10
Mares-Nasarre et al. (2024) 0.65 0.64

Table 9
RMSLE and adjusted coefficient of determination for the expression to describe the
scale parameter of the log-normal distribution.

Function 𝑘𝑉 ∕𝐻2
𝑚0 [–]

RMSLE 𝑅2
𝑎𝑑 𝑗

𝑘𝑉 ∕𝐻2
𝑚0 = 0.14 exp

(

−0.06 𝑅𝑐

𝐻𝑚0

)

(41) 0.70 −0.01

𝑘𝑉 ∕𝐻2
𝑚0 = 0.49 exp

(

−9.04 𝑅𝑐

𝐻𝑚0
𝑠0.45𝑚−1,0

)

(42) 0.36 0.73

a𝑘𝑉 ∕𝐻2
𝑚0 = 0.48 exp

(

−38.26 𝑅𝑐

𝐻𝑚0
𝑠0.95𝑚−1,0,𝐻 𝐹

)

(43) 0.32 0.78

a Eq. (43) is recommended.

The volume distributions obtained with Eq. (43) for the scale pa-
rameter are shown in Fig. 14 (Panel A). The obtained accuracy of the
fitted distribution is given by 𝑅2

𝑎𝑑 𝑗 = 0.90 (RMSLE = 0.34, see Table 8).
To evaluate the accuracy of the tail of the fitted distribution using Eq.
(43) for the scale parameter, the 2% exceedance volume is compared
o the measured 2% exceedance volume. Note that this exceedance
olume (𝑉2%,𝑜𝑣) is expressed in terms of the overtopping events and not
n terms of incident waves as shown in Table 7. The found RMSLE for
he non-dimensional 2% exceedance overtopping volume is 0.38.

When the Weibull distribution (Eq. (6)) with a shape parameter
f 0.75 and a scale parameter defined by 1

𝛤 (1+1∕0.75)𝑉 is applied, the
MSLE is 0.51. However, in this approach, the mean individual volume
𝑉 ) is based on the measured mean overtopping discharge instead of
he estimated mean overtopping discharge making the fit significantly
etter than when the estimate of the mean overtopping discharge is
pplied. Thus, in practical applications, the error will be larger because
he mean individual volume has to be determined with another formu-
ation. When the approach described in the EurOtop (2018) is applied
ith the formulations for 𝑉 , the error is significantly higher (RMSLE =

4.3, not shown in Fig. 14). The Weibull distribution function depends
on 𝑞, 𝑃𝑜𝑣 and the scale parameter 𝑏. Both 𝑏 and 𝑃𝑜𝑣 depend on the
mean overtopping discharge (𝑞) making this approach very sensitive
to accumulated errors. The proposed expression describing the scale
parameter (Eq. (43)) does not depend on other empirical formulations

aking it significantly more accurate. Also the expressions (Eqs. (8)
nd (9)) for the shape and scale parameter of the log-normal distribu-

tion (see Appendix C for the definition used in Mares-Nasarre et al.,
2024) as derived in Mares-Nasarre et al. (2024) are compared with the
current datasets. This expression also shows reasonable results with an
RMSLE of 0.69, but it requires more wave variables than Eq. (43).

The reasonable results for the formulation of the individual over-
topping distribution with a constant shape factor show that the shape
of the distribution does not change significantly for the different wave
conditions.

6.2.1. Fraction of overtopping waves
When the volume distribution is given in terms of overtopping

events, the fraction of overtopping events is required to transform the
probabilities to exceedance probabilities in terms of incident waves.
The existing formulations for the 𝑃𝑜𝑣 are evaluated with the current
dataset in Table 10. The best results with existing expressions are
btained with the formulation of Mares-Nasarre et al. (2020), which

was derived for depth-limited wave conditions with an 𝑅2 of 0.47.
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Table 10
RMSLE and adjusted coefficient of determination for various formulations describing
the fraction of overtopping waves (𝑃𝑜𝑣). The upper four rows show the results for
xisting formulations (𝑅2).
Function 𝑃𝑜𝑣 [–]

RMSLE 𝑅2
𝑎𝑑 𝑗 or 𝑅2

Besley (1998): Eq. (11) 0.68 0.36
EurOtop (2018): Eq. (12) 1.72 <0
Molines et al. (2019): Eq. (14) 1.20 <0
Mares-Nasarre et al. (2020): Eq. (15) 0.61 0.47

𝑝𝑜𝑣 = 4.22 exp
(

−2.34 𝑅𝑐

𝐻𝑚0

)

(44) 0.49 0.63

a𝑝𝑜𝑣 = 4.85 exp
(

−3.14 𝑅𝑐

𝐻𝑚0
𝑠0.06𝑚−1,0,𝐻 𝐹

)

(45) 0.48 0.64

𝑝𝑜𝑣 = 4.42
(

𝑞
√

9.81𝐻3
𝑚0

)0.51

(46) 0.52 0.59

𝑝𝑜𝑣 = 208
(

𝑞
√

9.81𝐻3
𝑚0

)0.66

𝑠0.74𝑚−1,0,𝐻 𝐹 (47) 0.37 0.78

a Eq. (45) is recommended.

In Fig. 6, it is observed that the fraction of overtopping waves
for the same non-dimensional overtopping discharge is related to the
ow-frequency wave height. To quantify this effect, several empirical
ormulations are fitted. Two approaches exist in literature to describe
he fraction of overtopping waves. The ratio of overtopping waves
s a function of the incident waves, 𝑃𝑜𝑣, can be related to the mean
vertopping discharge as given in Mares-Nasarre et al. (2020) or to the
ave variables and relative crest height as proposed in EurOtop (2018).
n expression including 𝑞 for 𝑃𝑜𝑣 can be used to show the additional
ffects next to the 𝑞 assuming that the mean overtopping discharge is
he dominant variable for predicting the 𝑃𝑜𝑣. However, for practical
pplications, such an approach requires an additional formulation to
stimate 𝑞 which leads to accumulated errors.

When using an expression based on the non-dimensional overtop-
ping discharge, it was found relevant to include the 𝑠𝑚−1,0,𝐻 𝐹 . The
𝑅2
𝑎𝑑 𝑗 reduced from 0.59 (Eq. (46)) to 0.78 (Eq. (47)) when 𝑠𝑚−1,0,𝐻 𝐹

is included. It is verified whether the low-frequency wave height
(𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0) instead of 𝑠𝑚−1,0,𝐻 𝐹 would improve the error but this
would lead to slightly higher 𝑅2

𝑎𝑑 𝑗 . Thus, next to 𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 also 𝑠𝑚−1,0
affects 𝑃𝑜𝑣 in combination with the non-dimensional mean overtopping
ischarge. The accuracy is less influenced by the 𝑠𝑚−1,0,𝐻 𝐹 when the

relative crest height is applied instead of the non-dimensional overtop-
ping discharge in the expression (Eqs. (44) and (45)). The formulation
with the short-wave steepens results in the lowest error (Eq. (45), see
also Fig. 15). Thus, Eq. (45) is recommended to estimate the fraction
of overtopping waves. While it performs similarly to Mares-Nasarre
et al. (2020), it has the advantage of not including the mean wave
overtopping discharge in the expression.

7. Discussion

For all three extreme individual overtopping variables (ℎ2%, 𝑢2%
and 𝑉2%), the error found for the newly fitted function is lower than
he existing formulations (see Table 4). Still, scatter is present in the
xpressions which may be caused by several reasons. First, the absolute
istance between the start of the crest and the location of the water

layer thickness (halfway at the crest) is fixed (0.25 m), but this does
ot correspond to the same relative distance (e.g. 𝐵∕𝐿𝑚−,10 or 𝐵∕𝐻𝑚0)
aking into account the various model scales. Eqs. (3) and (4) do

not include wave variables but likely, this distance is also related
to a hydrodynamic length scale, such as the wavelength described
in Bosman et al. (2009). However, it is verified whether the same
formulations hold at another crest location using a different water
layer thickness instrument. Since the formulations show similar results
at this other location, it indicates that the potential scatter caused



Coastal Engineering 198 (2025) 104701M.P. de Ridder et al.
Fig. 14. Comparison of measured (Obs) and estimated (Model) volumes: (a) distribution of 𝑉𝑖∕𝐻2
𝑚0, (b) 𝑉2%,𝑜𝑣∕𝐻2

𝑚0, and (c) scale factor (𝑘𝑉 ∕𝐻2
𝑚0). The gray band show the 90%

confidence computed with Eq. (22) using 𝑎 = −0.027 and 𝑏 = 0.063 for 𝑉𝑖∕𝐻2
𝑚0, 𝑎 = −0.11 and 𝑏 = 0.10 for 𝑉2%,𝑜𝑣∕𝐻2

𝑚0 and 𝑎 = 0.013 and 𝑏 = 0.13 for 𝑘𝑉 ∕𝐻2
𝑚0.
by the relative location is lower than the included wave variables
in the expression. It is also verified whether the remaining scatter
is related to the relative distance but no clear trend was observed.
Another cause of the spreading could be the roughness. The same stones
are applied for all tests, which means that the relative roughness is
different between various tests (𝐷𝑛50∕𝐻𝑚0 varies between 0.12–0.67).
It is verified whether the relative roughness in the fit would improve
the accuracy, but no improvement was obtained for the current dataset.
Lastly, the estimate of the ℎ2%, 𝑢2% and 𝑉2% also contain scatter, which
especially for very small water layer thickness can be significant.

The individual overtopping volumes are measured here indirectly
based on the water layer thickness instruments. This study showed that
only considering the overtopping box may not be sufficient. However,
the individual overtopping volumes obtained from the water layer
thickness instruments may contain a large measurement uncertainty as
both the water layer thickness and velocity are required. The consistent
trends for the individual overtopping volumes (and also water layer
thickness and velocities) indicate that the individual overtopping vol-
umes are properly estimated, but the scatter could be caused by these
uncertainties. Moreover, the magnitude of the individual overtopping
14
volumes is partially validated with the results from the overtopping
box. Therefore, it is recommended to verify this approach with, for
example, numerical models where the individual overtopping volumes
can be directly measured. Moreover, it is recommended to also verify
the value of 𝑐𝑣 to make Eq. (17) generally applicable.

The current findings are applicable to a permeable structure with
a 1:2 slope, including a non-protruding crest element. It should be
verified whether the same findings are also valid for different struc-
ture characteristics (e.g. variation in armour, slope and permeability).
However, it can be argued that the shallow-water processes affecting
wave overtopping are independent of most structural characteristics,
suggesting that similar trends should be observed for variations in
geometry.

One of the key parameters for the expressions is the short-wave
steepness (𝑠𝑚−1,0,𝐻 𝐹 ). Typically the wave steepness (𝑠𝑚−1,0) is used in
coastal engineering projects. Since both parameters need to be deter-
mined from a wave spectrum, it is argued that also the short-wave
steepness is reasonably easy to obtain. Instead of integrating over all the
frequencies to compute the spectral moment (e.g. for the zero-moment:
𝑚 = ∫ 𝑓=𝑓𝑛𝑦𝑞 𝐸(𝑓 )𝑑 𝑓 ), one needs to integrate over a certain frequency
0 𝑓=0
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Fig. 15. Comparison of measured (Obs) and estimated (Model) 𝑃𝑜𝑣 using Eq. (45).
The gray band show the 90% confidence computed with Eq. (22) using 𝑎 = −0.04 and
𝑏 = 0.18.

range (e.g. for the zero-moment: 𝑚0 = ∫ 𝑓=𝑓𝑛𝑦𝑞
𝑓=𝑓𝑐 𝑢𝑡𝑜𝑓 𝑓 𝐸(𝑓 )𝑑 𝑓 where 𝑓𝑐 𝑢𝑡𝑜𝑓 𝑓 =

0.6∕𝑇𝑚−1,0,𝑑 𝑒𝑒𝑝).
Typically the extreme overtopping variables are computed with an

expression related to 𝑅𝑢2%. Using the proposed expression (e.g. Eq.
(37)) and assuming the power of 𝑠𝑚−1,0,𝐻 𝐹 is equal to 0.5, we find
the following expression for the runup height 𝑅𝑢2%∕𝐻𝑚0 = 𝑎 1

𝑠𝑚−1,0,𝐻 𝐹
with coefficient 𝑎. This expression is very similar to Eq. (A.1) when
considering the definition of 𝜉𝑚−1,0 but applying 𝑠𝑚−1,0,𝐻 𝐹 instead of
𝑠𝑚−1,0. Thus, it is recommended to validate the proposed formulation
also based on experiments where the runup is measured.

Only the 𝑉2%∕𝐻2
𝑚0 is considered in this study but in literature also

other exceedance values are considered (e.g. Koosheh et al., 2021).
The reasonable fit with a constant shape factor for the individual
overtopping distribution (see Table 8) shows that it is possible to relate
the various exceedance values of the individual overtopping volumes.
In Fig. 16, this is demonstrated by comparing various exceedance
values (𝑉0.1%, 𝑉1%, 𝑉10% and 𝑉20%) with 𝑉2%. Especially, for the more
extreme values this relation is relatively accurately predicted with a
linear relation (e.g. 𝑅2 of 0.88 for 𝑉0.1%). The error increases when
the exceedance value is more extreme than 𝑉2% as these values are
less statistically stable. Conversely, values less extreme than 𝑉2% also
show larger errors likely due to the smaller volumes resulting in larger
measurement errors.

Effects of the changing wave height distribution on the individual
volume distribution could not be observed for individual overtopping
volumes. Reasonable results were obtained with a constant shape factor
for the volume overtopping distribution (see Fig. 14). Thus, the chang-
ing shape of the wave height distribution does not directly result in a
different shape for the individual overtopping volumes. The effect of
the low-frequency wave height on the individual overtopping volumes,
water layer thickness and front velocities is shown (see Figs. D.20,
D.21 and 5). No significant effect on the distribution of the events is
observed (Panel D of Figs. D.20, D.21 and 5). However, the fraction
of overtopping events as a result of the temporal water level variation
changes significantly (see Fig. 6).

The findings in this study are valid for the ranges presented in
Table 3, but it should be noted that the physical reasoning behind
the expressions only applies to shallow water conditions where the
15
short waves cause overtopping and, thus, 𝑠𝑚−1,0,𝐻 𝐹 is well defined.
In conditions where only low-frequency waves are present a different
approach is required, for example at a long fringing reef.

Capturing all these aspects in a physical formulation is challenging
because of the correlations between the various variables. For example,
the effect of the low-frequency wave energy is highly correlated to
the short-wave steepness (as shown in Fig. 7) because longer waves
result in significantly more energy transfer to lower frequencies. In
addition, the low-frequency wave height is also present in the wave
height, making it hard to distinguish the effects of low-frequency waves
from the other aspects (wave steepness or crest height). The same holds
for depth-induced wave breaking. Wave breaking can be captured with,
for example the 2% exceedance wave height, but this variable is also
affected by the low-frequency waves (shown in De Ridder et al., 2024).
Thus, it is hard to derive an empirical formulation that includes all
these processes separately.

8. Conclusions

In this study, extreme wave overtopping events at rubble mound
structures with a smooth crest in shallow water are studied. The water
layer thickness, front velocity and individual overtopping volumes are
measured on the crest of rubble mound breakwaters. The experiments
on a rubble mound breakwater with a rock armour layer on top of a
permeable core, are performed for a large range of wave conditions
(0.80 < 𝑅𝑐∕𝐻𝑚0 < 3.72, 0.22 < ℎ∕𝐻𝑚0,𝑑 𝑒𝑒𝑝 < 4.31 and 0.004 <
𝑠𝑚−1,0,𝐻 𝐹 < 0.047) and three different foreshores making the findings
valid for wave conditions with severe wave breaking and large amounts
of low-frequency waves where short-waves still cause overtopping.

The largest individual overtopping volumes arise from short waves
which travel on the crest of a low-frequency wave in shallow water.
In deep water, the opposite behaviour is observed where the largest
waves and the resulting overtopping volumes are out of phase with the
low-frequency wave. Due to the large amounts of energy at the lower
frequencies in shallow water and the resulting temporal increase of the
water level, the fraction of overtopping events is significantly lower but
the overtopping events are larger compared to conditions without much
energy at the lower frequencies.

Both the relative crest height and short-wave steepness significantly
affect the ℎ2%, 𝑢2% and 𝑉2%. A new formulation (Eqs. (25), (31) and
(37)) for shallow water is derived with a 𝑅2 of 0.84 for the ℎ2%∕𝐻𝑚0, 𝑅2

of 0.55 for the 𝑢2%∕
√

𝑔 ℎ and with a 𝑅2 of 0.85 for the 𝑉2%. When also
the 2% exceedance wave height and the low-frequency wave height
are included, this error is further reduced to 0.86 for ℎ2%∕𝐻𝑚0 and
0.87 for 𝑉2%∕𝐻2

𝑚0 (Eqs. (28) and (40)) but the improvement does not
outweigh the needed additional parameters for the expression. This is a
significant improvement to existing formulations with a RMSE of 0.07
for the ℎ2%∕𝐻𝑚0 and 2.26 for the 𝑉2%∕𝐻2

𝑚0.
The log-normal distribution is recommended for the distribution

of the individual overtopping volumes. By including the relative crest
height and short-wave steepness in the expression for the scale parame-
ter, the distribution can reasonably be predicted (𝑅2 = 0.90). Compared
to most of the current design approaches which are based on a cascade
of empirical formulations, this is a significant improvement. Further-
more, the reasonable results with a constant shape factor suggest that
the shape of the distribution does not change significantly for shal-
low water conditions. Thus, the shallow foreshore mainly affects the
fraction of overtopping events and the magnitude of these individual
events. The fraction of overtopping events, needed to transform the
distribution of overtopping volumes to a probability in terms of incident
waves, seems related to the relative crest and the short wave steepness
(Eq. (45)).

The results presented in this study confirm that the short-wave
steepness and to a lower extent the low-frequency wave height are
important variables in describing wave overtopping in shallow water,
as found by De Ridder et al. (2024) for the mean overtopping discharge.
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Fig. 16. Relation between 𝑉2%∕𝐻2
𝑚0 and other exceedance individual overtopping volumes (𝑉∗%∕𝐻2

𝑚0) expressed in terms of overtopping waves. For each exceedance individual
volume, a linear fit is shown where the 𝑅2 is computed based on log𝑉∗%∕𝐻2

𝑚0.
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Appendix A. Runup formulations

The runup formulation of Van Gent (2001) is given by,

𝑅𝑢%
𝐻𝑚0𝛾𝑓

=

⎧

⎪

⎨

⎪

⎩

𝑐0𝜉𝑚−1,0 𝜉𝑚−1,0 ≤ 𝑝

𝑐1 −
𝑐2

𝜉𝑚−1,0
𝜉𝑚−1,0 > 𝑝

(A.1)

where 𝐻𝑚0 is the significant wave height, 𝛾𝑓 is a reduction factor, 𝜉𝑚−1,0
the Iribarren number. The coefficients 𝑐2 and 𝑝 are given by,

𝑐2 = 0.25
𝑐21
𝑐0

(A.2)

𝑝 = 0.5 𝑐1
𝑐0

(A.3)

The TAW (2002) formulation for the runup including only the
influence factor for the roughness is given by,
𝑅𝑢% = 1.65𝛾 𝜉 (A.4)
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𝐻𝑚0
𝑓 𝑚−1,0
with a maximum of
𝑅𝑢%
𝐻𝑚0

= 𝛾𝑠𝑢𝑟𝑔 𝑖𝑛𝑔
(

4 − 1.5
√

𝜉𝑚−1,0

)

(A.5)

where 𝛾𝑠𝑢𝑟𝑔 𝑖𝑛𝑔 is related to Iribarren number and the roughness factor
(𝛾𝑓 ),

𝛾𝑠𝑢𝑟𝑔 𝑖𝑛𝑔 = 𝛾𝑓 +
(𝜉𝑚−1,0 − 1.8)(1 − 𝛾𝑓 )

8.2
(A.6)

Appendix B. Individual overtopping volumes

It is concluded for the performed tests, that the individual overtop-
ping volumes cannot be accurately determined based on the signal from
the overtopping box. When overtopping events occur quickly in suc-
cession, they become indistinguishable from the signal obtained from
the overtopping box (see Fig. 4). Therefore, the individual overtopping
volumes are determined based on Eq. (17). To validate this approach
the total volume obtained from the overtopping box is compared to the
total volume obtained with the approach based on Eq. (17).

This comparison is performed for all tests where the non-
dimensional overtopping discharge is larger than 10−5, without signifi-
cant pumping time (less than 10%) and at least 50 overtopping events.
When the cumulative overtopping volume signals are compared, the
overtopping events are correctly captured with the approach based on
Eq. (17) but the individual overtopping volumes are overestimated (see
Fig. B.17 with 𝑐𝑉 = 0.55). A reason for this overestimation can be
the assumption of a constant front velocity during the event resulting
in an overestimation of the individual overtopping volumes when no
correction is applied.

To compensate for this effect, the mean factor between the volumes
from the overtopping box and the approach based on Eq. (17) is
computed. This results in a factor of 0.52. In Fig. B.18 the obtained total
volumes are compared to those from the overtopping box. This result
shows that applying this correction results in a reasonable estimate for
the individual overtopping volumes. Almost all the obtained volumes
are within a factor 2 of the total volume from the overtopping box.

To show the effect of the applied method to determine the indi-
vidual overtopping volumes, the number of overtopping events (𝑁𝑜𝑣),
the 20% exceedance individual overtopping volume in terms of over-
topping events (𝑉 ) and 2% individual overtopping volume in
20%,𝑜𝑣
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Fig. B.17. Cumulative overtopping volume measured with the overtopping box (left
axis, blue and orange line) and obtained from the water layer thickness and Eq. (17)
(right axis, red line). Both the raw and filtered signals from the overtopping box are
shown (blue and orange lines).

Fig. B.18. Scatter plot of volumes obtained from the overtopping box (x-axis) and the
total volume based on Eq. (17) (y-axis). These results are obtained with a correction
factor of 0.52. The solid red line represents the 1:1 line and the dashed red lines
represent a factor 2.

terms of incident waves (𝑉2%) are compared with the results from the
overtopping box in Fig. B.19. This shows that the 𝑁𝑜𝑣 is underestimated
with the volumes obtained from the overtopping box as consecutive
events are captured as one event. This results in an overestimation
of the individual overtopping volumes with the overtopping box (see
Panel B). However, expressed in terms of incident waves these two
effects counterbalance each other resulting in similar 𝑉2% between both
methods (see panel C).

Appendix C. Log-normal distribution

The log-normal distribution applied in this study is given by,

𝑓 (𝑉𝑖) = 1
√

exp

(

−
log

(

𝑉𝑖∕𝑘𝑉
)2)

(C.1)
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𝑠𝑉𝑖 2∕𝑝𝑖 2𝑠2
where 𝑠 is the shape factor and 𝑘𝑣 the scale parameter. Note that
other authors used a different definition of the scale parameter. For
example, Mares-Nasarre et al. (2024) used the mean of the variable’s
natural logarithmic (𝜇𝑉 ) to scale the distribution,

𝑓 (𝑉𝑖) = 1
𝑠𝑉𝑖

√

2∕𝑝𝑖
exp

(

−

(

log𝑉𝑖 − 𝜇𝑉
)2

2𝑠2

)

(C.2)

This means that the 𝜇𝑉 is equal to log 𝑘𝑉 .

Appendix D. Effect low-frequency waves on the water layer thick-
ness and front velocities

In Figs. D.20 and D.21 the effects of the low-frequency wave on the
water layer thickness and the front velocity are shown for both deep
and shallow water. These results show that the conclusions found for
the individual overtopping volumes also hold for the front velocity and
water layer thickness. In deep water, the largest non-dimensional water
layer thickness and front velocities are caused by short waves travelling
on the trough of the low-frequency wave, whereas the opposite is true
for shallow water. The distribution of the overtopping events is evenly
distrusted with the mean just left of zero surface elevation for the
low-frequency wave in deep water(Panel C) and around zero surface
elevation for shallow water (Panel D)

Appendix E. Results for the mean front velocity

See Table E.11.

Appendix F. Confidence intervals for the parameters

For every proposed expression the confidence intervals of the fitted
parameters are determined with the bootstrap technique. The proposed
expressions (𝑓 ) have the following form (ℎ2%∕𝐻𝑚0, 𝑉2%∕𝐻𝑚0 and 𝑃𝑜𝑣):

𝑓 = 𝑝1 exp
(

𝑝2
𝑅𝑐

𝐻𝑚0, 𝛾𝑓
𝑠𝑝3𝑚−1,0,𝐻 𝐹

)

(F.1)

or (𝑢2%∕
√

𝑔 ℎ),

𝑓 = 𝑝1

(

𝑅𝑐
𝐻𝑚0, 𝛾𝑓

)𝑝2
𝑠𝑝3𝑚−1,0,𝐻 𝐹 (F.2)

with parameters 𝑝1, 𝑝2 and 𝑝3. Given these parameters the 95% confi-
dence intervals of these expressions are shown in Table F.12 presenting
the spread of the parameter.

Appendix G. Variable sensitivity

To show how various variables affect the 2% water layer thickness,
2% front velocity, 2% individual overtopping volume and 𝑃𝑜𝑣, a ma-
chine learning technique is applied to estimate the non-dimensional
(extreme) variable (ℎ2%∕𝐻𝑚0, 𝑢̄∕

√

𝑔 ℎ, 𝑉2%∕𝐻2
𝑚0 and 𝑃𝑜𝑣) based on a

selection of wave variables. The random forest regressor (see Breiman,
2001 or Geurts et al., 2006 for a description) is applied as a machine
learning technique and it is optimized for four different optimization
sets of input variables. For each of the optimized models, the feature
importance, showing the relevance of the variable for the final estimate,
is shown in Table G.13, Table G.14, Tables G.15 and G.16. In each
table, the same input variables are applied for the four optimization
sets. The first optimization includes all the variables shown in the
tables: relative crest height (𝑅𝑐∕𝐻𝑚0), relative water depth (𝐻𝑚0∕ℎ),
wave asymmetry (𝐴𝑠), wave skewness (𝑆𝑘), wave steepness (𝑠𝑚−1,0),
short-wave steepness (𝑠𝑚−1,0,𝐻 𝐹 ), Iribarren number (𝜉𝑓 𝑜𝑟𝑒𝑠ℎ𝑜𝑟𝑒), rela-
tive low-frequency wave height (𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0), relative 2% exceedance
wave height (𝐻2%∕𝐻𝑚0) and relative setup (⟨𝜂⟩∕𝐻𝑚0). In the second
optimization, the wave skewness and asymmetry are removed showing
the results for a set of input variables which can be directly obtained
from most numerical spectral models. The third and fourth optimiza-
tions show the results for optimization where the properties of the
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Fig. B.19. Comparison between the number of overtopping events (Panel A, 𝑁𝑜𝑣), 20% exceedance individual volume in terms of overtopping events (Panel B, 𝑉20%,𝑜𝑣) and 2%
individual overtopping volume in terms of incident waves (Panel C, 𝑉2%) obtained from the overtopping box and Eq. (17).
Fig. D.20. Scatter density plot of the non-dimensional water layer thickness as a function of the water surface elevation of the low-frequency wave normalized with the low-frequency
wave height (upper panels). The colours of the points indicate the normalized density of the point cloud. The lower panels show the histogram and probability density function of
the overtopping events as a function of the surface elevation of the low-frequency wave normalized with the low-frequency wave height. The left panels corresponds to 𝐻𝑚0∕ℎ < 0.5
and the right panels to 𝐻𝑚0∕ℎ > 0.5.
foreshore are removed (water depth in Nr 3 and Iribarren number for
Nr 4) because a prediction formulation without foreshore properties
is preferred. Such a formulation would be generally applicable as no
information on the foreshore is required.

The results differentiate between the various variables, but in gen-
eral, it can be observed that the relative crest height and short-wave
steepness are the most important variables considering optimization
Nr 4. Considering the non-dimensional 2% exceedance water layer,
the most important variable for optimization Nr 4 is the relative crest
height. Remarkable when more variables are available (Nr 1) the short-
wave steepness is the most important variable next to the relative
water depth. For the mean front velocity, the short-wave steepness and
18
relative crest height are the most important variables for Optimiza-
tion Nr 4. The wave asymmetry becomes very important when Nr 1
is considered. For the non-dimensional 2% exceedance volumes, the
short-wave steepness is the most important variable for optimization Nr
1 and 4. Lastly, the 𝑃𝑜𝑣 is mainly related to the relative crest height. For
all optimization numbers, the relative crest height is the most important
variable.

Note that this method is only applied to get a feeling for the feature
importance, but cannot be applied to estimate the variables. The dataset
is too limited to apply such a machine-learning method. Moreover,
the dataset is not split into a test and training dataset to verify the
accuracy of an unseen dataset. The error measures are only included
for completeness.
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Fig. D.21. Scatter density plot of the non-dimensional front velocity as a function of the water surface elevation of the low-frequency wave normalized with the low-frequency
wave height (upper panels). The colours of the points indicate the normalized density of the point cloud. The lower panels show the histogram and probability density function of
the overtopping events as a function of the surface elevation of the low-frequency wave normalized with the low-frequency wave height. The left panels corresponds to 𝐻𝑚0∕ℎ < 0.5
and the right panels to 𝐻𝑚0∕ℎ > 0.5.
Table E.11
RMSE and adjusted coefficient of determination for the expression for the mean front
velocity at the middle of the crest for various functions. The roughness factor (𝛾𝑓 )
is set to 0.55. Results are obtained for tests with at least 50 overtopping events and
a non-dimensional mean overtopping discharge larger than 10−5. The 95% confidence
intervals of the coefficients of the proposed expression are given in Table F.12.

Function 𝑢̄∕
√

𝑔 ℎ [–]

RMSE 𝑅2
𝑎𝑑 𝑗

𝑢̄∕
√

𝑔 ℎ = 1.70
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−0.55
(E.1) 0.25 0.16

𝑢̄∕
√

𝑔 ℎ = 0.88
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−0.76
𝑠−0.16𝑚−1,0 (E.2) 0.17 0.62

a 𝑢̄∕
√

𝑔 ℎ = 0.51
(

𝑅𝑐

𝐻𝑚0𝛾𝑓

)−0.65
𝑠−0.32𝑚−1,0,𝐻 𝐹 (E.3) 0.15 0.69

𝑢̄∕
√

𝑔 ℎ = 0.56
(

𝑅𝑐+0.80𝐻𝑚0,𝐿𝐹

𝐻𝑚0𝛾𝑓

)−0.40
𝑠−0.21𝑚−1,0,𝐻 𝐹 (E.4) 0.15 0.71

𝑢̄∕
√

𝑔 ℎ = 0.40
(

𝑅𝑐

𝐻2%𝛾𝑓

)−0.59
𝑠−0.34𝑚−1,0,𝐻 𝐹 (E.5) 0.17 0.63

𝑢̄∕
√

𝑔 ℎ = 0.52
(

𝑅𝑐−0.985𝐻𝑚0,𝐿𝐹

𝐻2%𝛾𝑓

)−0.35

𝑠−0.19𝑚−1,0,𝐻 𝐹 (E.6) 0.15 0.71

a Eq. E.3 is recommended.

Table F.12
95% confidence interval for the parameters in Eqs. (25), (31), (37) and (45).

Variable 𝑝1 𝑝2 𝑝3

ℎ2%∕𝐻𝑚0
5% 0.52 −6.25 0.44
95% 0.77 −3.91 0.62

𝑢2%∕
√

𝑔 ℎ 5% 0.99 −1.18 −0.30
95% 1.74 −0.90 −0.16

𝑉2%∕𝐻2
𝑚0

5% 4.09 −12.98 0.49
95% 8.62 −7.90 0.69

𝑃𝑜𝑣
5% 3.91 −3.85 0.02
95% 6.89 −2.40 0.12
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Table G.13
Feature importance for a random forest regressor with different input wave variables for
predicting the non-dimensional water layer thickness. Each column shows the feature
importance and the RMSE for a fit with the random forest regressor, with the applied
variables changing in each column.

Optimization Nr 1 2 3 4

𝑅𝑐∕𝐻𝑚0 0.18 0.19 0.22 0.31
𝐻𝑚0∕ℎ 0.20 0.18 – –
𝐴𝑠 0.09 – – –
𝑆𝑘 0.04 – – –
𝑠𝑚−1,0,𝐻 𝐹 0.29 0.32 0.35 0.56
𝑠𝑚−1,0 0.01 0.02 0.03 0.03
𝜉𝑚−1,0,𝑓 𝑜𝑟𝑒𝑠ℎ𝑜𝑟𝑒 0.13 0.22 0.32 –
𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 0.02 0.02 0.03 0.03
𝐻2%∕𝐻𝑚0 0.01 0.02 0.02 0.03
⟨𝜂⟩∕𝐻𝑚0 0.02 0.03 0.03 0.04

RMSE (ℎ2%∕𝐻𝑚0) 0.011 0.010 0.011 0.011

𝑅2 (ℎ2%∕𝐻𝑚0) 0.98 0.98 0.98 0.98

Table G.14
Feature importance for a random forest regressor with different input wave variables
for predicting the non-dimensional front velocity. Each column shows the feature
importance and the RMSE for a fit with the random forest regressor, with the applied
variables changing in each column.

Optimization Nr 1 2 3 4

𝑅𝑐∕𝐻𝑚0 0.32 0.31 0.29 0.57
𝐻𝑚0∕ℎ 0.09 0.36 – –
𝐴𝑠 0.04 – – –
𝑆𝑘 0.04 – – –
𝑠𝑚−1,0,𝐻 𝐹 0.02 0.01 0.04 0.14
𝑠𝑚−1,0 0.03 0.04 0.03 0.10
𝜉𝑚−1,0,𝑓 𝑜𝑟𝑒𝑠ℎ𝑜𝑟𝑒 0.38 0.14 0.44 –
𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 0.01 0.06 0.09 0.05
𝐻2%∕𝐻𝑚0 0.02 0.06 0.06 0.05
⟨𝜂⟩∕𝐻𝑚0 0.04 0.02 0.04 0.09

RMSE (𝑢2%∕
√

𝑔 ℎ) 0.15 0.17 0.14 0.18

𝑅2 (𝑢2%∕
√

𝑔 ℎ) 0.90 0.88 0.90 0.82
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Table G.15
Feature importance for a random forest regressor with different input wave variables
for predicting the non-dimensional 2% exceedance volume. Each column shows the
eature importance and the RMSE for a fit with the random forest regressor, with the
pplied variables changing in each column.
Optimization Nr 1 2 3 4

𝑅𝑐∕𝐻𝑚0 0.14 0.15 0.18 0.22
𝐻𝑚0∕ℎ 0.18 0.18 – –
𝐴𝑠 0.19 – – –
𝑆𝑘 0.04 – – –
𝑠𝑚−1,0,𝐻 𝐹 0.21 0.35 0.34 0.50
𝑠𝑚−1,0 0.03 0.06 0.08 0.10
𝜉𝑚−1,0,𝑓 𝑜𝑟𝑒𝑠ℎ𝑜𝑟𝑒 0.14 0.16 0.27 –
𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 0.02 0.03 0.05 0.06
𝐻2%∕𝐻𝑚0 0.03 0.04 0.04 0.06
⟨𝜂⟩∕𝐻𝑚0 0.02 0.03 0.03 0.06

RMSLE (𝑉2%∕𝐻2
𝑚0) 0.17 0.17 0.18 0.18

𝑅2 (𝑉2%∕𝐻2
𝑚0) 0.94 0.94 0.95 0.94

Table G.16
Feature importance for a random forest regressor with different input wave variables
for predicting the fraction of overtopping waves (𝑃𝑜𝑣). Each column shows the feature
mportance and the RMSE for a fit with the random forest regressor, with the applied

variables changing in each column.
Optimization Nr 1 2 3 4

𝑅𝑐∕𝐻𝑚0 0.53 0.59 0.60 0.62
𝐻𝑚0∕ℎ 0.08 0.12 – –
𝐴𝑠 0.16 – – –
𝑆𝑘 0.07 – – –
𝑠𝑚−1,0,𝐻 𝐹 0.03 0.07 0.08 0.10
𝑠𝑚−1,0 0.01 0.04 0.05 0.07
𝜉𝑚−1,0,𝑓 𝑜𝑟𝑒𝑠ℎ𝑜𝑟𝑒 0.04 0.05 0.10 –
𝐻𝑚0,𝐿𝐹 ∕𝐻𝑚0 0.02 0.04 0.06 0.09
𝐻2%∕𝐻𝑚0 0.03 0.06 0.06 0.06
⟨𝜂⟩∕𝐻𝑚0 0.03 0.04 0.05 0.05

RMSLE (𝑃𝑜𝑣) 0.22 0.26 0.26 0.28

𝑅2 (𝑃𝑜𝑣) 0.93 0.90 0.91 0.87

Glossary

̄ Mean front velocity [m/s]

𝛼 Structure slope [−]

𝜂𝐿𝐹 Low-pass band filtered time series [m]

𝜇𝑉 Mean of the natural logarithmic of the individual overtopping
volumes [m2]

𝛾𝑓 Roughness factor [−]

𝜉𝑚−1,0 Iribarren number of structure slope based on 𝐻𝑚0 and 𝑇𝑚−1,0 [–]
( t an 𝛼
√

2𝜋 𝐻𝑚0∕(𝑔 𝑇 2
𝑚−1,0)

)

𝐴𝑠 Wave asymmetry [−]

𝐵 Crest width [m]

𝐷𝑛50 Nominal stone diameter (50th quantile of the stone size distribu-
tion) [m]

𝐻2% Incident 2% exceedance wave height at the toe of the structure
[m]

𝐻𝑚0 Incident significant wave height at the toe of the structure [m]

𝐻𝑚0,𝐻 𝐹 Incident high-frequency wave height based on a cutoff-
frequency at the toe of the structure [m]
20
𝐻𝑚0,𝐿𝐹 Incident low-frequency wave height based on a cutoff-
frequency at the toe of the structure [m]

𝐻𝑚0,𝑑 𝑒𝑒𝑝 Offshore incident significant wave height [m]

𝑁𝑜𝑣 Number of overtopping waves [−]

𝑃𝑜𝑣 Number of overtopping waves divided by the total number of
waves [−]

𝑅𝑐 Crest height above still water level (Freeboard) [m]

𝑅∗
𝑐 Non-dimensional relative crest height [−] (𝑅𝑐∕𝐻𝑚0)

𝑅𝑢2% 2% exceedance runup level [m]

𝑆𝑘 Wave skewness [−]

𝑇𝑚−1,0 Incident spectral period at the structure’s toe [s]

𝑉2% 2% exceedance individual volume in terms of incident waves
[m3/m]

𝑉𝑖 Individual overtopping volume [m3/m]

𝑏 Shape parameter of the Weibull distribution [−]

𝑐𝑐 ,ℎ Coefficient for the transformation of the 2% exceedance water
layer thickness over the crest [−]

𝑐𝑐 ,𝑢 Coefficient for the transformation of the 2% exceedance front
velocity over the crest

𝑐ℎ Coefficient for the 2% exceedance water layer thickness [−]

𝑐𝑢 Coefficient for the 2% exceedance front velocity [−]

𝑐𝑣 Coefficient for the 2% exceedance individual volume [−]

𝑓𝑐 𝑢𝑡𝑜𝑓 𝑓 Cutoff frequency [Hz]

𝑓𝑝 Peak frequency [Hz]

𝑔 Gravitational acceleration [m/s2]

ℎ Water depth at the toe of the structure [m]

ℎ2% 2% exceedance water layer thickness in terms of incident waves

ℎ𝑐 𝑟𝑒𝑠𝑡 Crest level with respect to the flume floor [m]

ℎ𝑑 𝑒𝑒𝑝 Offshore water depth [m]

ℎ𝑖 Individual water layer thickness [m]

ℎ𝑙 𝑎𝑦𝑒𝑟 Water layer thickness [m]

𝑘𝑣 Scale parameter of the log-normal distribution [m3/m for wave
volumes]

𝑚 Tangent of foreshore slope [−]

𝑞 Mean overtopping discharge [m3/s/m]

𝑞∗ Non-dimensional mean overtopping discharge [−]

𝑠𝑚−1,0 Wave steepness based on the 𝐻𝑚0 and 𝑇𝑚−1,0 [–] (2𝜋 𝐻𝑚0
𝑔 𝑇 2

𝑚−1,0
)

𝑠𝑚−1,0,𝐻 𝐹 Wave steepness based on the 𝐻𝑚0,𝐻 𝐹 and 𝑇𝑚−1,0,𝐻 𝐹 [–]
(2𝜋 𝐻𝑚0,𝐻 𝐹

2 )

𝑔 𝑇𝑚−1,0,𝐻 𝐹
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𝑠𝑚−1,0,𝑑 𝑒𝑒𝑝 Offshore wave steepness based on the 𝐻𝑚0,𝑑 𝑒𝑒𝑝 and 𝑇𝑚−1,0,𝑑 𝑒𝑒𝑝
[–] (2𝜋 𝐻𝑚0,𝑑 𝑒𝑒𝑝

𝑔 𝑇 2
𝑚−1,0,𝑑 𝑒𝑒𝑝

)

𝑢2% 2% exceedance front velocity in terms of incident waves [m/s]

𝑢𝑖 Individual front velocity [m/s]

𝑧𝑎 Height above still water [m]

Data availability

The data that has been used is confidential.
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