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Abstract

The Hollandsche IJssel plays an important role in the freshwater provision of the province Zuid-Holland.
Consequently, for Rijkswaterstaat it is key that salt intrusion is minimal in the Hollandsche IJssel. Re-
cent studies noted that salt intrusion in the Hollandsche IJssel is limited due to a phase difference
between tidal velocities in the main channel, the Nieuwe Maas, and the side channel, the Hollandsche
IJssel. Earlier research investigated the impact of phase differences between branches and found it
can lead to increased dispersion in the main channel, through a process known as tidal trapping. At the
same time, this phase difference can prevent the saltiest water from entering the side channel, as was
found at the Hollandsche IJssel. Because of this role, it is relevant to find out how this phase difference
may be influenced by sea level rise, more extreme river discharges and particularly how it depends
on the geometry of the main and the side channels. Especially the latter could help Rijkswaterstaat to
minimize salt intrusion at locations relevant to freshwater intake, such as the Hollandsche IJssel.

The main objective of this thesis is to investigate how the geometry of the side and main channel
influences the tidal phase difference between these two channels, and how this may impact the salt
dispersion in the side channel. For this, an analytical model is developed describing harmonic wave
propagation in multi-branch systems and this is used next to results from a 3D numerical model for the
Rhine Meuse Delta (RMM3D). First, the influence of changes in geometry and forcing is systematically
investigated for a network containing a single junction. This shows that the length and depth of the side
channel are the most significant variables. The depth is one of the main variables impacting friction,
which governs the type of wave which can form in the system. A decrease in friction allows a wave to
transform into a standing wave pattern as the return wave becomes more important, while increased
friction transforms it into a propagating wave. The length also controls the type of wave which can form
as it determines the distance along which the friction can work. Additionally, the length also governs
potential resonance in the side channel.

Next, the phase differences of the M2, M4 and M6 tide are determined for the junction with the Holland-
sche IJssel in the Rhine Meuse Delta (RMD) based on the RMM3D model. The main tidal constituent
regarding tidal trapping was found to be M2. However, this does not fully represent the time difference
between flow reversal at the Hollandsche IJssel and the Nieuwe Maas, which was found to be around
75 minutes. Additionally, the phase difference at the Lek was investigated. For the M2 tide at the
Hollandsche IJssel and Lek, a phase difference of 55◦ and 31◦ was found, respectively. These phase
differences prevent salt intrusion in the respective side channels. The inflow of the side channels starts
while the main channel still flows to the sea during the ebb. At this moment, the salt concentrations
in the main channel have already returned to background levels. So, a larger phase difference allows
for more fresh water to enter. Additionally, an earlier outflow of the side channel prevents more of the
saltiest water of the main channel from entering at the end of the flood. Thus, a larger phase difference
at the Hollandsche IJssel is more effective against salt intrusion.

Subsequently, the multi-branch RMD is modelled with the analytical model. This is used to investigate
possibilities to further limit salt intrusion at the previously mentioned junctions by changing the phase
difference. A first estimate of the impact of the phase difference on the salt intrusion in the side channel
is made by assuming the phase difference solely shifts the discharge signal of the side channel. So,
based on the salt concentrations in the Nieuwe Maas and the inflow patterns of the Hollandsche IJssel
and Lek, the first estimate showed the possibility of reducing the salt transport into the side channel by
increasing the phase difference.

Consequently, a comparison is made between the Hollandsche IJssel and the Lek to explore the nec-
essary adjustments in geometry for a 10-minute increase in phase difference. For the Hollandsche
IJssel, the only possibility is reducing the length by 10 km, as the current phase difference between
the water level and discharge in the Hollandsche IJssel is already close to 90◦. The first estimate of
the salt intrusion shows a reduced salt flux into the Hollandsche IJssel up to 25% on average. The
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Lek only required a 4 km reduction in length to achieve an increase of 10 minutes in phase difference
and showed a 15% decrease of the salt flux into the Lek. The gradient of the salt concentrations in
the Nieuwe Maas can explain the difference in salt flux reduction. At the Hollandsche IJssel, the salt
concentrations increase more quickly compared to the Lek. So, a shift in the discharge results in a
larger decrease in salt concentration entering the Hollandsche IJssel compared to the Lek.

For the Lek, more possible solutions were found to increase the phase difference by 10 or even 20
minutes. Additionally, it is expected that the change in phase difference at the Lek has a significant
impact on the salt dispersion in the Nieuwe Maas, while it is expected to be limited for the Hollandsche
IJssel. This is caused by the four times larger volume of the Lek and the fact that the current phase
difference of the Lek is not located near themaximum value of the dispersion coefficient for tidal trapping.
So, an increased phase difference of 10 minutes at the Lek increases the dispersion coefficient for tidal
trapping by 19%.
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Introduction

Estuaries form prime locations for human settlement. Currently, about 60% of the worlds population
lives on the coast and along estuaries (Lindeboom, 2002). The protected coastal waters of estuaries
allow for economic development through harbours and transport routes. In addition, estuaries form
breeding and nursing grounds, sustaining a high level of food production (Mateus et al., 2008), com-
bined with freshwater availability by rivers.

An estuary forms a region where inland freshwater systems exchange water with a saltier marine en-
vironment (Nijs et al., 2011), allowing salt water to reach further inland. Salt intrusion impacts multiple
aspects of society, for instance, agriculture, nature and drinking water. A higher salinity impacts agri-
culture by a significant decrease in yield or it prevents the growth of certain crops. The saltwater can
reach agricultural grounds via irrigation or groundwater. The same problems arise in nature. Flora
and fauna shifts occur as species used to freshwater are exposed to more saline water. The problems
with drinking water occur when it is extracted from surface water, as it can only be extracted when the
salinity concentrations are low (TwynstraGudde and HydroLogic, 2019).

In the future salt intrusion will be further impacted by climate change. Sea level rise will shift the
location of the transition between fresh and saltwater upstream. This means salt intrusion will reach
further inland and impact a larger area. Additionally, river discharges are also impacted by climate
change. Climate change will cause more extreme river discharges. Thus even lower discharges can
occur, which offer less counterpressure against the incoming tide. Again this allows saltwater to travel
further inland (TwynstraGudde and HydroLogic, 2019). Consequently, it is important to understand the
causes of salt intrusion and how it can be prevented.

Figure 1.1: Overview Hollandsche IJssel. Figure retrieved from Google Earth Pro (2022)
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Salt intrusion is a worldwide challenge faced in many deltas and estuaries, as is the case for the Rhine
Meuse Delta (RMD). The Hollandsche IJssel plays an important role in the freshwater provision of the
province Zuid-Holland. Consequently, for Rijkswaterstaat it is key that salt intrusion is minimal in the
Hollandsche IJssel. Earlier studies noted that currently, salt intrusion in the Hollandsche IJssel is limited
due to a phase difference between tidal velocities in the main channel, the Nieuwe Maas and the side
channel, the Hollandsche IJssel (Kuijper, 2015, 2016; Laan et al., 2021). This phase difference can
prevent the saltiest water from entering the side channel. Because of this role, it is relevant to find
out how this phase difference may be influenced by sea level rise, more extreme river discharges and
particularly how it depends on the geometry of the main and the side channels. Especially the impact
of geometry could help Rijkswaterstaat minimize salt intrusion at locations, such as the Hollandsche
IJssel.

To better understand the origin of salt intrusion in the Rhine Muese Delta, it is useful to understand
what type of estuary it is. Estuaries are divided into different categories and they can be classified
based on their circulation and stratification patterns. Hansen and Rattray Jr. (1966) divided them into
four categories: salt-wedge, with a large river discharge and weak tidal forcing; strongly satisfied, with
moderate to large river discharge and weak to moderate tidal forcing; partially stratified, with weak to
moderate river discharge andmoderate to strong tidal forcing; and well mixed, with weak river discharge
and strong tidal forcing.

Figure 1.2: Estuary classification by circulation and stratification patterns. (a) Large river discharge and weak tidal forcing
result in salt-wedge estuaries. (b) Weakly stratified or partially stratified estuaries result from moderate to strong tidal forcing
and weak to moderate river discharge. (c) Moderate to large river discharge and weak to moderate tidal forcing result in
strongly stratified estuaries. (d) Strong tidal forcing and weak river discharge result in vertically mixed estuaries. Figure

retrieved from Valle-Levinson (2010)

The Rhine Meuse Delta is located in the west of the Netherlands, and it is the region where the rivers
Rhine and Meuse reach the North Sea, see figure 1.3. The RMD can generally be classified as strongly
stratified to partially stratified (Kranenburg et al., 2022). However, during above-average river dis-
charge, the Rhine Meuse Delta shows a distinct salt wedge (Nijs et al., 2011). At the entrance of
the estuary, the salt intrusion is dominated by an exchange flow (Nijs et al., 2011). Kranenburg et al.
(2022) also noted that an estuary exchange flow dominates downstream, but in addition, found that
tidal dispersion dominates upstream in the Nieuwe Maas.
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Figure 1.3: Overview of the Rhine Meuse Delta. Figure retrieved from Tiessen et al. (2016)

The Rhine Meuse Delta has two connections to the sea, the Nieuwe Waterweg and the Haringvliet.
The main connection to the sea is the Nieuwe Waterweg, which is practically always open. This exit
is only blocked when the Maeslant Barrier closes. The Haringvliet is closed off at the seaside with the
Haringvliet Sluices. The opening and closure of the Haringvliet Sluices depend on the river discharge
in the Rhine at Lobith. During high discharges and thus high water levels in the rivers, the sluices open
and discharge the excess water. During periods of low river discharges, the Haringvliet Sluices remains
closed to store as much water as possible (Rijkswaterstaat, n.d.[a]). In addition, it steers fresh water
to the north side of the RMD, which offers additional counterpressure to reduce salt intrusion into the
Rhine Meuse Delta during low river discharges (Friocourt et al., 2020).

The Rhine Meuse Delta is, in the present day, mostly an engineered river delta. The rivers are guided
to the sea by dikes and embankments. The water level and discharge are controlled via many weirs,
locks and pumping stations. This keeps waterways usable for shipping during dry periods. Addition-
ally, it allows for a well-managed freshwater distribution across the Netherlands. (Rijkswaterstaat,
n.d.[b]).

The freshwater availability is very important. The area surrounding the Rhine Meuse Delta is the most
densely populated and intensively used region of the Netherlands (Huismans et al., 2017). In Zuid-
Holland, the Hollandsche IJssel plays a key role in the freshwater provision. Additionally, it has an
important function in the water supply and disposal for the surrounding water authorities (Werkgroep
Slim Watermanagement, Rijn-Maasmonding, 2019). The same can be said about the Lek. It is an
important part of the freshwater provision for its surrounding water authorities, including multiple drink
water inlets (Werkgroep Slim Watermanagement, Rijn-Maasmonding, 2021).

The current functions of the Hollandsche IJssel and Lek make salt intrusion in those areas unwanted.
As mentioned previously, salt intrusion is dominated by different processes depending on the location
in the Rhine Meuse Delta. The two main processes of estuary exchange flow and tidal dispersion are
further elaborated.

At the mouth of the Rhine Meuse Delta, the salt intrusion is mainly driven by an estuary exchange
flow, which is predominantly made up of gravitational circulation. This is an inflow of denser saltwater
at the bed and an outflow of freshwater at the surface, caused by density differences. An exchange
flow causes strong stratification, as the interface between fresh and saltwater becomes small and the
salinity gradient becomes large.

Stratification can be decreased by turbulence. This mixes the salt and fresh water in the water column
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and decreases the salinity gradient. Turbulence can be generated at the bottom or by a velocity gradient
over the vertical which introduces shear stresses. Thus, the amount of stratification is dependent on
which process is dominant. A salt wedge can form in an estuary when the river discharge is dominant,
as the river is a major source of buoyancy and an estuary becomes well mixed when mixing forces like
the tide become dominant (Simpson, 1997).

Further inland in the Rhine Meuse Delta, tidal dispersion acts to transport salt into the estuary. Tidal
dispersion is among other things caused by the presence of floodplains, harbours and side channels
(Fischer, 1976). The dispersion of salt in the main channel caused by harbours and side channels is
called tidal trapping. The main driver of tidal trapping is a phase difference between the tidal velocities
in the side and main channel.

The impact of side channels in estuaries on the dispersion of salt or other substances has been a
research topic before. Okubo (1973) developed a mathematical model to quantify the dispersion due
to tidal trapping. This method was a parametrization and does not explicitly represent the physics of the
exchange process, but showed reasonable agreement with observed values (Okubo, 1973). MacVean
and Stacey (2011) followed up on the research and improved the formulation for tidally forced scenarios.
Both of them focused on the dispersion of salt in the main channel. In addition, the phase difference
also prevents the saltiest water from entering the side channel, limiting salt intrusion, as was found at
the Hollandsche IJssel.

Both Okubo (1973) and MacVean and Stacey (2011) included the geometry of the side and main chan-
nel in a broad manner. They used a parameter related to the ratio of side channel volume to main
channel volume. Thus, the impact of the length, width and depth of the side and main channel is not
individually discussed.

The main objective of this study is to investigate the impact of side and main channel geometry on the
phase difference driving tidal trapping, and how this impacts the salt dispersion in the side channel. For
this, an analytical model is developed, which describes the propagation of a harmonic wave in a multi-
branch system. First, the impact of changes in the geometry and forcing are systematically investigated
in a network containing a single junction. So, we can investigate how the geometry influences the flow
characteristics and the tidal phase difference between a side and main channel. With the results of a
more detailed numerical model of the Rhine Meuse Delta (RMM3D), the phase difference is determined
for the junctions Hollandsche IJssel, NieuweMaas and the Lek, NieuweMaas. In addition, data analysis
on these model results tries to derive connections between the phase difference and its impact on salt
intrusion. Our objective is to investigate how the tidal phase differences influence salt intrusion in
the multi-branch system of the Rhine Meuse Delta. Finally, the RMD is modelled with the analytical
model to investigate if it is possible to alter the phase difference to minimize the salt intrusion in a side
channel.

This thesis is organized as follows. Chapter 2 and 3 present the relevant literature, which includes
the theory of tidal trapping and the derivation of the equations for the analytical model. Next, the
development of the analytical model is presented in chapter 4, followed in chapter 5 by the results of
changes in the geometry and forcing on the phase difference in a single junction network. Chapter
6 gives additional information about the Rhine Meuse Delta and what is currently known about salt
intrusion in the Hollandsche IJssel. In chapter 7 the phase differences at the Hollandsche IJssel are
determined. Chapter 8 describes the modelling of the Rhine Meuse Delta in the analytical model and
how this is used to optimize the phase difference. Next, the impact of the phase difference on salt
intrusion is determined in chapter 9. At last, the discussion and conclusion are treated in sections 10
and 11. Each chapter contains a conclusion stating the most important findings from that chapter.
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Figure 1.4: Reading guide
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Theory of tidal trapping

This chapter describes the mechanism of salt intrusion by tidal trapping. Furthermore, it gives an
overview of two descriptions of dispersion due to tidal trapping from literature.

2.1. Tidal trapping mechanism
Tidal trapping is the mechanism where shoals, side channels, harbours and other basins give rise to
longitudinal dispersion of salt in the main channel (Garcia et al., 2022; Schijf and Schönfeld, 1953).
This mechanism originates from a phase difference in tidal velocities between a main and a side chan-
nel.

The impact of friction becomes important for determining the phase difference. Regions with relatively
high resistance lose a significant amount of momentum. These regions are typically shallower or have
more vegetation, such as a side channel. Due to the loss of momentum, the flows in these regions can
respond quickly to changes in the barotropic pressure gradient (MacVean and Stacey, 2011).

The main channel is deeper and therefore less influenced by friction. So, as the tide changes from
flood to ebb, the barotropic pressure gradient first needs to overcome the flow’s inertia before the flow
changes its direction. Thus as the tide reverses on ebb, the side channel begins to flow back into the
main channel, while the main channel continues to flood (MacVean and Stacey, 2011).

Tidal trapping can be shown in a conceptual schematic, as is done in figure 2.1. This schematic shows
the impact of the phase difference between a side channel and the main channel. It causes a salinity
anomaly due to fresher water in the main channel and prevents the saltiest water from travelling into
the creek (Garcia et al., 2022).

During ebb, the fresher creek outflow reduces the amount of salt transported to the sea in the down-
stream area of the creek, compared to the salt transported upstream by the flood tide. This results in
a net landward transport of salt over a tidal cycle. However, this inland transport is balanced by the
river’s flow to the sea (Garcia et al., 2022).

7
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Figure 2.1: Conceptual schematic of tidal trapping. The time series shows the relative velocity magnitude of the main channel
(black) and the creek (grey) and the phase difference between the two. (a) Salt is carried into the main channel during flood

tide. (b) The saltwater fills the creek from the main channel, causing an axial salinity gradient. (c) The tide reverses and causes
the creek to flow back into the main channel while the inertia prevents the main channel from reversing, preventing the saltiest
water from going into the creek. (d) The flow in the main channel reverses, and the fresher water from the creek causes a

negative salinity anomaly in the main channel. Figure retrieved from Garcia et al. (2022)

2.2. Dispersion coefficient for tidal trapping
In this section, two analytical dispersion coefficients for tidal trapping are discussed. One derived by
Okubo (1973) and one derived by MacVean and Stacey (2011).

2.2.1. Dispersion coefficient according to Okubo (1973)
Okubo (1973) developed a theoretical model for the entrapment phenomenon. However, the knowledge
about the hydrodynamical features associated with this phenomenon was limited. Thus, the exchange
process between the main channel and the traps had to be simplified by parameterizing it.

To minimize mathematical efforts, Okubo (1973) restricted the analysis to one-dimensional diffusion.
Furthermore, he represented the exchange between the traps and the main channel as source and
sink terms. The depth for both the main channel and the trap is uniform. This resulted in the following
analytical expression for trapping dispersion in the main channel (Okubo, 1973).

Ktrap,D =
rÛ2

m

ω

(
ω

ktrap

2(1 + r)2 · (1 + r + ω
ktrap

)

)
(2.1)

Where Ktrap,D is the dispersion coefficient due to tidal trapping, r is the ratio of the trap volume to the
main channel volume, ktrap−1 is the characteristic residence time of a substance in the trap, Ûm is the
tidal velocity amplitude in the main channel and ω = 2π

T is the tidal radian frequency with T equal to the
tidal period.

The work of Okubo (1973) shows the dependency of trapping on the geometry and the exchange
timescale of the trap. Furthermore, Okubo (1973) found a typical value of ktrap in the order of 10−4 s-1
and applied it to the Mersey River estuary. Where he found a reasonable agreement for equation 2.1.
However, Okubo (1973) also states that precise knowledge of the exchange mechanism would replace
ktrap with more appropriate parameters.
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2.2.2. Dispersion coefficient according to MacVean and Stacey (2011)
MacVean and Stacey (2011) noted that the formulation of Okubo (1973) has its limits in certain use
cases. Problems arise in the case of advective exchange between the main channel and the traps, as
the formulation is based on diffusive exchange. An example of advective exchange is a trap which fills
and drains with the tide.

The problems arising are twofold. First, the formulation of Okubo (1973) does not consider the strength
of the tidal advection, which drives the exchange. Secondly, the phase difference between the response
of the trap and that of the channel to the tidal pressure gradient is not included.

MacVean and Stacey (2011) used a similar analysis as Okubo (1973). For a set of idealized cases with
different scenarios of horizontal mixing, they calculated the effective dispersion rate. In the end, they
came to the following formulation of the tidal trapping dispersion for a well-mixed branching channel
system.

Ktrap,A =
ϵÛ2

m

ω

[
sinα cosα

(
3 cosα+ 32 sinα

12π

)]
(2.2)

Where ϵ is the salt mass trapped in the side channel compared to the main channel and α is the phase
lag between the flow into the trap and the flow in the main channel, expressed in radians.

MacVean and Stacey (2011) compared their formulation of the tidal trapping dispersion to the one made
by Okubo (1973). They noted that for a trap filling and draining with the tidal period, the formulation of
Okubo (1973) overestimates the dispersion significantly.

The parameters ϵ and r can be related to one another. Garcia et al. (2022) used the following relation
based on the tidally averaged cross-sectional salinity (s0).

ϵ = r

(
s0,side channel

s0

)
with

s0,side channel

s0
≈ 0.9 (2.3)

Garcia et al. (2022) calculated an empirical estimate of the tidal trapping dispersion and compared it to
the formulations of Okubo (1973) and MacVean and Stacey (2011). They noted that the characteristic
residence time (ktrap) for a branching channel system should be at a maximum half a tidal period. That
corresponds to the largest difference between a particle entering and exiting the trap and a particle
remaining in the main channel. Furthermore, at least there should be a velocity phase difference be-
tween the side and main channel. Garcia et al. (2022) further concluded that in case the appropriate
exchange timescale is selected, the formulations of Okubo (1973) and MacVean and Stacey (2011) are
nearly equivalent (Garcia et al., 2022).

2.3. Conclusion
Tidal trapping is driven by a phase difference between the tidal velocities in the main and side channel,
where the phase of the side channel is ahead of the main channel. Differences in geometry or friction
properties between the main and side channels typically cause this phase difference. The fresher
side channel outflow reduces the amount of salt transported back to the sea, resulting in a net inland
transport of salt. In addition, the phase difference prevents the saltiest water in the main channel,
arriving near the end of the flood, from entering the side channel and reduces salt intrusion in this
branch. The impact of tidal trapping on the main channel has been described by Okubo (1973) and
MacVean and Stacey (2011) with a dispersion coefficient. Both formulations give nearly equivalent
results, given a correctly selected exchange timescale. The advantage of MacVean and Stacey (2011)
is the direct use of the phase difference between flow in the main and side channels.



3
Derivation harmonic wave

propagation

The previous chapter showed that tidal trapping is driven by a phase difference between tidal velocities,
typically caused by differences in the geometry of the main and side channels. Accurately modelling
the process of tidal trapping requires a method to determine the propagation of the tide into a system
of channels with different geometries. This can be achieved by modelling the tide as a harmonic wave,
propagating in a network of prismatic channels. In addition, as the goal is to gain insight into the impact
of the geometry on the phase difference, we choose to use an analytical model. As an analytical model
can give additional information about the underlying processes.

This chapter describes the derivation of the formulas needed to represent the tide in a multi-branch
system. The method originates from Lorentz (1926) and here the derivation by Battjes and Labeur
(2017) is followed. Section 3.1 describes the derivation of the two most important equations of the
analytical model, which are the mass balance and momentum balance. In section 3.2, the solution for
harmonic wave propagation is derived and written in a complex matrix notation. Section 3.3 treats how
this method can be implemented in a network. At last, a few non-linear effects are discussed in section
3.4.

3.1. Equations of motion
This section describes the derivation of the basic equations, which will be used for discharge and water
level calculations inside channels. First, the mass balance is derived, followed by the momentum
balance.

3.1.1. Mass balance
Consider a control volume of water with a length∆x and a cross-section containing the entire wet area,
see figure 3.1. Due to the free surface of a natural water system, the pressure variation is limited,
meaning there is not enough pressure to create density variations. So, the water inside this control
volume can be considered incompressible. This reduces the mass balance to a volume balance and
is called the continuity equation.

10



3.1. Equations of motion 11

Figure 3.1: Longitudinal transect of an open channel

A volume of water passing a cross-section in a certain time is defined as the discharge (Q) or the volume
flux. The net increase in the volume of the control volume in a short time interval∆t is as follows:

(Q1 −Q2)∆t = −∆Q∆t (3.1)

Suppose that the inflow Q1 is larger than the outflow Q2. The difference between the two is stored
in the control volume. This results in a control volume increase by ∆V , which can be expressed in a
change in cross-sectional area and length: ∆V = ∆A ·∆x. Equating the storage to the net inflow and
taking the limit for ∆t → 0 and ∆x → 0 results in:

∂A

∂t
+

∂Q

∂x
= 0 (3.2)

The storage results in a rise of the free surface by ∆η. So, the change in the cross-sectional area can
be rewritten in terms of the increase in the free surface and the width of the free surface, resulting in
∆A = ∆η ·B. Thus, equation 3.2 can be written as follows:

B
∂η

∂t
+

∂Q

∂x
= 0 (3.3)

3.1.2. Momentum balance
The momentum balance is derived from the Euler equations, which are for an ideal (inviscid) fluid of
constant density. Next, vertical accelerations are neglected, as the piezometric head is considered
uniform over the vertical for long waves. Furthermore, the forcing is considered uniform in the cross-
section, as lateral variations in the free surface can be neglected due to the small net effect on the
large-scale streamwise motion. In the end, only the streamwise component x remains. To turn this
into a one-dimensional model, the values must be averaged over the cross-section. As the forcing is
uniform and resistance is neglected for now, the Euler equation in a streamwise direction can also be
applied to cross-sectionally averaged flow velocities U .

DU

Dt
=

∂U

∂t
+ U

∂U

∂x
= −g

∂η

∂x
(3.4)

For the Euler equation, the resistance was neglected, but wall shear stress is important. The resistance
force per unit length Fr depends on the averaged shear stress τ along the wet perimeter and the wet
perimeter Pw itself. The shear stress can be rewritten as a function of the velocity U , the density ρ and
the friction coefficient cf .

Fr = τPw = ρcf |U |UPw (3.5)
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This can be rewritten as a resistance per unit mass by dividing by ρAc, with Ac being the conveyance
cross-section, which is part of the cross-section that is responsible for transport.

Fr

ρAc
=

ρcf |U |UPw

ρAc
= cf

|U |U
R

(3.6)

Where R is the hydraulic radius of the channel. The resistance per unit mass can be subtracted from
the left-hand side of equation 3.4.

DU

Dt
=

∂U

∂t
+ U

∂U

∂x
= −g

∂η

∂x
− cf

|U |U
R

⇒ ∂U

∂t
+ U

∂U

∂x
+ g

∂η

∂x
+ cf

|U |U
R

= 0

(3.7)

Multiplying equation 3.7 by Ac and equation 3.2 by U and adding these two together results in the
momentum balance.

Ac
∂U

∂t
+Q

∂U

∂x
+ gAc

∂η

∂x
+ cf

Ac|U |U
R

= 0

U
∂A

∂t
+ U

∂Q

∂x
= 0

 ∂Q

∂t
+

∂

∂x

(
Q2

Ac

)
+ gAc

∂η

∂x
+ cf

|Q|Q
AcR

= 0 (3.8)

3.1.3. Summary
The continuity equation and the momentum balance together are also called the one-dimensional
shallow-water equations. They form the basis for computations of one-dimensional long-wave phe-
nomena.

B
∂η

∂t︸ ︷︷ ︸
mass
storage

+
∂Q

∂x︸︷︷︸
discharge
gradient

= 0 (3.9)

∂Q

∂t︸︷︷︸
local

acceleration

+
∂

∂x

(
Q2

Ac

)
︸ ︷︷ ︸

advective
acceleration

+ gAc
∂η

∂x︸ ︷︷ ︸
pressure
gradient

+ cf
|Q|Q
AcR︸ ︷︷ ︸

resistance

= 0 (3.10)

3.2. Analytical solution for harmonic wave propagation
This section aims to derive an analytical solution for a harmonic wave based on the continuity equation
and the momentum balance. First, the continuity equation and the momentum balance are combined
to create the wave equation. Next, a general solution for the water level is derived. Followed by the
general solution for the discharge. Then, the water level and the discharge at the channel’s beginning
are related to those at the other end. The resulting equations can be combined and joined with two
boundary conditions to solve the unknown water level and discharge at the ends of the channel. Next,
this is extended to multiple channels in a network. Finally, non-linear effects are discussed to better
understand the limitations of this analytical solution.

3.2.1. The wave equation
The tide entering an estuary can be modelled analytically based on the previously explained mass
and momentum balance. For low periodic long waves, like a tide, it is valid to use linear approxima-
tions. Thus, the advection of momentum can be neglected and the quadratic resistance term can be
linearized.

Lorentz (1926) derived a linearization of the resistance. His formulation made it only dependent on Q
and a friction coefficient κ, which has the dimension of s−1. The linearization focused on the energy loss
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during a tidal cycle. The resulting energy loss should be the same as in the nonlinearized variant. This,
however, introduced an accepted error in the time variation. The result of Lorentz was as follows:

cf
|Q|Q
AcR

≈ κQ with κ =
8

3π
cf

Q̂

AcR
(3.11)

Where Q̂ is the discharge amplitude. This value is often unknown beforehand but can be derived from
the results. So, to find the final value of Q̂ iterations are required. According to Lorentz (1926), a large
change in the amplitude only results in a small change in the final result.

Combining the results of the equations 3.10 and 3.11, gives the following result:

∂Q

∂t
+ gAc

∂η

∂x
+ κQ = 0 (3.12)

The discharge Q can be eliminated from the equation by differentiating equation 3.9 with respect to t
and equation 3.12 with respect to x and subtracting themomentum balance from the continuity equation.
According to the assumption of long low waves, the variation of the free surface will be neglected for the
parameters Ac and B, thus they do not vary with time. Furthermore, using prismatic channels means
that the cross-section Ac does not change in the streamwise direction.

∂B

∂t
= 0 and ∂Ac

∂t
= 0 and ∂Ac

∂x
= 0 (3.13)

∂

∂t

(
B
∂η

∂t
+

∂Q

∂x

)
= 0 ⇒ B

∂2η

∂t2
+

∂2Q

∂x∂t
= 0

∂

∂x

(
∂Q

∂t
+ gAc

∂η

∂x
+ κQ

)
= 0 ⇒ ∂2Q

∂t∂x
+ gAc

∂2η

∂x2
+ κ

∂Q

∂x
= 0

B
∂2η

∂t2
− gAc

∂2η

∂x2
− κ

∂Q

∂x
= 0 (3.14)

Next, the resistance term can be rewritten in terms of ∂η
∂t , by again using the mass balance (equation

3.9). Furthermore, by dividing all terms with B, the parameters in front of the second term can be
expressed in terms of the long-wave speed.

∂Q

∂x
= −B

∂η

∂t
and c0 =

√
gAc

B
(3.15)

This results in the one-dimensional wave equation as stated in equation 3.16. This is known as the
wave equation and is an important equation for describing waves.

∂2η

∂t2
− c0

2 ∂
2η

∂x2
+ κ

∂η

∂t
= 0 (3.16)

3.2.2. The general solution for the water level
The solution to the wave equation is in the form:

η(x, t) = R
(
η̃(x)eiωt

)
(3.17)

Where ω is the tidal radian frequency and η̃ is the complex amplitude of the water level. Next, this is
substituted into equation 3.16 and divided by the time factor eiωt.

d2η̃

dx2
+

ω2 − iωκ

c02
η̃ = 0 (3.18)
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The ratio of resistance to inertia or the relative resistance is dimensionless and defined as follows:

σ ≡ κ

ω
=

8

3π
cf

Q̂

ωAcR
(3.19)

Substituting κ = σω and k0 =
ω

c0
, which is the wave number in the absence of resistance, results in

the following equation.

dη̃2

dx2
+ k20 (1− iσ) η̃ = 0 (3.20)

This is an ordinary differential equation and has a solution in the form of an exponential function and is
substituted into equation 3.20.

η̃(x) = eP ·x ⇒ P 2 + k20 (1− iσ) = 0 (3.21)

This equation has two opposite, complex roots P1 and P2 = −P1, denoted as p and −p and this results
in the general solution for η̃(x).

η̃(x) = C+e−px + C−epx = η̃+(x) + η̃−(x) with p = ik0
√
1− iσ (3.22)

It represents two waves travelling in opposite directions when the time factor eiωt is included. The two
complex integration constants are C− and C+. Both contain information about the amplitude and the
phase of the wave. The values of the integration constants are determined by the boundary condi-
tions.

3.2.3. The general solution for the discharge
The discharge also has an expected solution in the form of equation 3.17, but then depending on the
discharge. Together with the general solution of η̃(x), this can be substituted into the continuity equation
(equation 3.9). In the end, this results in a general solution for the complex discharge Q̃.

Q̃(x) =
iωB

p

(
C+e−px − C−epx

)
(3.23)

3.2.4. Complex amplitudes at the end of a prismatic channel
The relationships between the surface elevation and the discharge on one end of the channel will be
expressed in terms of those at the other end. The starting point is equation 3.22 and 3.23. The factor
iωB
p is temporarily removed from the general solution of the discharge by introducing a new complex

variable Z̃, with the dimension of a length.

Z̃(x) ≡ p

iωB
Q̃(x) = C+e−px − C−epx (3.24)

For x = 0, the general solutions simplify to:

η̃(0) = η̃0 = C+ + C− and Z̃(0) = Z̃0 = C+ − C− (3.25)

This makes it possible to express the integration constants in terms of η̃0 and Z̃0.

C+ =
η̃0 + Z̃0

2
and C− =

η̃0 − Z̃0

2
(3.26)
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Knowing the integration constants, it is possible to express the values of η̃(x) and Z̃(x) at x = l.
However, as no specific boundary conditions are imposed here, this relation applies to any pair of
cross-sections of a prismatic channel. Thus, l could also be replaced by x, indicating an arbitrary
location.

η̃(l) = η̃l = C+ · e−pl + C− · epl = η̃0 + Z̃0

2
· e−pl +

η̃0 − Z̃0

2
· epl (3.27)

Z̃(l) = Z̃l = C+ · e−pl − C− · epl = η̃0 + Z̃0

2
· e−pl − η̃0 − Z̃0

2
· epl (3.28)

Next, it can be rewritten in terms of hyperbolic functions and the resulting equations are also known as
the four-pole equations.

η̃l = η̃0 · cosh pl − Z̃0 · sinh pl (3.29)

Z̃l = −η̃0 · sinh pl + Z̃0 · cosh pl (3.30)

These two equations have four unknowns, two water levels (η̃0, η̃l) and two variables related to the
discharge (Z̃0, Z̃l). The variable p is known, given an initial estimate of Q̂. These equations can be
solved in combination with two boundary conditions.

3.2.5. Solution in matrix form
As stated in the previous section, two boundary conditions are needed to solve the four-pole equations.
The first is at the sea side of the channel and is the forcing of the water level due to the tide. The second
boundary condition is often based on the discharge at the end of the channel, at x = l. A special case
is a semi-closed basin with no discharge at the end. However, here the most general situation is solved,
so Z̃l ̸= 0.

The four-pole equations can be rewritten in terms of the unknown variables η̃l and Z̃0. First, the formu-
lation of η̃0 is rewritten, and it will express η̃0 as a function of the two unknowns.

η̃l = η̃0 · cosh pl − Z̃0 · sinh pl ⇒ η̃0 =
η̃l + Z̃0 · sinh pl

cosh pl
= η̃l ·

1

cosh pl
+ Z̃0 · tanh pl (3.31)

Next, the formulation of η̃0 can be used in equation 3.30 to express Z̃l in terms of the unknowns.

Z̃l = −η̃0 · sinh pl + Z̃0 · cosh pl = −
(
η̃l ·

1

cosh pl
+ Z̃0 · tanh pl

)
· sinh pl + Z̃0 · cosh pl

= −η̃l ·
sinh pl
cosh pl

− Z̃0 ·
sinh2 pl
cosh pl

+ Z̃0 ·
cosh2 pl
cosh pl

=
−η̃l · sinh pl + Z̃0

(
cosh2 pl − sinh2 pl

)
cosh pl

= −η̃l · tanh pl + Z̃0 ·
1

cosh pl

(3.32)

Combining equation 3.31 and 3.32 and rewriting it in matrix form, gives a formulation in the form of
Ax⃗ = b⃗. These linear equations can be solved as all the unknowns are stated in the vector x⃗.


1

cosh pl
tanh pl

− tanh pl 1

cosh pl


 η̃l

Z̃0

 =

η̃0
Z̃l

 (3.33)
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The results of η̃l and Z̃0 are most likely complex numbers containing information about the amplitude
and the phase. This requires the results to be translated into real values. For the discharge, it is
necessary to first convert Z̃0 back to Q̃0 by using the reverse of equation 3.24.


1

cosh pl
p

iωB
· tanh pl

− iωB

p
· tanh pl 1

cosh pl


 η̃l

Q̃0

 =

 η̃0
Q̃l

 (3.34)

Next, the modulus of η̃l and Q̃0 are used to get the amplitude of the water level and discharge, respec-
tively. Along with the argument, to determine the phase of both variables.

The boundary condition η̃0 is given by the tide and in the form A · cos( 2πT ), where A and T are the
amplitude and period of the tide, respectively. Q̃l is the (complex) amplitude of the discharge. It is
important to note that this is the amplitude of a periodic discharge, as the time dependency eiωt is not
yet included. Furthermore, p can be calculated as it is based on system values.

3.3. Network of channels
The above formulas have been derived for a singular channel. It is also possible to connect multiple
channels in series. For example, a long channel can be split into several adjacent sections to deal
with changing geometry in a simplified manner. It is also possible for the channels to form a network
structure so larger areas can be studied. To solve such a network, each channel junction, also called
a note, requires the correct transition conditions.

The unknowns in the system are the complex amplitudes of the surface elevation and the discharge
at the nodes. So for each section, there are four unknowns, two on both ends, as was the case in
a single channel. Looking at a node in a network, this means that a node has two unknowns per
connected section, so 2N unknowns for N sections. Each section or channel has two equations for
the propagation in the channel as derived in the above sections. Thus, each node has one equation
per connected section, meaning N equations per node.

Type Unknowns Equations Boundary conditions Transition conditions
Single section channel 4 2 2 0
Double section channel 8 4 2 2
Junction 12 6 3 3

Table 3.1: Required boundary and transition conditions for different network types

All internal nodes have two extra equations. First, the sum of the discharges towards the node is zero,
assuming there is no storage at the node. Secondly, the water levels at the node should be equal for all
N sections connected to the node. Furthermore, external nodes require boundary conditions as is the
case for a single channel. In the end, this means there are as many independent equations as there
are unknowns, meaning that the problem is well-posed and the solution is unique.
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Figure 3.2: Two channel sections with three nodes and accompanying boundary and transition conditions

3.4. Non-linear effects
All non-linear effects are neglected in the above-mentioned method. This means all higher harmonics
of the tide are ignored. These non-linear effects increase as the ratio of wave height to water depth
increases. So, higher harmonics of for example the M2-tide, like the M4 and M6 are also called shallow-
water tides. The shallow-water tides can become more important as the tide travels further landwards
into the estuary.

The same problem arises with the inclusion of a constant river discharge. The combination of freshwater
discharge and tidal forcing causes an increase in the linear and non-linear effects of the friction (Jay,
1991).

Part of this limitation can be overcome by changing the friction linearization in the model. The lineariza-
tion of Lorentz is designed for a single harmonic wave with no additional river discharge. Mazure (1937)
showed that the result of Lorentz could also be obtained by a harmonic analysis. This analysis is also
applicable in case there is an additional freshwater discharge (Mazure, 1937). The discharge is split
into two parts: Qf and Qt, a constant discharge and a tidally varying discharge, respectively. Mazure
found the following constants for κf and κt (Dronkers et al., 1959):

κf =


cf
AcR

(
1.27Q̂t + 0.23

Q2
f

Q̂t

)
if Qf ≤ Q̂t

cf
AcR

(
Qf + 0.5

Q̂2
t

Qf

)
if Qf > Q̂t

(3.35)

κt =


cf
AcR

(
8

3π
Q̂t + 1.15

Q2
f

Q̂t

)
if Qf ≤ Q̂t

cf
AcR

(2 ·Qf ) if Qf > Q̂t

(3.36)

Where Q̂t is the tidal amplitude and Qf is the freshwater discharge. A comparison between the friction
formulation of Lorentz and Mazure is given in figure 3.3. It shows equal results in case of no freshwater
discharge, and significantly improved results for additional freshwater discharge.
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Figure 3.3: Comparison linearization quadratic velocity. (a) Linearization of single harmonic (b) Linearization of single
harmonic with constant freshwater discharge Qf = 1

3
Q̂t (c) Comparison relative error in energy loss across a tidal cycle

3.5. Conclusion
In this chapter, the propagation of the tide is described with the wave equation, derived from the mass
and momentum balance. The tide is considered to be a low, periodic, long wave, which makes it valid
to use linear approximations. This neglects the advection term and linearizes the quadratic friction. In
addition, a prismatic geometry is used, which means there is only a conveyance cross-section. For use
in a multi-branch system, a combination of transition and boundary conditions is required to derive a
unique solution. Adding boundary conditions such as a constant river discharge in combination with the
tide, requires a different linearization of the friction. The linearization of Lorentz (1926) is derived for a
single constituent of the tide, while the linearization of Mazure (1937) includes the interaction between
tide and river discharge.



Part II

A single junction network in an
analytical model
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4
Development analytical model for

tidal propagation

The previous chapters 2 and 3, showed the importance of the phase difference for tidal trapping and
the derivation of the hydrodynamic formulations needed to model the tide in a multi-branch system. In
this chapter, the previous derivation is used to develop an analytical model with which the impact of the
geometry on the phase difference can be investigated. This chapter first describes the steps to develop
the model and what variables are investigated in section 4.1. This is followed by the development of
the model in section 4.2.

4.1. Methodology analytical model
To investigate how the geometry of the side channel influences the flow characteristics and the velocity
phase difference between the main and side channels, a one-dimensional analytical model is devel-
oped. The analytical model is based on the formulations by Lorentz (1926). He used this model to
determine the impact of the Zuiderzee closure. The formulations are derived from the continuity equa-
tion and the momentum balance and can be solved for each channel section in combination with 2
boundary or transition conditions.

The analytical model is a simplification of reality, with the following properties:

Strengths

• Low computational cost
• Uses prismatic geometry (L, B, d) of side
channel

• Uses prismatic geometry (L, B, d) of main
channel

• Linearized friction
• Multiple types of boundary conditions

– Constant river discharge
– Basic tidal forcing

• Complex networks possible with junctions
and loops

Limitations

• Higher order harmonics of the tide cannot be
included in a single calculation

• Energy losses at cross-section transitions
are neglected

• Salinity is not included, thus no density-
driven flows

• Complex three-dimensional flows are not
modelled

• Complex geometry in the side and main
channel is not possible

• The friction is linearized

First, an analytical model is made for a prismatic semi-closed channel, as can be seen in figure 4.1a.
The boundary conditions are given by a zero discharge at the closed end and a tidally forced water
level at the open end.
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The model is extended to include multiple channel sections in series. The original semi-closed channel
is split into 2 sections, see figure 4.1b. By keeping all remaining variables equal, the result should be
identical to the original semi-closed channel and the implementation of the transition conditions can be
verified.

Figure 4.1: Schematization of the analytical models

Next, the model is extended to include junctions. A second semi-closed channel section is added to the
split semi-closed channel, forming a second branch. This forms a single junction network (SJN).

The last extension to the analytical model is to include multiple channel sections forming a loop. This
addition makes it possible to model the Rhine Meuse Delta in a simplified manner.

Multiple simulations will be run for the SJN model, to derive a generic insight into the impact of the
geometry. For each model run a different parameter is varied. This includes the geometry of the side
and main channel and different boundary conditions. An overview of all varied parameters and their
tested range is given in the table below.

Variable Symbol Unit Condition or configuration
Length side channel L km 1 ≤ L ≤ 100

Depth side channel ds m 2 ≤ ds ≤ 10

Depth main channel dm m 5 ≤ dm ≤ 20

Width side channel Bs m 20 ≤ Bs ≤ 500

Width main channel Bm m 100 ≤ Bm ≤ 1200

Friction coefficient side channel cf,s m 0.001 ≤ cf,s ≤ 0.01

Friction coefficient main channel cf,m m 0.001 ≤ cf,m ≤ 0.01

Discharge side channel Qs m3/s −50 ≤ Qs ≤ 50

Discharge main channel Qm m3/s −900 ≤ Qm ≤ 0

Tidal amplitude Atide m 0 ≤ Atide ≤ 1

Table 4.1: Multiple test conditions and configurations for the analytical model of the SJN

4.2. Development analytical model
This section describes in further detail how the transition conditions are implemented at a junction.
Followed by the method on how to realize a constant discharge in combination with a tidal forcing.
Then the set-up of the matrices is shown and the model is validated.

4.2.1. Transition conditions junction
The transition conditions differ slightly between a junction of 3 channel sections and two connected
channel sections. The transition conditions for a junction are given below and rewritten, so all unknowns
are located right from the equal sign.
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ηa = ηb = ηc ⇒ ηa − ηb = 0 and ηb − ηc = 0 (4.1)

Qa = Qb +Qc ⇒ Qa −Qb −Qc = 0 (4.2)

For two connected channel sections, the transition conditions are as follows and also rewritten so all
unknowns are located right from the equal sign.

ηa = ηb ⇒ ηa − ηb = 0 (4.3)

Qa = Qb ⇒ Qa −Qb = 0 (4.4)

4.2.2. Constant discharge boundary condition
The combination of freshwater discharge and tide cannot be calculated directly in the model. The
analytical model calculates the propagation of a harmonic wave into a system of channels. Thus the
results and supplied boundary conditions are single harmonic waves as well. To get around this problem
the superposition principle can be used. It states that for a linear system, the net response is equal to
the sum of the individual waves.

As stated in section 3.2.1, the system can be approximated as linear, thus the superposition principle
can be applied. However, the friction formulation requires special attention. The total friction per chan-
nel section is calculated with the formulation of Mazure (1937) and depends both on the freshwater
discharge and the tidal amplitude. For most scenarios, the tidal discharge amplitude will be larger than
the freshwater discharge. So, the friction coefficient κ depends on the freshwater discharge and the
tidal amplitude. When the discharge signal is split into two components in the model, the same friction
coefficient should be used for both, see equation 4.5.

κQ = κ (Qf +Qt) = κQf + κQt with κ =
cf
AcR

(
8

3π
Q̂t + 1.15

Q2
f

Q̂t

)
(4.5)

The implementation of a constant boundary discharge requires approximating it as a single harmonic
wave. This can be achieved by increasing the period of the boundary condition, T → ∞. For relatively
short durations, like the period of the M2 tide, this method will create a constant discharge at the
boundary. Furthermore, the solution of the model has the shape of a cosine (equation 3.17), so no
additional phase is required.

4.2.3. Matrices set-up
All Four-pole equations, transition and boundary conditions are rewritten into matrix form. This is done
for a split semi-closed channel, see figure 4.1b. A single semi-closed channel requires only the four-
pole equations and two boundary conditions to solve the scenario. The addition of a second channel
section introduces four additional equations. The first two are the four-pole equations related to the
new channel section. The other two, are the transition conditions of the water level and the discharge
between the two channel sections. The ends of the first channel section are no longer the overall end
of the network and thus the righthand side of the four-pole equation is moved in front of the equal sign
as it is no longer a boundary condition. This is indicated by red squares in the matrix.
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

f f 0 0 0 0

−f f 0 0 0 − 1

0 0 f f − 1 0

0 0 −f f 0 0

1 0 0 0 −1 0

0 0 0 1 0 −1





η̃1a

Q̃0

η̃2

Q̃1b

η̃1b

Q̃1a


=



η̃0

0

0

Q̃2

0

0



Four-pole equation

Four-pole equation

Four-pole equation

Four-pole equation

Water level transition condition

Discharge transition condition

(4.6)

Matrix for two channels in series. f indicates parts of the rewritten four-pole equations. The dashed lines indicate which part of
the matrix is related to a channel section. The red squares indicate the former righthand side of the rewritten four-pole

equations.

section a section b

The changes to the matrix caused by the creation of a junction and a loop can be seen in appendix A.
Additionally, the validation of the implementation is also shown in the same append A.

4.3. Conclusion
In this chapter we developed an analytical model to describe tidal propagation in a multi-branch network.
The developed analytical model has a low computational cost, includes a prismatic geometry, allows
basic tidal and constant river discharge boundary conditions and can be used to represent complex
networks with junctions and loops. The model is built up from a network of two channels in series to
a single junction network and finally to a network which includes loops. These steps add additional
segments to the matrix, which contains the equations, transition and boundary conditions. Each step
is tested and validated against a known reference scenario. These tests showed that all additions to
the matrix and there implementation in MATLAB are done correctly.



5
Impact of the geometry on the phase

difference in a single junction
network

Chapter 4 showed the set-up and validation of the analytical model for tidal propagation in a multi-
branch system. This chapter systematically investigates the impact of the geometry on the phase
difference, according to a single junction network created in the analytical model. This investigation
is done to better understand how the phase difference is impacted by a single geometric variable and
how the flow characteristics change. First, the configuration of the analytical model is explained in
section 5.1. This is followed by a description of the results of the impact of each variable on the phase
difference.

5.1. Configuration single junction network
A single junction network is created as a base scenario. The network is inspired by the Rhine Meuse
Delta and the location of the Hollandsche IJssel. The side channel is located 37 km inland from the sea
boundary. The main channel is continued for another 120 km, which is roughly the distance to Lobith.
These and other system parameters can be found in table 5.1.

Variable Value Unit
lm 157 km
Bm 800 m
dm 8.5 m
Ac,m 6800 m2

cf,m 0.005 -
Q̃l,m 0 m3/s
η̃0 0.8 m

Variable Value Unit
ls 20 km
Bs 150 m
ds 5 m
Ac,s 750 m2

cf,s 0.005 -
Q̃l,s 0 m3/s
ljunc 37 km

Table 5.1: System parameters of single junction network

The analytical model results are given for each node, with the node number as subscript. At a junc-
tion, the discharge has an additional letter in the subscript, as the results can vary with each section
connected to the junction. The sections are labelled in order of lowest node numbers to highest node
numbers.
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Figure 5.1: Network overview of the single junction analytical model.

The phase difference is defined as the difference in phase between the discharge from the side and
the main channel. The main channel section between nodes 0 and 1 is chosen, as this is where the
wave originates from, so θ = ϕQ1c

− ϕQ1a
. The phase difference of the side channel is the difference

in phase between the water level and the discharge of the side channel, thus θs = ϕη1
− ϕQ1c

. The
phase difference of the two main channel sections is the difference in phase between the water level
and the discharge of the main channel. Thus for section a: θm,a = ϕη1 − ϕQ1a and for section b:
θm,b = ϕη1 − ϕQ1b

.

The base scenario is used to determine the discharge at the nodes in the network. These results are
further split up into the amplitude and the phase. As can be seen in figures 5.2 and 5.3, the amplitude
of the discharge decreases in the main channel the further it travels into the network. Furthermore, a
small jump can be seen at the junction as the discharge is split between both channels.

The phase of the discharge increases in the main channel as it travels further into the network. It also
shows a small jump at the junction. The phase difference between the main and side channels is visible
by the large jump from the main channel phase to the side channel phase. At the boundaries, the phase
makes a significant jump due to the supplied boundary conditions. The complex discharge amplitude
is forced to be 0, so this affects the phase as well. In the side channel, the phase of the discharge
hardly changes along the length of the channel.

Figure 5.2: Discharge amplitudes across the base network
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Figure 5.3: Discharge phase across the base network

The phases of the water level and discharge in themain channel after the junction decrease significantly.
However, the phase of the water level decreases faster, which causes the phase difference between
these two to increase towards -90◦. Thus, the wave pattern in the main channel transforms from a
propagating wave at the junction towards a standing wave at the closed end.

Figure 5.4: Water level amplitudes across the base network

Figure 5.5: Water level phase across the base network
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5.2. Variables side channel
This section describes the impact of variations in side channel properties on the phase difference. The
properties will be treated in the following order: width, depth, length and friction coefficient.

Certain variables used in the formulation of the analytical model are used to understand the system’s
behaviour. These are the tidal discharge amplitude in a channel section Q̂i, the relative resistance
σi and the amplification factor η̂i/η̂1. The relative resistance shows how the effective friction changes
and when it dominates over the tidal forcing. The amplification factor is the ratio of the water level
amplitude at the end of a channel section to the water level amplitude at the junction and is an indication
of resonance.

The analytical model results are the sum of two wave systems, one travelling in the positive direction
and one in the negative direction, as described in section 3.2.2. The ratio between these wave systems
indicates if the wave system transforms to standing of propagating wave patterns.

5.2.1. Width
The impact of the width of the side channel on the phase difference is limited and shows a steady
decline with increasing width. Most interestingly the change in phase difference is caused by a change
in θm,a, see figure 5.6a.

Figure 5.6: Overview of changing parameters for variable width side channel. (a) Overview of variations in phase differences.
Including phase differences between water level and discharge for each branch at the junction and the phase difference

between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude, relative resistance
and amplification factor for the section between nodes 1 and 3.

The increase in width of the side channel also increases the discharge in the side channel, as can be
seen in figure 5.6b. The impact on the main channel is negligible as the changes in the discharge am-
plitude are around 1%. So, the tidal prism is hardly impacted, which can be explained by the relatively
small surface area of the side channel compared to the main channel. The maximum surface area of
the side channel is 10 · 106 m2, while the main channel has a surface area of 125.6 · 106 m2. So, the
increased discharge of the side channel causes a shift in the phase of the main channel as its discharge
becomes more significant and forces it towards the phase of the side channel.

The ratio between the wave systems in the side channel is only significantly impacted for small widths
(figure 5.7c). For a narrow channel, the width becomes as important as the depth in determining the
friction. Additionally, this shows that the width of a channel does not significantly impact the wave type
in a channel, which is as expected.
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Figure 5.7: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave systems
between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.2.2. Depth
The depth of the side channel only has a significant impact on the phase difference for small depths,
see figure 5.8a. The increase in depth causes a decrease in friction in the side channel (figure 5.8b).
This allows the formation of a standing wave pattern between the water level and the discharge of the
side channel as the phase difference of the side channel goes towards 90◦ (figure 5.8a).

Figure 5.8: Overview of changing parameters for variable depth side channel. (a) Overview of variations in phase differences.
Including phase differences between water level and discharge for each branch at the junction and the phase difference

between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude, relative resistance
and amplification factor for the section between nodes 1 and 3.

This is also visible in figure 5.9c, as the ratio of the wave systems increases towards 1 as the depth
increases. The discharge amplitudes in the main channel are not significantly impacted by the depth of
the side channel, as only a change of around 1% occurs. Additionally, the discharge of the side channel
is also hardly impacted, until the depth becomes very shallow and the friction becomes increasingly
more dominant, which decreases the discharge.
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Figure 5.9: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave systems
between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.2.3. Length
The length of the side channel shows the largest change in the phase difference, see figure 5.10a. The
increase in side channel length causes an increase in discharge in the side channel, see figure 5.10d.
However, the tidal prism entering the network does not change significantly as can be seen by the
discharge amplitude in the main channel in figures 5.10b and c. Additionally, the increase in surface
area of the side channel is relatively small, as it increases from an initial area of 3 · 106 m2 to 15 · 106
m2, while the main channel has a surface area of 125.6 · 106 m2.

At a side channel length of around 40 km, the water level starts to resonate, as can be seen by the
peak in the response factor of the side channel, see figure 5.10d. This matches with the theoretical
quarter wavelength of the tide. For shallow water waves at a depth of 5 m, the wavelength equals 313
km, see equation 5.1. A quarter wavelength is 78 km and the distance from the sea to the end of the
side channel is 37+ 40 = 77 km. However, the main channel has a larger depth, which would increase
the theoretical wavelength. In addition, the wavelength for which resonance occurs is smaller than
the estimated wavelength as the friction reduces the phase speed of the wave (Battjes and Labeur,
2017).

λ = c · T =
√
g · d · T =

√
9.81 · 5 · 44700 = 313060 m = 313 km (5.1)

The resonance has an impact on the phase difference of the main channel as well, as is visible in figure
5.10a by the valley in the phase difference θm,a. This is most likely caused by the larger return wave
of the water level, as can be concluded from the amplification factor in figure 5.10d. This forces the
phase difference θm,a in the channel section between nodes 0 and 1 to become more like the side
channel.

The increase in side channel length allows the friction to work along a larger distance, which will de-
crease the amplitude of the wave system, transforming the solution from a standing wave towards a
propagating wave (figure 5.11c).
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Figure 5.10: Overview of changing parameters for variable length side channel. (a) Overview of variations in phase
differences. Including phase differences between water level and discharge for each branch at the junction and the phase

difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude, relative
resistance and amplification factor for the section between nodes 0 and 1. (c) Overview of variations in discharge amplitude,
relative resistance and amplification factor for the section between nodes 1 and 2. (d) Overview of variations in discharge

amplitude, relative resistance and amplification factor for the section between nodes 1 and 3.

Figure 5.11: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.
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5.2.4. Friction coefficient
The friction coefficient for the side channel is tested for a range between 0.001 and 0.01. This equates
roughly to a Chezy friction coefficient of 100 and 30 m1/2/s. Overall the change in friction resulted in
hardly any change in the phase difference for this initial network as visible in figure 5.12a.

Figure 5.12: Overview of changing parameters for variable friction coefficient of the side channel. (a) Overview of variations in
phase differences. Including phase differences between water level and discharge for each branch at the junction and the
phase difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude,

relative resistance and amplification factor for the section between nodes 1 and 3.

The increase in friction (figure 5.12b) dampens the outgoing and returning waves in the side channel.
This reduces the contribution of the returning wave toward the total solution (figure 5.13c), so it trans-
forms into a propagating wave. However, the amplitude of the discharge in all channels changes by
less than 1%, so the friction coefficient has no significant impact on the rest of the system.

Figure 5.13: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.3. Variables main channel
This section describes the impact of variations in main channel geometry on the phase difference. The
properties will be treated in the following order: width, depth and friction coefficient. The length is not
investigated for the main channel, as in reality, this is the connection to the remainder of the delta and
does not change.
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5.3.1. Width
The main channel width has only a noticeable impact on the main channel before the junction. The
phase difference increases as the main channel becomes wider, see figure 5.14a. The discharge in
the entire main channel increases linearly with the increase in width (figure 5.14b), as the tidal prism
increases. The width has a significant impact on the tidal prism as it increases the surface area of the
main channel from 15.7 · 106 m2 to 188.4 · 106 m2.

When the width of the main channel increases, the impact of the side channel becomes smaller. So,
for smaller widths of the main channel, the phase difference between the discharges is forced towards
the phase difference of the side channel, which reduces the phase difference.

Figure 5.14: Overview of changing parameters for variable width main channel. (a) Overview of variations in phase
differences. Including phase differences between water level and discharge for each branch at the junction and the phase

difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude, relative
resistance, and amplification factor for the section between nodes 0 and 1.

The width of the main channel is shown to have little impact on the ratio of the wave systems in the main
channel after the junction, see figure 5.15b. So, the propagating wave in the main channel remains
propagating. The limited change in relative resistance is due to a balance between the increase in
amplitude and the decrease in friction as the width increases. Additionally, the shift of the main channel
before the junction towards the side channel is visible in figure 5.15a.

Figure 5.15: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.
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5.3.2. Depth
The impact of the depth of the main channel is more significant for the phase difference. The increase
in depth leads to an increase in the discharge in the main and side channels. In the main channel,
the relative resistance decreases (figure 5.16b), thus the change in depth is more important than the
change in discharge amplitude. Figure 5.16a shows that the increase in depth for a shallow channel
results in an increase in the phase difference. However, as the amplification factor becomes larger than
1 in the main channel after the junction (figure 5.16c), the phase difference starts to decrease again as
is visible in figure 5.16a.

Figure 5.16: Overview of changing parameters for variable depth main channel. (a) Overview of variations in phase
differences. Including phase differences between water level and discharge for each branch at the junction and the phase

difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude, relative
resistance and amplification factor for the section between nodes 0 and 1. (c) Overview of variations in discharge amplitude,
relative resistance and amplification factor for the section between nodes 1 and 2. (d) Overview of variations in discharge

amplitude, relative resistance and amplification factor for the section between nodes 1 and 3.

Around a depth of 17 m resonance occurs in the main channel, as can be seen in the amplification
factor of the main channel after the junction (figure 5.16c). This matches with the theoretical quarter
wavelength. For shallow water waves, the wavelength is 577 km, see equation 5.2. Calculating the
ratio of channel length to wavelength gives Lm/λ = 0.27. This is very close to a quarter wavelength for
which resonance is expected. The difference between the two values can be attributed to the friction,
which reduces the wave speed.

λ = c · T =
√
g · d · T =

√
9.81 · 17 · 44700 = 577253 m = 577 km (5.2)

The impact of the decrease in friction which was mentioned previously, is also visible in the ratio of the
wave systems. Both sides of the main channel transform in the direction of a standing wave pattern as
the depth increases, see figures 5.17a and b.
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Figure 5.17: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.3.3. Friction coefficient
The phase difference decreases as the phase differences θm,a and θm,b decrease for larger friction
values (figure 5.18a). An increase in the friction coefficient results in a decrease in the discharge in the
main channel, as can be seen in figures 5.18b and c. A higher relative resistance makes it harder for
the tide to enter the system, decreasing the discharge.

Furthermore, a lower friction coefficient increases the importance of the return wave and allows for a
standing wave pattern in the main channel after the junction (figure 5.19b). The greater return wave
also increases the return wave in the main channel before the junction (figure 5.19a), making the total
solution more like a standing wave.



5.3. Variables main channel 35

Figure 5.18: Overview of changing parameters for variable friction coefficient of the main channel. (a) Overview of variations in
phase differences. Including phase differences between water level and discharge for each branch at the junction and the
phase difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude,
relative resistance and amplification factor for the section between nodes 0 and 1. (c) Overview of variations in discharge
amplitude, relative resistance and amplification factor for the section between nodes 1 and 2. (d) Overview of variations in

discharge amplitude, relative resistance and amplification factor for the section between nodes 1 and 3.

Figure 5.19: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.
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5.4. Variables boundary conditions
This section describes the impact of variations in the boundary conditions on the phase difference. The
boundary conditions will be treated in the following order: tidal amplitude, discharge at the end of the
main channel and discharge at the end of the side channel.

5.4.1. Tidal amplitude
The change in the amplitude of the tide at the boundary is a representation of the spring-neap cycle of
the tide. This process has a significant impact on the phase difference, see figure 5.20a. The increase
in amplitude increases the tidal prism and thus the discharge in the main and side channels, as shown
in figures 5.20b, c and d.

The phase difference in the main channel θm,a and θm,b are not approaching zero as these are at the
junction and not at a channel end.

Figure 5.20: Overview of changing parameters for variable water level amplitude at the seaside boundary. (a) Overview of
variations in phase differences. Including phase differences between water level and discharge for each branch at the junction

and the phase difference between the discharges at the main and side channels. (b) Overview of variations in discharge
amplitude, relative resistance and amplification factor for the section between nodes 0 and 1. (c) Overview of variations in
discharge amplitude, relative resistance and amplification factor for the section between nodes 1 and 2. (d) Overview of
variations in discharge amplitude, relative resistance and amplification factor for the section between nodes 1 and 3.

The previously mentioned increased discharge amplitude causes an increase in friction and transforms
the wave more towards propagation. In the ratio of the wave systems, this is visible as a decreased
ratio for larger tidal amplitudes, see figure 5.21.
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Figure 5.21: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.4.2. Discharge main channel
The positive direction of the system is defined from low number nodes to higher number nodes. Thus
an increasingly negative discharge increases the discharge entering the system at the boundary. Fur-
thermore, in the figures related to the discharge amplitude in a section, only the impact on the tidal
discharge is shown.

Figure 5.22a shows an increasing discharge reduces the phase difference. The tidal amplitude in the
main channel decreases as a larger discharge enters the system, see figure 5.22b. The additional
discharge increases the friction in the main channel and works against the tide trying to enter the
system.

Figure 5.22: Overview of changing parameters for variable discharge at the end of the main channel. (a) Overview of
variations in phase differences. Including phase differences between water level and discharge for each branch at the junction

and the phase difference between the discharges at the main and side channels. (b) Overview of variations in discharge
amplitude, relative resistance and amplification factor for the section between nodes 1 and 2.

The ratio of the wave systems reduces as the discharge in the main channel increases, see figures
5.23a and b. This can be explained by the increase in relative resistance as the discharge increases.
The outgoing wave is more damped and thus the returning wave is also reduced in amplitude.
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Figure 5.23: Ratio of the two underlying wave systems (a) Ratio wave systems between nodes 0 and 1. (b) Ratio wave
systems between nodes 1 and 2. (c) Ratio wave systems between nodes 1 and 3.

5.4.3. Discharge side channel
The impact of the discharge at the end of the side channel on the phase difference is very limited, as
shown in figure 5.24a. This is mainly related to the size of the discharge compared to the tidal discharge.
The side channel boundary is tested for both extraction and insertion. As parameters like friction are
not dependent on the direction of the flow the results are mirrored at the zero discharge line, see figure
5.24b.

Figure 5.24: Overview of changing parameters for variable discharge at the end of the side channel. (a) Overview of variations
in phase differences. Including phase differences between water level and discharge for each branch at the junction and the
phase difference between the discharges at the main and side channels. (b) Overview of variations in discharge amplitude,

relative resistance and amplification factor for the section between nodes 1 and 3.

5.5. Impact variable combinations
The impact of the main channel variables has hardly any impact on the phase difference in the side
channel, thus a combination between a main channel and a side channel variable does not change
the pattern of the phase difference. Figure 5.25 shows that the most interesting cases are the side
channel’s length combined with the side channel’s friction coefficient or depth. It becomes clear that
the impact of the width of the side channel is very small (figure 5.25a). The lines of the phase difference
almost overlap for different initial widths of the side channel.



5.5. Impact variable combinations 39

Figure 5.25: Combinations of side channel parameters and their combined impact on the phase differences. (a) Impact of side
channel length in combination with multiple side channel widths. (b) Impact of side channel length in combination with multiple

side channel depths. (c) Impact of side channel length in combination with multiple side channel friction coefficients.

With increasing depth, the phase difference remains greater as the friction is decreased and the stand-
ing wave pattern can exist in longer channels. This is visible in the phase difference of the side chan-
nel, which remains around 90◦ for larger lengths, see figure 5.25b. However, for very long lengths,
the phase difference becomes smaller compared to shallower depths. The change in shape can be
explained by the occurrence of resonance. The wavelength in a shallow channel of 3 m is 242 km. So,
at a quarter wavelength of around 60 km resonance occurs and in figure 5.25b the extreme value is
located around this length.

λ = c · T =
√
g · d · T =

√
9.81 · 3 · 44700 = 242495 m = 242 km (5.3)

The opposite pattern is visible for the friction coefficient of the side channel, as an increased friction
coefficient increases the friction (figure 5.25c). Figure 5.25b further shows that the impact of the depth
can be much more significant depending on the side channel length. This makes the depth and friction
coefficient a more significant variable compared to the width, which is expected.

The length, depth and friction coefficient are important for the type of wave that can exist in a semi-
closed channel. They have a large impact on the relative resistance and thus on the formation of
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standing or propagating waves.

The impact of a variable on the phase difference is strongly dependent on the initial geometry. Thus,
the length of the main channel also determines the impact of the other geometry properties of the main
channel. So, adaptations to these variables impact the change in the phase difference and thus the
effectiveness of the measure.

5.6. Conclusion
The phase difference of the M2 tide is investigated in a single junction network. The impact of the
following variables is investigated, for the side channel: width, depth, length and friction coefficient, for
the main channel: width, depth and friction coefficient and for the boundary conditions: tidal amplitude,
discharge main channel and discharge side channel.

For the side channel, an increase in width results in an increased discharge amplitude in the side
channel. So, the impact of the side channel becomes larger compared to the main channel after the
junction, forcing the phase difference towards the current phase difference of the side channel. An
increase in depth lowers the friction in the side channel, which transforms the wave in the channel from
propagating to standing. It transforms to a standing wave pattern as the wave system is damped less.
This process causes an increase in the phase difference. An increase in length causes a decrease in
phase difference, as the wave transforms from standing towards propagating. The wave system in the
side channel experiences friction along a larger distance, transforming the wave pattern. In addition,
the side channel length determines if resonance can occur and the length is the variable with the largest
impact on the phase difference. An increase in the friction coefficient transforms the wave from standing
to propagating, which reduces the phase difference.

For the main channel an increase in width results in an increase in tidal prism. So, for smaller widths,
the side channel becomesmore significant. This forces the phase difference of the main channel before
the junction towards the phase of the side channel, which decreases the phase difference as the width
becomes smaller. An increase in depth results in a decrease in friction. This decreases the phase
difference as the wave system in the main channel transforms to standing. This initial main channel
length, combined with a depth of around 17 m also allows resonance to occur. An increase in friction
coefficient causes an increase in friction transforming the wave from standing towards propagating,
which decreases the phase difference.

For the boundary conditions, an increase in tidal amplitude causes an increase in tidal prism. This
causes an increase in friction and transforms the wave system in the channels towards propagating,
which decreases the phase difference. Both the side and main channel river discharge impact the
friction and a larger river discharge increases friction and reduces the phase difference.

Quantitative results have been obtained for all the variables and can be found in this chapter. The
actual impact of each variable depends on the initial geometry of the system. Larger changes in the
phase difference are expected when changes in the geometry allow for resonance to occur.



Part III

A multi-branch system: The Rhine
Meuse Delta
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6
Background information RMD

The previous chapter described the general behaviour of the phase difference for a change in the
geometry or boundary condition. This chapter shifts the focus to the Rhine Meuse Delta and gives
background information regarding forcing conditions, and salt intrusion mechanisms in the Hollandsche
IJssel. Furthermore, it presents how a phase difference currently impacts the Rhine Meuse Delta.
Section 6.1 presents the discharge distribution in the RMD network for different boundary conditions.
Followed by a description of the processes that cause the salinization of the Hollandsche IJssel and
the current measures in section 6.2.

6.1. Tides and discharges in the Rhine Meuse Delta
The Rhine Meuse Delta can be seen as a network of channels. The discharges in these channels
change significantly depending on the season and weather conditions. Figure 6.1 shows the discharges
for multiple river discharges in the RMD.

During high river discharges the transport of water to the Noordzee is well split between the Nieuwe
Waterweg and the Haringvliet. Furthermore, the discharge in the Lek increases significantly and causes
an increase in discharge through the Nieuwe Maas towards the Nieuwe Waterweg.

During low river discharges, almost all transport to the Noordzee is handled by the Nieuwe Waterweg.
The discharge in the Lek reduces to approximately 0m3/s and themain route is via the NieuweMerwede
and the Oude Maas towards the Nieuwe Waterweg. So, the discharge through the Nieuwe Maas is
reduced significantly.

A storm surge causes a large inland transport of water in the Nieuwe Waterweg. This continues mostly
through the Oude Maas and the Haringvliet. However, a significant part is also transported into the
Nieuwe Maas towards the Lek. As the discharge in the Lek is limited the landward transport can con-
tinue via the Noord towards the Haringvliet. So, storm surges play an important role in the salinization
of the Rhine Meuse Delta as salt water is transported landward.
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Figure 6.1: For each section the discharge [m3/s] is shown in bold and the tidal volume [m3] in italics. The width of the section
is proportional to the discharge and the darkness of the section to the tidal volume. The arrows indicate the net flow direction.
(a) normal tidal conditions with average river discharge. (b) normal tidal conditions with high river discharge. (c) normal tidal

conditions with low river discharge. (d) Storm surge with normal river discharge. The values were extracted for two tidal cycles
from the SOBEK run for 2013. Figure retrieved from Cox et al. (2021)

6.2. Hollandsche IJssel
The Hollandsche IJssel is a closed side channel of the Nieuwe Maas. The channel is around 20 km
long and starts at Gouda and ends at Krimpen aan den IJssel, where it flows into the Nieuwe Maas. At
Gouda, the channel is closed off by the pumping station Pijnacker Hordijk and the locks Julianasluis and
Waaiersluis. A small side channel in the Hollandsche IJssel is located just before joining the Nieuwe
Maas. This side channel, called the Sliksloot, also connects the Hollandsche IJssel with the Nieuwe
Maas.

The discharge in the Hollandsche IJssel is the sum of the discharge originating from the regional system
surrounding Gouda and the discharges and withdrawals from the inlets along the Hollandsche IJssel.
Measurements taken between July and December 2018 show a range of net discharges between -30
m3/s and 50 m3/s, as is visible in figure 6.2.

The Hollandsche IJssel is important in the freshwater provision of the area surrounding Gouda. The
freshwater inlets along the Hollandsche IJssel should stay fresh, or these inlets cannot be used. This
is the main reason why the salinization of the Hollandsche IJssel is unwanted.

The withdrawal of water from these inlets can pull the salt further upstream in the Hollandsche IJssel.
During a negative netto discharge or withdrawal of more than 15 m3/s, the Hollandsche IJssel can salin-
ize completely within days. A netto discharge of 0 – 1 m3/s requires 10-14 days before the Hollandsche
IJssel is fully salinized (Laan et al., 2021).

There are roughly two regimes regarding the salinization of the Hollandsche IJssel. The transport is
called advective when it happens with the cross-sectional averaged tidal velocity and dispersive when
it is caused by mixing processes like turbulence, wind, density currents, and variations over the width.
Near Krimpen aan den IJssel is the transport of salt dominated by tidal advection. In the case of no
withdrawal, the salt can only reach the upstream part of the Hollandsche IJssel by dispersive processes,
see figure 6.3. The regimes are determined by the distance the tide can travel from the mouth based
on the difference in high and low water levels.
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Figure 6.2: Discharges in the Hollandsche IJssel. Positive discharges are directed seaward and negative discharges mean
withdrawal. Figure retrieved from Van der Wijk et al. (2019)

Figure 6.3: Indication of the dominant salt transport mechanism in the Hollandsche IJssel. Red indicates tidal advective
transport, and pink indicates dispersive transport

As stated in the introduction Laan et al. (2021) showed that currently, a phase difference between the
Nieuwe Maas and Hollandsche IJssel limits the salt intrusion in the Hollandsche IJssel. This is because
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the phase of the Hollandsche IJssel leads the phase in the Nieuwe Maas. This means that towards the
end of the flood, the Hollandsche IJssel starts flowing back into the Nieuwe Maas. So, the highest salt
concentrations, which occur at the end of the flood, cannot enter the Nieuwe Maas. However, Laan
et al. (2021) found that there are two ways for the Hollandsche IJssel to salinize. The first is due to high
salt concentrations during ebb at Brienenoord. The second is due to the contribution of the Sliksloot.
Both are explained in the next two sections.

6.2.1. Nieuwe Maas dominated
This type of salt intrusion is related to the salt concentrations in the Nieuwe Maas during ebb tide. The
salt concentration in the Nieuwe Maas remains raised during ebb tide compared to the background
concentration. So, when the inflow into the Hollandsche IJssel starts with the flood tide, immediately
saltier water enters and thus higher salt concentrations are measured at Krimpen aan den IJssel.

This type of salinization of the Hollandsche IJssel results in much higher salt concentrations at Krimpen
aan den IJssel, compared to Sliksloot dominated. Nieuwe Maas dominated shows salt concentrations
above 1000 mg Cl/l, while Sliksloot-dominated salinization shows peaks up to 500 mg Cl/l.

6.2.2. Sliksloot dominated
The Sliksloot is a small channel connecting the Hollandsche IJssel with the Nieuwe Maas. This second
connection has its junction located more upstream in the Nieuwe Maas compared to the Hollandsche
IJssel’s main link. The impact of this little channel on salt intrusion in the Hollandsche IJssel is explained
with the schematization in figure 6.4.

Figure 6.4: Schemetization of salt intrusion in the Hollandsche IJssel. The numbers indicate different moments during two tidal
periods. The arrows indicate the flow direction, and the colour blue indicates the salt concentration (darker means saltier).

Figure retrieved from Laan et al. (2021)

The flood tide carries saltier water into the Nieuwe Maas, but it has not yet reached the entrance of the
Hollandsche IJssel (1). So, the water at Krimpen aan den IJssel stays fresh. The flood tide carries the
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saltier water further landward, and as the tide turns, it causes an outflow from the Hollansche IJssel
into the Nieuwe Maas. This prevents salt from intruding into the Hollandsche IJssel. The flow in the
Nieuwe Maas is however not yet reversed, so salt water travels further upstream (2). When the flow
in the Nieuwe Maas also reverses, some saltier water gets transported into the Sliksloot. At the same
time, the outflow of the Hollandsche causes a freshwater anomaly (3).

The second tidal inflow occurs, but now the water near Krimpen aan den IJssel shows increased salt
concentrations (4). As the saltier water in the Nieuwe Maas has not yet reached the junction with the
Hollandsche IJssel, the saltier water must originate from the Sliksloot, which was left behind during
situation 3. As the inflow continues, the salt water bubble travels further upstream in the Hollandsche
IJssel, and the water at Krimpen aan den IJssel becomes fresh again (5). The inflow duration is long
enough for saltier water from the Nieuwe Maas to enter the Hollandsche IJssel (6).

When the tide becomes ebb again, the saltier water flows back into the Nieuwe Maas and reduces the
salt concentrations at Krimpen aan den IJssel (7). Around halfway through the outflow, the concen-
tration of salt at Krimpen aan den IJssel becomes higher again as the salt bubble from the Sliksloot
passes again. However, due to dispersion, the salt concentration has decreased (8). Finally, the flood
tide starts again (9) and results in a similar pattern as in situation 1.

The impact of the Sliksloot was further researched in the RMM3D model, as shown in appendix B. In
the end, the impact of the Sliksloot was not found in the RMM3D model, while the raised ebb concen-
trations of the Nieuwe Maas were visible. So, this thesis will not further investigate the impact of the
Sliksloot.

6.2.3. Prevention salt intrusion Hollandsche IJssel
Rijkswaterstaat and multiple water authorities developed the Klimaatbestendige Wateraanvoer (KWA,
in English: climate-resilient water supply). The KWA is a program to transport fresh water to the West-
ern Netherlands in case the freshwater supply from the Rhine is limited due to drought. With the use of
the KWA, freshwater is transported to the Western Netherlands through a network of waterways, weirs
and pumping stations.

The KWA can also provide freshwater to counter salinization. Measures for the Hollandsche IJssel
include additional upstream water supply via the Waaiersluis and or the krimpenerwaard, see figure 6.5.
Both methods require the water of the Lek to be rerouted towards the Hollandsche IJssel (Werkgroep
Slim Watermanagement, Rijn-Maasmonding, 2021).

Figure 6.5: Freshwater supply Hollandsche IJssel. Qi and Qw show the main inflow and withdrawal locations to prevent
salinization of the upstream part of the Hollandsche IJssel. Figure retrieved from Werkgroep Slim Watermanagement,

Rijn-Maasmonding (2021)

How much water is needed depends on the required withdrawal in the Hollandsche IJssel and the
possibly required surplus. This surplus is used to flush the upstream region clear of salt water or to
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prevent dispersive processes from bringing salt water upstream. With a netto discharge of 1 – 5 m3/s,
the upstream area can slowly be replaced with fresh water (Laan et al., 2021).

6.3. Conclusion
Salinization of the Hollandsche IJssel is limited due to a phase difference between the Hollandsche
IJssel and the Nieuwe Maas. The discharge in the Hollandsche IJssel leads in phase compared to the
Nieuwe Maas, which causes the outflow of the Hollandsche IJssel to take place towards the end of the
flood in the Nieuwe Maas. At this time, the highest salt concentration occurs in the Nieuwe Maas which
cannot enter the Hollandsche IJssel.

However, the phase difference cannot prevent saltier water from entering the Hollandsche IJssel when
there are raised salt concentrations during ebb in the Nieuwe Maas. So, the salt concentration in the
Nieuwe Maas is already high and significantly increases the salinity in the Hollandsche IJssel. The ad-
ditional connection with the Sliksloot is expected to also contribute to the salinization of the Hollandsche
IJssel, however, this is not the most significant cause.



7
Phase differences in the Rhine Meuse

Delta

Chapter 6 shifted the focus to the Rhine Meuse Delta which remains the area of interest in this chapter.
In addition, it stated that the phase difference limits the salt intrusion in the Hollandsche IJssel. In this
chapter, the phase difference in the Rhine Meuse Delta is determined, based on the results from a
numerical model of the RMD (RMM3D). These results are compared to the single junction analytical
model, as used in chapter 5. So, we can determine if this model suffices or if a more detailed model
of the RMD is needed to research further optimization of the phase difference. First, in section 7.1 the
phase difference at the Hollandsche IJssel is determined. Next, the main tidal constituent regarding
tidal trapping is established in section 7.2. Finally, in section 7.3 the results from this chapter are
compared to the phase difference found in the single junction network of chapter 5.

7.1. Tidal phase difference
To investigate how tidal phase differences influence salt intrusion in the multi-branch Rhine Meuse
Delta, the results from a detailed numerical model are used (RMM3D). This model is validated based
on low discharge situations from 2011 and 2018 (Van der Kaaij and Chavarrias, 2020; Van der Kaaij et
al., 2022). The RMM3D model also includes detailed bathymetry. The boundary conditions are derived
from the Noordzeemodel 3D at the seaside (Zijl and Veenstra, 2018; Zijl et al., 2021) and measurement
data from DONAR at the riversides (Laan et al., 2023).

The validation run of the RMM3D model, based on data from 2018 is used to study the phase differ-
ence in velocities at the junction between the Hollandsche IJssel and the Nieuwe Maas. According to
Van der Kaaij et al. (2022), the RMM3D model reproduces the discharge measurements at multiple
junctions very well. Furthermore, it reproduces the salinization measurements in the main channels
correctly. Two important considerations with the RMM3D model for this study are the lack of model
quality of the salinization in the upstream part of the Hollandsche IJssel and the underestimation of
the salt concentrations at Krimpen aan den IJssel, with around 1 PSU. However, this research focuses
on the processes at the entrance of the Hollandsche IJssel and the pattern of the salinity, so these
considerations do not affect this analysis.

Two cross-sections are used to determine the phase difference. These are located in the Nieuwe
Maas at the Brienenoord and in the Hollandsche IJssel at Stormpolder, the locations are visible in
figure 7.1.
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Figure 7.1: Overview of cross-section locations near junction Nieuwe Maas and Hollandsche IJssel given in red.

The phase difference at a junction is resolved in two manners. The first method is based on the time
difference between the zero crossings in the Nieuwe Maas and the Hollandsche IJssel. The zero
crossings indicate when the flow reverses in the channels. The time between these moments of flow
reversal in the Hollandsche IJssel and the Nieuwe Maas is an indication of the phase difference.

The second method consists of a tidal analysis of the discharge signal at both locations. The tidal
analysis is done across a moving window of eight tidal cycles for the constituent set of a day. The tidal
analysis gives for each constituent the amplitude and the phase. The difference between the phase of
a single constituent at two locations gives a tidal phase difference. This tidal phase difference is directly
related to the forcing of the system and this is the variable which is investigated.

The amplitude of each constituent determines if the constituent is significant. The significant con-
stituents can be restored into a single velocity signal. This single velocity signal is created with the
formula in equation 7.1. This allows a reproduced signal to be compared to the original and determine
if the representation is adequate.

v(t) = A0 +

N∑
n=1

An · sin(ωnt− ϕn) (7.1)

Where A0 is the offset, n is the constituent, N is the total number of constituents, An is the amplitude of
constituent n, ωn is the angular velocity of constituent n, t is the time and θn is the phase of constituent
n.

The results of the tidal analysis are presented as constituents with the notation Di instead of the better-
known Mi. The distinction is made as the Di is not a real tidal constituent, but a moving average of the
Mi constituent.

7.1.1. Phase difference Hollandsche IJssel
The discharge through the cross-section is taken from the previously mentioned locations near the
junction of the Hollandsche IJssel. These discharges are converted to a cross-sectionally averaged
velocity by dividing it by its cross-sectional area. The tidal analysis is applied to these cross-sectionally
averaged velocity signals. The amplitudes in figure 7.2 show the most significant components from the
tidal analysis.
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Figure 7.2: Amplitudes of the most significant constituents at Brienenoord in the Nieuwe Maas (NM) and the entrance of the
Hollandsche IJssel (HIJ). (a) The offset of the velocity signal, due to river discharge and set-up. (b) The amplitude of D2. (c)

The amplitude of D4. (d) The amplitude of D6

The constituents D2, D4, D6 and the offset A0 are combined into a new velocity signal, using equation
7.1. Comparing this to the original velocity signal shows a good reproduction of the signal, see figure
7.3. The reproduced signal only struggles with reproducing the extreme values. In the end, these three
constituents are used for determining the phase differences.

Figure 7.3: Original cross-sectionally averaged velocity compared to the reproduced signal with constituents A0, D2, D4 and
D6. (a) Velocity at the mouth of the Hollandsche IJssel (b) Velocity at Brienenoord in the Nieuwe Maas

The tidal phase differences for each component are compared to the time difference between flow
reversals of the original velocity signal. However, determining the moments of flow reversal in the
Hollandsche IJssel is more complex. The velocity shows a second peak during a tidal cycle and this
second peak does not always cross the zero line, see figure 7.3. However, if the second peak does
not cross the zero line, the most significant part of the outflow is not yet started at the zero crossing
and thus the second peak is chosen as the moment of flow reversal. For the remaining cases, the zero
crossing after the second peak is chosen.

Figure 7.4 shows that the tidal phase difference of a single constituent does not fully represent the
time difference between the moments of flow reversal at the Hollandsche IJssel and the Nieuwe Maas,
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which was found to be around 75 minutes. However, the time difference between flow reversals of the
reproduced signal is adequate. Along with the knowledge that these three constituents are the most
significant based on their amplitude, this research can be limited to the constituents A0, D2, D4 and
D6.

The discrepancy between the original and replicated time differences can be attributed to the occur-
rence of a second peak during a tidal period at the Hollandsche IJssel. As the extremes are not as
accurately reproduced, the second peak may not always cross the zero line at the same moment as
the original velocity signal. This changes the determined moment of flow reversal and thus the time
differences.

Figure 7.4: Comparison between the tidal phase differences and the time differences derived from the zero crossings of the
original velocity signal. (a) Phase differences for D2. (b) Phase differences for D4. (c) Phase differences for D6. (d) Time

difference determined by zero crossings for original velocity signal and reproduced velocity signal

7.2. Determination significant constituents
The impact of the phase difference on salt intrusion can be estimated with the dispersion coefficient from
MacVean and Stacey (2011) and is repeated in equation 7.2. It shows the dependency on the hydrody-
namics with three variables: the velocity amplitude in the main channel, the tidal radian frequency and
the phase difference. To determine the most significant constituent the ratio velocity amplitude squared
to tidal radian frequency is compared for D2, D4 and D6.

Ktrap,A =
ϵÛ2

m

ω

[
sinα cosα

(
3 cosα+ 32 sinα

12π

)]
(7.2)

The velocity amplitudes are characterized by the most frequently occurring velocity amplitudes. The
histograms are given in figure 7.5 and show a velocity amplitude of 0.60 m/s for D2, 0.23 m/s for D4
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and 0.051 m/s for D6.

Figure 7.5: Histograms of velocity amplitude in the Nieuwe Maas at Brienenoord. (a) Histogram of velocity amplitude D2. (b)
Histogram of velocity amplitude D4. (c) Histogram of velocity amplitude D6

The resulting ratios of velocity amplitude squared to tidal radian frequency are shown in table 7.1 and
show the most significant constituent is M2. Thus, it is acceptable for this research to focus on the
impact of geometry on the M2 phase difference.

Constituent Velocity amplitude [m/s] Tidal period [s] ratio U2

ω [m2/s]
M2 0.60 44700 2561.12
M4 0.23 22350 188.17
M6 0.051 14900 6.17

Table 7.1: Comparison significance tidal constituent on dispersion coefficient by MacVean and Stacey (2011)

7.3. Comparison to results single junction network
The previous section showed the most significant tidal constituent for tidal trapping is M2. Chapter
5 investigated the impact of the geometry on the phase difference driven by the M2 tide. Thus the
single junction analytical model results are about the most significant tidal constituent. However, the
phase difference found in this simple model does not come close to the phase differences found in the
RMM3D model. The phase difference found in the RMM3D model for the M2 constituent is 55◦, while
in the single junction network, it is 84◦. Thus, in the following chapter, an analytical model is created
which closer represents the RMD.

7.4. Conclusion
A tidal analysis with a moving window of eight tidal cycles is used to determine the phase and amplitude
of the main tidal constituents M2, M4 and M6. However, as they are determined in a moving window,
they are notated as D2, D4 and D6. Additionally, this shows the variations in the amplitude and phase
across time. These three constituents combined can represent the time difference between the zero
crossings of the Hollandsche IJssel and the Nieuwe Maas adequately. This time difference describes
the variation between moments of flow reversal in the Hollandsche IJssel and Nieuwe Maas. The
phase of one tidal constituent cannot single-handedly represent this time difference. However, a main
tidal constituent regarding tidal trapping is determined with the dispersion coefficient of MacVean and
Stacey (2011), which shows that the main tidal constituent is M2.

The found phase difference of 55◦ in the RMM3D model does not match with the results of the single
junction analytical model, which resulted in a phase difference of 84◦. Thus, a more detailed network
representing the RMD is needed for further use of the analytical model in the RhineMeuseDelta.
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Analytical model of the Rhine Meuse

Delta

Chapter 7 showed that the phase difference of the analytical model does not match with the results from
the RMM3D model. This chapter enhances the analytical model with a more detailed network to better
represent the Rhine Meuse Delta. The configuration of the model is stated in section 8.1, followed
by a validation of the model in section 8.2. Next in section 8.3, all variations are again investigated
in the RMD version of the analytical model and compared to the single junction network from chapter
5. Finally in section 8.4, the connection is made between the analytical model of the RMD and the
RMM3D model, which compares known variations in the system.

8.1. Configuration analytical model RMD
A new configuration is created to represent the Rhine Meuse Delta more closely. The lengths and
depths of each channel section are retrieved from the RMM3D model. The widths and friction coeffi-
cients are retrieved from the SOBEK model of the Rhine Meuse Delta. Figure 8.1 gives an overview
of the nodes and sections. The properties of each node and section can be found in appendix C and
the boundary conditions are given in table 8.1. The black nodes in the current configuration can serve
one of the following purposes. An additional node is added to allow for a geometric change in a long
channel, or a node is added to get a realistic channel length and lastly, additional nodes are added as
currently the code cannot handle multiple junctions after each other.

Figure 8.1: Network overview analytical model RMD. The yellow arrows indicate the positive direction
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Boundary condition M2 Value Unit
η̂0 0.87 m
Q̂8 0 m3/s
Q̂16 0 m3/s
Q̂26 0 m3/s
Q̂28 0 m3/s

Boundary condition Qf Value Unit
η̂0 0 m
Q̂8 0 m3/s
Q̂16 0 m3/s
Q̂26 −734 m3/s
Q̂28 0 m3/s

Table 8.1: Boundary conditions the analytical model of RMD network. The left table shows boundary conditions for the M2 tide
and the right table the river discharge

8.2. Validation analytical model RMD
The analytical model is validated for the water level amplitudes and discharges. The water levels in the
analytical model cannot be compared directly to the water levels in the RMM3D model. This is partly
due to the analytical model only using a single constituent as water level forcing. Furthermore, the
analytical model does not take bed slopes into account. Thus, this increases the water level upstream
with respect to the reference level is not taken into account. However, it is possible to compare the
amplitudes at the end of the Hollandsche IJssel and Lek with the RMM3D model.

This requires representative values for the forcing at the two boundaries. These are determined by
the most occurring value across the drought period, which starts around the beginning of July 2018.
Discharge and water level histograms are given in figure 8.2. The peak in the histogram is chosen as
the representative value and is based on the mean of one or two bins.

The amount of bins is determined with Sturge’s rule (Scott, 2011). This computes the number of bins
from the number of data points, the formula is shown in equation 8.1. The boundary conditions for
the analytical model become, according to figure 8.2, a discharge of 734 m3/s at the Waal and a tidal
amplitude of 0.87 m for the M2 tide.

nbins = 1 + ⌈log2 (ndata)⌉ = 1 + ⌈log2 (18169)⌉ = 16 (8.1)

Figure 8.2: Histograms of discharge and water level. (a) Histogram of total river discharge in RMD (Waal, Lek and Meuse). (b)
Histogram of water level amplitude D2.

The comparison between the analytical model and the data analysis of the RMM3D model is done for
two locations, the end of the Hollandsche IJssel and the end of the Lek. The comparison in water level
amplitudes for a given tidal amplitude is shown in table 8.2. The method of determining the water level
amplitudes from the RMM3D results is shown in appendix D. The water level amplitudes of the M2 tide
in the analytical model match the RMM3D results well.
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Location Tidal component
and amplitude [m]

Water level amplitude
RMM3D [m]

Water level amplitude
analytical model [m]

End of the
Hollandsche IJssel M2 0.87 0.720 0.757

End of the Lek M2 0.87 0.680 0.643

Table 8.2: Comparison of the water level amplitudes between the RMM3D results and the analytical model of the RMD for
multiple constituents at the end of the Hollandsche IJssel and the Lek

This scenario is further verified with the discharge distribution derived from SOBEK with low river dis-
charges, see figure 6.1. The results of the analytical model can be seen in figure 8.3. The results of
SOBEK are in combination with normal tidal conditions, so the analytical model is also run in combina-
tion with a 0.87 m M2 tide. The discharges match the results of SOBEK well, except for the south side
of the Rhine Meuse Delta. This difference is ascribed to missing boundary conditions: the Meuse dis-
charge and the sinks at the Haringvliet Sluices and the Volkerak. These boundary conditions withdraw
water from the south, which lowers the water level. This is compensated by an increased discharge
to the south side and lowers the discharges in the north of the RMD. This would align with the results
from SOBEK as the discharge in the north of the RMD is slightly too large.

Figure 8.3: River discharge distribution in the analytical model. Red values show results from the analytical model and black
values show the difference between the analytical model and the SOBEK results

8.3. Comparison analytical model SJN and RMD
Changes in the geometry of the side channel and the forcing are also investigated in the analytical
model of the RMD and compared to the results of the single junction network. Most important the overall
shape of the graphs did not change, see appendix E. Thus, the processes responsible for the change
in the phase differences can be explained with the SJN analytical model. Additionally, a more accurate
prediction of the change in phase difference can be made with a more detailed configuration.

Most variations to the geometry are done across multiple channel sections with changing geometries.
However, the absolute difference between channel sections does not change across all variations. A
special case is the length of the channel, where the change in cross-section remains at the same cur-
rently defined channel length. So, for shorter channel lengths no change in cross-section occurs.

The RMD scenario mainly showed that the current configuration of the Hollandsche IJssel is challenging
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to improve. All initial values are located in parts of the curves which require a great change to the
geometry for a small change in the phase difference, see appendix E. This can be explained by the
phase difference between the water level and the discharge of the Hollandsche IJssel, which is already
close to 90◦. So, to get a significant increase in the phase difference, a large change in the geometry
is needed.

In addition to the Hollandsche IJssel, the impact of the geometric variables is also investigated for
the Lek. These results are shown in appendix F. Most results showed similar patterns for the phase
difference. These results also show that the current geometry of the Lek requires smaller changes to
the geometry for significant changes to the phase difference. This is because the phase difference
between the water level and discharge in the Lek is not close to 90◦.

8.4. Comparison analytical model RMD and RMM3D
The results of the analytical model are compared to the results of the RMM3D model. The impact on
the phase difference due to the length of the side channel can be compared to two side channels in the
Rhine Meuse Delta, namely the Hollandsche IJssel and the Lek. Furthermore, the impact of the spring
neap cycle can be compared to a change in amplitude at the boundary of the analytical model. Laan
et al. (2023) showed in their report the impact of a change in depth for two scenarios. Firstly, a uniform
lowering of 1 m in the Nieuwe Waterweg and the Nieuwe Maas. Secondly, a uniform lowering of 1 m
in the Lek.

8.4.1. Length of side channel
The length of two semi-closed side channels, the Hollandsche IJssel and the Lek are used to compare
the analytical model results. The Hollandsche IJssel is a short side channel of 20 km and the Lek is
around double the length at 42 km.

Figure 8.4: Phases discharge in RMD network

The resulting phase differences for the Hollandsche IJssel and the Lek are given in the equation be-
low.

θHIJ = ϕQ4c
− ϕQ4a

= 56.82−−8.39 = 65.21◦

θLEK = ϕQ6b
− ϕQ6a

= 23.15−−18.91 = 42.06◦
(8.2)

These results are compared to the data analysis from the RMM3D model. For each junction, two
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locations are chosen and subjected to a tidal analysis with a moving window of eight tidal cycles. This
gives, for each location, the amplitude and phase of the D2 constituent, which can be compared to the
analytical model.

The phase difference plotted against the amplitude of the D2 tide by Hoek van Holland shows some
spread in the results. So, a linear fit through the data is made to get to a single value. Given the ampli-
tude of 0.87 m, the phase difference at the Hollandsche IJssel is 55.34◦ and at the Lek 31.33◦.

Figure 8.5: Phase differences in RMM3D model in combination with the amplitude of D2 at Hoek van Holland. (a) Phase
difference at the Hollandsche IJssel (b) Phase difference at the Lek

8.4.2. Depth of the main channel in front of the junction
Laan et al. (2023) researched the effect of a bed level lowering in the Nieuwe Maas and Nieuwe Wa-
terweg. The bed level lowering was uniformly applied to the section between the connection of the
Maasgeul at Hoek van Holland and the Erasmusbrug. The Erasmusbrug is located around 6 km in
front of the junction with the Hollandsche IJssel. In the analytical model, this corresponds to the sec-
tions between nodes 0 and 3. For each section, the depth was lowered by 1 m.

Figure 8.6: Impact uniformly lowering bed level by 1 m in the Nieuwe Waterweg and Nieuwe Maas

As can be seen in figure 8.6, the impact of the bed level lowering is very limited at these larger water
depths. The change in phase difference is a decrease of 0.17◦. For a M2-tide this results in a change
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in phase difference of 0.35 minutes. This is in line with the results from Laan et al. (2023), where they
found a decrease in phase difference of less than a minute in general.

8.4.3. Depth of Lek
Laan et al. (2023) also researched the impact of a bed level lowering in the Lek on the phase difference
at the Hollandsche IJssel. The bed level lowering was uniformly applied across the entire Lek till
Hagestein. In the analytical model, this corresponds to the sections between nodes 6 and 8.

Figure 8.7: Impact uniformly lowering bed level by 1 m in the Lek

Figure 8.7 shows a more significant change in phase difference. The decrease in phase difference is
2.18◦ or 4.51 minutes for the M2-tide. This is lower, compared to Laan et al. (2023) which found a
decrease of roughly 10 minutes, but still the same order of magnitude.

8.4.4. Spring and neap tide
Laan et al. (2023) already showed the impact of spring and neap tide, where the phase difference
increases by around 5 minutes during neap tide compared to the spring tide. The representation of
spring and neap tide in the analytical model is limited. Only a change to the amplitude can be made.
The amplitude of the M2 tide in the RMM3D model varies between 0.6 and 0.9 m. As can be seen in
figure 8.8, when the amplitude changes from 0.6 to 0.9 m, the phase differences decrease by 2.71◦ or
5.61 minutes. Thus, this variation is also in the same order of magnitude.



8.5. Conclusion 59

Figure 8.8: Impact water level amplitude tide on phase difference

8.5. Conclusion
The Rhine Meuse Delta is modelled in the analytical model to represent the phase difference at the
Hollandsche IJssel. The model is validated for water levels at two locations, the end of the Holland-
sche IJssel and the end of the Lek. In addition, the river discharges are validated against a SOBEK
simulation. This showed that the analytical model of the RMD can adequately represent the main tidal
constituent.

The variations in geometry and forcing in the analytical model of the RMD resulted in the same patterns
for the phase difference as were found in chapter 5. Additionally, these results showed that the current
geometry of the Hollandsche IJssel is hard to further improve regarding the phase difference, as the
current phase difference between the water level and discharge of the Hollandsche IJssel is close to
90◦. The current geometry of the Lek was found to have a phase difference between the water level
and discharge which is further removed from 90◦, meaning significant changes to the phase difference
can be obtained with limited geometric adaptations.

The phase difference in the analytical model of the RMDhas a value of 65◦ at the Hollandsche IJssel and
42◦ at the Lek. Given the simplifications made, the analytical model matches the RMM3D adequately,
where the phase differences are 55◦ at the Hollandsche IJssel and 31◦ at the Lek. Variations in the
depth and spring neap cycle are compared between the RMM3D model and the analytical model of the
RMD. The results show that the analytical model can represent the order of magnitude and the sign of
the change in phase difference well.



9
Analysis of minimization salt

intrusion

Chapter 8 demonstrated that the analytical model of the Rhine Meuse Delta is capable of predicting
the order of magnitude and the sign of the change in phase difference for a given change in geometry.
In addition, chapter 8 showed the limited possibilities to further alter the Hollandsche IJssel and the
possibilities at the junction with the Lek. In this chapter, the analytical model of the RMD is further used
to modify the phase difference to minimize salt intrusion in the Hollandsche IJssel and the Lek.

9.1. Alterations phase differences
The optimal phase difference between the main and side channels is hard to determine. The most
optimal time to start inflow in the side channel is when the salinity in the main channel has dropped back
to background levels. This would extend the period during which freshwater flows into the Hollandsche
IJssel and further limit the flow of saltwater into the Hollandsche IJssel. Thus, it is expected that a
larger phase difference is required to minimize salt intrusion in the side channel.

The previous chapter mentioned that the phase difference at the Hollandsche IJssel is hard to adjust
significantly, given the current configuration. So, to increase the phase difference by 5◦ or 10 minutes,
only one variable can be modified. This is the length of the Hollandsche IJssel, and halving its length
would increase the phase difference by 5.29◦ or 10.94 minutes, see figure 9.1.

Figure 9.1: Impact length on phase difference at the Hollandsche IJssel in analytical model RMD

It was found that the phase difference at the Lek is easier to improve by modifying the geometry. This
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is the most visible in the channel length and depth, as the current geometry is located in the region
where a small change in the geometry alters the phase difference significantly, see figure 9.2. The
required changes in geometry for an increase in phase difference of 10 and 20 minutes are shown in
table 9.1.

Figure 9.2: Impact geometric variables on phase difference at the Hollandsche IJssel in analytical model RMD. (a) Impact of
the length of the Lek (b) Impact of the depth of the Lek

Variable Value Unit ∆ value Unit
∆ phase difference
[ ◦ ] [min]

Length
42 km 0 km 0 0
38 km -4 km +5.12 +10.60
34 km -8 km +10.32 +21.36

Depth
5.5 m 0 m 0 0
6.35 m +0.85 m +5.13 +10.62
7.45 m +1.95 m +10.02 +20.74

Table 9.1: Required changes to length and depth for an increase in phase difference of 10 and 20 minutes

An increase in the depth of the Lek has been investigated before by Laan et al. (2023). They showed
that a uniform increase in the depth of the Lek by 1 m results in a slight increase in salinization down-
stream of the Lek. Additionally, it substantially increases the salinization of the Lek itself. Both are
caused by an increase in tidal intrusion. However, the impact downstream is smaller as the Lek mainly
forms a connection to the upstream rivers and it has a limited impact on the downstream system (Laan
et al., 2023).

9.2. Impact on salt flux in Hollandsche IJssel
Currently, the inflow of the Hollandsche IJssel starts approximately in the middle of two salinity peaks
in the Nieuwe Maas, see figure 9.3. A small part of the peak in salinity in the Nieuwe Maas still enters
the Hollandsche IJssel. However as this is at the end of the inflow period, the higher concentrations
remain near the mouth of the Hollandsche IJssel. The figure further shows that an increase in phase
difference should result in an earlier inflow moment for the Hollandsche IJssel and thus it should lower
the salt concentration in the Hollandsche IJssel.
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Figure 9.3: Moments of inflow for the Hollandsche IJssel compared to salinity in Nieuwe Maas. The arrow indicates the
direction of the shift for the discharge signal of the Hollandsche IJssel for an increased phase difference. Results are retrieved

from the RMM3D model

To quantify the impact of an increased phase difference, a first estimate of the impact on the salt flux
entering the Hollandsche IJssel is made. The salt flux is defined as the salinity in the NieuweMaas times
the discharge entering the Hollandsche IJssel, thus Fs = SNM ·QHIJ . This first estimate assumes that
the change in geometry only causes a shift in the discharge signal of the Hollandsche IJssel. Figure
9.4 shows that an increase of the phase difference by 10 minutes results in a decrease of the inward
salt flux of up to 25% on average.

Figure 9.4: Inward salt flux at the Hollandsche IJssel for the current situation and an increased phase difference of 10 minutes

The impact of the change in phase difference on the Nieuwe Maas is estimated with the dispersion
coefficient of MacVean and Stacey (2011). For this first estimate, it is assumed only the phase difference
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is impacted. So, only the term fθ is of importance, as stated in equation 9.1. The result of a 10-
minute shift in the phase difference is shown in figure 9.5, and it results in a decrease in the dispersion
coefficient of 4%.

Ktrap,A =
ϵÛ2

m

ω
· fθ with fθ = sinα cosα

(
3 cosα+ 32 sinα

12π

)
(9.1)

Figure 9.5: Impact of the phase difference on the tidal trapping dispersion coefficient by MacVean and Stacey (2011) at the
Hollandsche IJssel

9.3. Impact on salt flux in Lek
The salinity of the Nieuwe Maas at the junction with the Lek is more complex as a second, smaller
peak is visible behind the main peak, see figure 9.7. The valley between the two peaks is caused
by an earlier outflow of fresher water from the Lek itself, while the flow in the Noord is not yet fully
reversed, see figure 9.6. This makes the first estimate of the impact on salt intrusion in the Lek more
complex.

Figure 9.6: Mean salinity in the Nieuwe Maas at 07-08-2018 01:00. Arrows show flow velocity magnitude and direction. The
red circle indicates the junction between the Nieuwe Maas, Lek and Noord. Results are retrieved from the RMM3D model

The second peak originating from the Noord reduces the time that the salinity is at the background
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concentration. An increase in phase difference can still further minimize salt intrusion as the moment
of inflow is not yet at the end of the second peak. In addition, the salinity in the Lek will not immediately
increase to the concentration in the Nieuwe Maas.

Figure 9.7: Moments of inflow for the Lek compared to salinity in Nieuwe Maas. The arrow indicates the direction of the shift
for the discharge signal of the Lek for an increased phase difference. Results are retrieved from the RMM3D model

The same first estimate of salt flux is made for the Lek, as was done with the Hollandsche IJssel.
However, as more possible solutions are available, an additional scenario with an increased phase
difference of 20 minutes is added. Figure 9.8 shows a decrease of up to 15% and 20% for the inward
salt flux, for an increase in 10 and 20 minutes in phase difference, respectively.
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Figure 9.8: Inward salt flux at the Lek for the current situation and an increased phase difference of 10 and 20 minutes

The impact of the increased phase difference on the NieuweMaas is calculated based on the dispersion
coefficient of MacVean and Stacey (2011). The results are visible in figure 9.9 and show a relative
increase in the dispersion coefficient of 19% and 35%, for a phase difference increase of 10 and 20
minutes respectively. So, an increase in phase difference reduces the salt intrusion in the Lek but will
increase salt intrusion in the Nieuwe Maas and Noord.

Figure 9.9: Impact of the phase difference on the tidal trapping dispersion coefficient by MacVean and Stacey (2011) at the Lek
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9.4. Conclusion
Based on the current salt concentrations in the Nieuwe Maas and the in and outflow patterns of the
Hollandsche IJssel and the Lek, an increase in phase difference is expected to result in a decrease in
salt intrusion in the side channels. A comparison is made between the Hollandsche IJssel and the Lek,
by determining the required change in geometry for a 10-minute increase in the phase difference. For
the Hollandsche IJssel, a decrease in length of 10 km can cause an increased phase difference of 10
minutes. The impact of the increased phase difference is quantified by a first estimate of the change
in salt flux, by solely shifting the discharge signal. This increase in phase difference would result in
a reduction of the salt flux into the Hollandsche IJssel of up to 25% on average. A first estimate of
the impact on the Nieuwe Maas is made with the dispersion coefficient of MacVean and Stacey (2011).
This showed a decrease in the dispersion coefficient of 4% for a 10-minute increase in the phase
difference.

The phase difference at the Lek can be improved to minimize salt intrusion with multiple geometric
changes and can be increased by 10 or 20 minutes. The length needs to be decreased by 4 km or the
depth needs to be increased by 0.85 m to reach an increased phase difference of 10 minutes, resulting
in a decreased salt flux of up to 15% on average. A decrease of 8 km in length or an increase of 1.95
m in depth results in an increased phase difference by 20 minutes and a reduction in the inward salt
flux of up to 20% on average. A first estimate is made based on the dispersion coefficient of MacVean
and Stacey (2011), which shows that an increased phase difference of 10 and 20 minutes increases
the dispersion coefficient by 19% and 35%, respectively.
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10
Discussion

In this chapter, we reflect on the methods used and their limitations. In addition, we evaluate the
meaning and the implications of the results. This discussion is further split into three sections: the
analytical model, phase differences in the Rhine Meuse Delta and the first estimate of salt intrusion.
The aforementioned aspects will be evaluated for each section.

10.1. Analytical model
We systematically investigated the impact of the geometry of the side channel on the flow characteristics
and the velocity phase difference between the main and side channels. This is done with an analytical
model, which describes the propagation of a harmonic wave in a single junction network of prismatic
channels.

For this research, an analytical model was chosen as the objective is to acquire additional insights
into the processes at play. The analytical model provides additional information about the outgoing
and returning waves, which collectively construct the total solution. This model is first used to find
general patterns for each variable in a simplified model containing a single junction. The analytical
model has a low computational cost, which allows for multiple variables across a large range to be
investigated.

First, the abilities and limitations of the analytical model are discussed. The analytical model is a
simplified representation of reality, and the impact of these simplifications will be discussed in the fol-
lowing paragraphs. The model neglects certain aspects such as advective acceleration, nonlinear
friction, complex geometry and floodplains. However, the analytical model showed it can represent
the main tidal constituent well, as the main flow is adequately represented within these simplifications.
Higher tidal constituents are not as well represented in the analytical model. A comparison between
the RMM3D model and the analytical model is made with the same method as described in chapter 8.2.
The results in table 10.1 show that especially for the Lek the higher harmonics are not well represented.
The differences can be ascribed to the generation of higher tidal constituents within the network through
advection and quadratic friction (Bosboom and Stive, 2021).

Location Tidal component
and amplitude [m]

Water level amplitude
RMM3D [m]

Water level amplitude
analytical model [m]

End of the
Hollandsche IJssel

M4 0.27 0.311 0.282
M6 0.057 0.100 0.183

End of the Lek
M4 0.27 0.156 0.297
M6 0.057 0.041 0.130

Table 10.1: Comparison of the water level amplitudes between the RMM3D results and the analytical model of the RMD for
multiple constituents at the end of the Hollandsche IJssel and the Lek
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The bottom slope in a multi-branch system is not implemented in the analytical model. The impact
of the bottom slope becomes more significant the further the research area is located upstream. The
bottom slope of the Rhine in the Netherlands varies from 0.11 m/km at Lobith to 0 m/km at the North Sea
(Frings et al., 2019). The bed slope in a river causes the formation of backwater curves, with variations
in the depth along the channel. This reduces the depth and increases friction, which prevents the tide
from reaching as far inland as without a bed slope (Deleersnijder et al., 2019). So, the impact of the
bottom slope in the analytical model is expected to have a similar sign as the variations to the friction
coefficient in the main channel. Thus, the phase difference would be reduced and brings the results
from the analytical model closer to the RMM3D results. It is however not expected that the bed slope
is solely responsible for the 10◦ difference between the analytical and RMM3D model, as this would
require a significant increase in effective friction.

The analytical model is validated against river discharge distributions within the Rhine Meuse Delta.
Additionally, the water level amplitudes at the end of the Lek and Hollandsche IJssel are compared to
the RMM3D model, as these two branches form the main area of interest. Although the results are
slightly different for this analytical model, an adequate match was found for both the discharge and the
water level amplitude of the main tidal constituent. This provides confidence that the model captures
the most important processes and that it can be used for a better understanding of the processes at
play and determining the dominant factors affecting the phase difference. Comparison to the RMM3D
results showed that the analytical model can predict the order of magnitude and the correct sign of the
change in phase difference caused by changes to the geometry.

The agreement between the analytical model and the RMM3D results can be improved by adjusting the
number of sections in the network and their initial values. Currently, a representative main value for the
width is used, but these values were not available for the depth and friction. So, these variables can be
improved to better represent the friction and conveyance cross-sectional area in the prismatic channels.
Additionally, more channel sections allow for a better representation of the change in cross-section
along the channel. However, this model was not made to represent the RMM3D data as accurately as
possible, but rather to acquire insight into the impact of geometry changes on the phase difference. So,
the current setup is deemed adequate.

Next, the results from the analytical model are evaluated. The analytical model is used to investigate a
total of ten variables. These include four variables of the side channel: width, depth, length and friction
coefficient. Furthermore, three main channel variables have been investigated: the width, the depth
and the friction coefficient. At last, three boundary conditions are investigated, the tidal amplitude, a
river discharge in the main channel and a river discharge in the side channel. The analytical model
gave insight into the impact of each variable on the flow characteristics and how this influenced the
phase difference.

Although the analytical model is a simplified representation of reality which limits the use of this model,
it is competent within these limits. So, the results of this study show which variables are most important
regarding changes to the phase difference. It is tried to determine the impact for a general case, how-
ever, the impact of each variable is dependent on the initial geometry of the network. Overall the length
of the side channel shows the largest impact on the phase difference. The length is directly related to
the type of wave which can occur in the channel and the length is the main variable in determining if
resonance can occur. The depth is the second most significant variable. It impacts the friction and thus
transforms waves towards standing or propagating. Additionally, it impacts the resonance of the side
channel, as the friction decreases the channel length for which resonance occurs.

Some of the investigated variables showed significant changes in the phase difference, but they are
hard to change in reality, such as the tidal amplitude. It is still useful to know how it impacts the phase
difference but it can likely not be used to modify the phase difference in practice.

At last, the implications of the analytical model are discussed. The use of the analytical model is not
restricted to only the Rhine Meuse Delta. The analytical model can also be applied to other river deltas.
It is a simple method to quickly investigate the impact of the geometry on the phase difference in a
multi-branch system. Additionally, the method allows for quantitative results, which give the order of
magnitude and sign for the change in phase difference. To achieve these results, a more detailed
network of the river delta needs to be modelled.
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10.2. Phase differences in the Rhine Meuse Delta
The amplitude and phase of a tidal constituent in the Rhine Meuse Delta is determined with a tidal
analysis across a moving window of eight tidal cycles. This is done at two cross-sections near the
junctions of interest. Subtracting the phase of the main channel from the side channel results in the
phase difference between tidal velocities at the junction. In addition, the main tidal constituent regarding
tidal trapping is determined with the dispersion coefficient of MacVean and Stacey (2011).

First, we evaluate the used method. A moving tidal window was chosen to investigate variations in
the spring-neap cycle. The spring-neap cycle is caused by the different tidal periods of the M2 and S2
constituents. However, we only investigate a single tidal constituent and with this moving window, the
impact of the spring-neap cycle can still be investigated.

The dispersion coefficient by MacVean and Stacey (2011) is not fully applicable for determining the
main tidal constituent in the current situation. The dispersion coefficient describes the impact of tidal
trapping on the main channel, while this research mainly focuses on the impact on the side channel.
However, it is expected that the main tidal constituent regarding the phase difference is the same for
the main and side channels.

This research focused on the phase difference of the M2 tide. However, adequately representing the
time difference between the inflow of the Hollandsche IJssel and the NieuweMaas requires the addition
of higher tidal constituents, such as M4 and M6. This thesis is not able to encompass all relevant tidal
constituents, so it was chosen to focus on the main constituent.

Adding a higher tidal constituent changes the shape of the discharge signal. Higher harmonics with
different phases create asymmetries about the horizontal and vertical axis (Bosboom and Stive, 2021).
For tidal trapping, the vertical asymmetry is expected to have the largest impact. Suppose the higher
harmonics increase the flood velocities. This will shorten the duration of the flood tide and increase
the duration of the ebb tide. In addition, the higher velocities mean the momentum of the flood tide
increases, while themomentum of the ebb tide decreases. However, the impact on the phase difference
is hard to estimate as it depends on the relative increase in velocity in the main and side channels and
how those are impacted by friction. A full numerical model, like Delft3D could be used, to investigate
this.

Next, the determined phase differences are interpreted and their implications are evaluated. The most
significant variables for modifying the phase difference are the length and depth of the side channel.
These variables mainly impact the phase difference between the water level and the discharge of the
side channel. Additionally, it is expected that an increased phase difference is needed to limit salt
intrusion further. Thus, when the current phase difference between the water level and discharge of
the side channel is close to 90◦, it can hardly increase anymore. So, this means the phase difference
between the side and main channel cannot increase significantly and further limitation of salt intrusion
is hardly possible.

The phase differences determined from the RMM3D model results show that the M2 phase of the
Hollandsche IJssel was 55◦ ahead of the Nieuwe Maas and 31◦ ahead at the Lek. However, the phase
difference between the water level and discharge of the Hollandsche IJssel is already close to 90◦.
Thus, improving the phase difference to further limit salt intrusion is hardly possible, while the Lek has
multiple possibilities.

As mentioned before, phase differences of 55◦ and 31◦ were found at the Hollandsche IJssel and Lek.
The single junction network in the analytical model showed a phase difference of 84◦. Thus, it can
be concluded that the single junction network in the analytical model is not suitable for quantifying
changes to the phase difference by geometric variations. In addition, the analytical model of the RMD
can quantify changes to the phase difference by geometry variations, as stated in section 10.1.

So, it can be concluded that the different configurations of the analytical model have different functions.
The single junction network is useful in determining the main variables and processes which change the
phase difference. In addition, a more detailed network, like the RMD network, can be used to quantify
a first-order estimate of the impact of a geometric variable on the phase difference.
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10.3. Estimated impact of the change in phase difference on the
salt intrusion

A first estimate is made to evaluate how alterations in the phase difference affect salt intrusion in both
the main and side channels. It is assumed that the phase difference only causes a shift in the current
discharge signal of the side channel. This allows us, to calculate the salt flux entering the side channels
and compare it to the original situation. Additionally, it is possible to make a first estimate of the impact
on the main channel with the dispersion coefficient of MacVean and Stacey (2011), by solely looking at
the change in phase difference.

Exact quantification of the impact of tidal trapping is beyond the scope of this thesis. However, this
complex process can be quantified by a first estimate as described above. These first estimates allow
us to gauge the impact of a change in phase difference.

First, we discuss the simplifications regarding this first estimate. The estimated impact of the phase
difference on the salt intrusion in the side channel is a simplification of reality. It is assumed that the
phase difference only causes a shift in the current discharge signal of the side channel. Additionally, it
requires the assumption that the discharge of the side channel does not impact the salt concentrations
of the main channel. If this is the case, tidal trapping can increase the salt dispersion in the main
channel, which delays the moment in time when the salt concentrations in the main channel return to
the background concentration. Which in turn can cause raised salt concentrations during the start of
the inflow of the side channel, thus increasing salt intrusion on the side channel. At last, it is assumed
that the change in configuration of the side channel does not significantly impact the tidal dynamics in
the whole estuary.

For these first estimates, no feedback mechanisms are taken into account. However, the impact of the
phase difference on the main channel is estimated with the dispersion coefficient for tidal trapping by
MacVean and Stacey (2011). For this first estimate, only the changes to the phase difference are taken
into account. However, the other variables in this formulation cause additional changes.

Within ϵ in the dispersion coefficient, the ratio of side channel volume to main channel volume is present.
The change in length decreases the volume of the side channel, which in turn decreases the disper-
sion coefficient and can slightly offset the negative effect of the increased phase difference. For the
increased depth this ratio gets worse as a depth increase is needed for an increased phase difference,
which further increases the dispersion coefficient.

Additionally, ϵ shows that the impact of the Lek is larger than the Hollandsche IJssel, as the volumes
of both side channels differ. The volumes of the Lek and Hollandsche IJssel are estimated with the
geometry of the analytical model. This gives a volume of the Lek of 46.1 · 106 m3, compared to the
11.2 · 106 m3 of the Hollandsche IJssel. This is slightly balanced by the difference in velocity am-
plitude Ûm in the Nieuwe Maas, as the velocity amplitude is slightly higher at the junction with the
Hollandsche IJssel.

The change in geometry can influence additional processes regarding salt intrusion in the entire system
and not only the phase difference. For example, many geometric variables influence the tidal prism. An
increased tidal prism, for example by an increased depth, is expected to increase the overall amount of
salt transported into the system by tidal intrusion (Laan et al., 2023). However, to significantly change
the tidal prism of the Rhine Meuse Delta, a large geometric change is required.

Next, the results are evaluated. This first estimate showed that an increase in the phase difference of
10 minutes at the Hollandsche IJssel, results in a decrease of the salt flux by up to 25% on average.
For the Lek, an increase of 10 and 20 minutes of the phase difference resulted in a decreased salt flux
of up to 15% and 20% on average, respectively.

The simple salt flux analysis showed a difference between the relative change in salt flux at the Hol-
landsche IJssel and Lek for the same increased phase difference of 10 minutes. This variation can
be attributed to the gradient of the salt concentrations at different locations in the Nieuwe Maas. A
steeper gradient is visible at the junction with the Hollandsche IJssel than at the Lek. Thus a shift of the
discharge at the Hollandsche IJssel results in a more substantial decrease in the salt concentrations
which enter the Hollandsche IJssel, resulting in a larger relative change in the salt flux.
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Lastly, the implications of the first estimate are discussed. To achieve the 10-minute increase in the
phase difference at the Hollandsche IJssel, the length needs to be decreased by 10 km. This has
additional consequences for the current role of the Hollandsche IJssel, as many of the in and outlets of
the water authorities are located in the last 10 km (Friocourt and Kuijper, 2015). In general, a reduction
in length is anticipated to decrease tidal intrusion, as the tidal prism of the channel decreases. This
further reduces salt intrusion, on top of a reduced salt intrusion due to the phase difference.

For the Lek, the decrease in length is less significant and fewer in and outlets are impacted. Again, a
reduction in length is expected to reduce tidal intrusion and thus further decrease the salt intrusion in
the Lek.

An increased phase difference at the Lek, through an increase in depth, is less suitable. Laan et al.
(2023) already investigated a 1 m uniform increase in depth of the Lek and noted that the impact of the
increased tidal intrusion is larger than the reduction due to a reduced phase difference.
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Conclusion

The main objective of this research is to investigate the impact of side and main channel geometry
on the phase difference causing tidal trapping, and how this impacts the salt dispersion in the side
channels.

How does the geometry of the side channel influence the flow characteristics and the velocity
phase difference between the main and side channel?

All these results are based on a single junction network with an initial geometry inspired by the Rhine
Meuse Delta. A more detailed model of the RMD showed the same patterns, meaning the processes
causing the change in phase difference are well captured by this simple model. The phase difference
is the lead of the side channel’s discharge phase compared to the phase of the discharge of the main
channel. Subsequently, when the phase difference of a certain channel section is mentioned it regards
the difference in phase between the water level and the discharge of that channel section.

The geometric variables influence the phase difference through the flow characteristics differently. The
geometry of the side channel influences the phase difference as follows. The width mainly impacts the
phase difference by changing the discharge amplitude in the side channel, but no significant changes
occur to the discharge amplitude in the main channel. The increased discharge amplitude of the side
channel increases the significance of the side channel compared to the main channel. This forces the
phase difference in the main channel towards the current phase difference in the side channel. Which
results in a decrease of the phase difference as the width increases. An increased depth reduces the
effective friction in the side channel, which in turn changes the type of wave from propagating towards
standing and increases the phase difference. The type of wave changes as the returning wave in a
channel section becomes more important as friction decreases, thus the wave becomes more like a
standing wave. An increased length transforms the wave pattern from standing to propagating and thus
reduces the phase difference. A longer side channel allows the friction to work along a larger distance
reducing the impact of the returning wave and transforming the wave pattern towards propagating.
Additionally, the length determines if resonance can occur and significantly changes the type of wave
in the side channel. The friction coefficient reduces the phase difference as it transforms the wave from
standing towards propagating.

The geometry of the main channel impacts the phase difference in the following manner. An increased
width increases the tidal prism. Additionally, for a narrow main channel, the relative importance of
the side channel increases. This forces the phase difference of the main channel before the junction
towards the phase difference of the side channel and thus the phase difference decreases. The depth
impacts the phase difference through the friction and an increase in depth leads to a decrease in
effective friction, which dominates over the increase in discharge amplitude. This reduces the phase
difference, as the wave pattern in the main channel becomes more standing and thus matches the
already standing wave pattern in the side channel. Additionally, the depth can introduce resonance,
which impacts the phase difference more significantly. Lastly, the friction coefficient increases the

73
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friction which decreases the phase difference. The friction transforms the waves in the main channel
from more standing to propagating.

At last, the forcing of the system influences the phase difference in the following way. The water level
amplitude is a tidal property and directly impacts the tidal prism. An increased tidal amplitude increases
the tidal prism. Thus, it increases the discharge amplitude in all channel sections, which increases
friction and transforms the wave pattern from standing towards propagating. Overall this leads to a
decrease in the phase difference. The river discharge influences the friction to change the phase
difference. A larger river discharge increases the friction, thus reducing the phase difference.

How do tidal phase differences influence the salt intrusion in the multi-branch Rhine-Meuse
delta?

The phase differences in the Rhine Meuse Delta are determined from the results of the RMM3D model
at two locations, the junction between the Hollandsche IJssel and the Nieuwe Maas and the junction
between the Lek and the Nieuwe Maas. The phase difference of the M2 tide is used, as it was found
to be the most important tidal constituent for tidal trapping, according to the dispersion coefficient of
MacVean and Stacey (2011). However, the M2 phase difference does not fully represent the time
difference between the flow reversal of the side channel and the main channel.

The phase of the side channel leads the phase of the main channel with 55◦ at the Hollandsche IJssel
and 31◦ at the Lek. These phase differences were found for the most frequent tidal amplitude and total
river discharge of 0.87 m and 734 m3/s, respectively. The phase difference at the Hollandsche IJssel
prevents the saltiest water from entering. It causes the outflow of the Hollandsche IJssel to occur at
the end of the flood in the Nieuwe Maas. So, the saltiest water at the end of the flood is not transported
into the Hollandsche IJssel.

The impact of the phase difference at the Lek is more complex, as the Lek significantly impacts the
salinity concentrations in the Nieuwe Maas. The current phase difference at the Lek prevents the
saltiest water from entering at the end of the flood period. However, compared to the Hollandsche
IJssel, a larger part of the inflow period occurs during this salinity peak in the Nieuwe Maas. Thus the
phase difference at the Lek is not as effective as at the Hollandsche IJssel in preventing saltwater from
entering the branch.

Is it possible to minimize salt intrusion by altering the phase differences in the system?

The current salt concentration in the Nieuwe Maas and the inflow pattern of the Hollandsche IJssel and
Lek show the possibility of further minimising salt intrusion with an increase in the phase difference. A
comparison is made between the Hollandsche IJssel and the Lek to find possible solutions to increase
the phase difference by 10 minutes. The possibilities to increase the phase difference at the Holland-
sche IJssel are limited to decreasing the length by 10 km, as the phase difference of the Hollandsche
IJssel is close to 90◦. This resulted in a decrease of the salt flux into the Hollandsche IJssel of up to
25% on average.

For the Lek, there are more possibilities to achieve an increased phase difference. Changes to the
length and depth are investigated. An increase of 10 minutes, requires a decrease of 4 km in length or
a depth increase of 0.85 m. Furthermore, it is possible to increase the phase difference by 20 min, by
shortening the Lek with 8 km or deepening the Lek with 1.95 m. The increase of 10 and 20 min resulted
in decreased salt fluxes entering the Lek by up to 15% and 20% on average, respectively. The reduc-
tions in salt flux differ due to varying gradients in the salt concentrations in the Nieuwe Maas.

According to the dispersion coefficient for tidal trapping of MacVean and Stacey (2011), both channels
impact the salt dispersion in the main channel. However, it is expected that the impact of the Holland-
sche IJssel is significantly smaller as the volume of the Hollandsche IJssel is four times smaller than
the Lek. For the Hollandsche IJssel, a decrease in the dispersion coefficient of 4% was found when
increasing the phase difference by ten minutes. Thus, an increased phase is positive for both the salt
dispersion in the Hollandsche IJssel and the Nieuwe Maas. The increase of 10 and 20 minutes at the
Lek, resulted in an increased dispersion coefficient of MacVean and Stacey (2011) by 19% and 35%,
respectively. Thus, an increased phase difference at the Lek negatively impacts the salt intrusion in
the Nieuwe Maas and positively in the Lek.
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The acquired results are made as first estimates, which assume solely a shift in the discharge signal
of the side channel. Additionally, it is assumed that no feedback mechanisms occur by changing the
phase difference and that the salinity in the Nieuwe Maas is not greatly altered by a change in tidal
prism due to changes to the geometry.
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A
Development and validation

analytical model

This appendix continues the matrix set-up of the analytical model for a single junction network and a
network containing a loop. Followed by the validation of the implementation in MATLAB.

A.1. Continuation development analytical model
The single junction network is an extension of the two channels in series, see figure A.1. The section c
adds only three new equations to the matrix. These are the four-pole equations regarding section c and
the water level transition condition. The new water level transition condition combined with the already
implemented water level transition condition between sections a and b, fulfils the requirement that all
water levels at the junction should be equal. The discharge transition condition for a single junction
results in the modification of the already implemented discharge transition condition. As the sum of the
discharges at the junction should be zero, the addition of section c introduces an extra term to this sum
and not a new equation. This is indicated with a blue square in the matrix.

Figure A.1: Analytical model of a single junction network
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

f f 0 0 0 0 0 0 0

−f f 0 0 0 − 1 0 0 0

0 0 f f − 1 0 0 0 0

0 0 −f f 0 0 0 0 0

1 0 0 0 −1 0 0 0 0

0 0 0 −1 0 1 0 − 1 0

0 0 0 0 0 0 f f − 1

0 0 0 0 0 0 −f f 0

0 0 0 0 1 0 0 0 −1





η̃1a

Q̃0

η̃2

Q̃1b

η̃1b

Q̃1a

η̃3

Q̃1c

η̃1c



=



η̃0

0

0

Q̃2

0

0

0

Q̃3

0



Four-pole equation

Four-pole equation

Four-pole equation

Four-pole equation

Water level transition condition

Discharge transition condition

Four-pole equation

Four-pole equation

Water level transition condition

(A.1)

Matrix for a single junction network. f indicates parts of the rewritten four-pole equations. The dashed lines indicate which part
of the matrix is related to a channel section. The red squares indicate the former righthand side of the rewritten four-pole

equations. The blue square indicates the location of the changed transition condition of the discharge.

section a section b section c

The channel network which includes a loop is a further extension of the single junction network. The
main channel is extended to include a third section and the side channel is continued towards the main
channel. This results in the network as shown in figure A.2. The addition of section e introduces 5
additional equations. The first two are the rewritten Four-pole equations for section e. Followed by the
water level and discharge transition condition between sections d and e. The last equation is the water
level transition condition between sections c and e, to fulfil the requirement that all water levels should
be equal at the junction. As section e completes the loop and forms a junction, the discharge transition
condition between sections b and c needs to be modified. As the positive direction in section e is from
the side channel to the main channel, the addition to the discharge transition condition is positive, as
shown in the second blue square in the matrix below.

Figure A.2: Analytical model of a network with a loop
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f f 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

−f f 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
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F

F

F
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W

D
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W

D

F

F

W

F

F

W

D
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(A.2)

Matrix for a network with a loop. f indicates parts of the rewritten four-pole equations. The dashed lines indicate which part of
the matrix is related to a channel section. The red squares indicate the former righthand side of the rewritten four-pole

equations. The blue square indicates the location of the changed transition condition of the discharge. The column next to the
righthand side indicates the type of equation, F is the rewritten Four-pole equation, W is the water level transition condition and

D is the discharge transition condition.

section a section b section c section d section e

A.2. Validation analytical model
The analytical model results are validated with an example from the lecture slides of CTB3350 Open
Channel Flow given by Robert Jan Labeur. The initial situation is a semi-closed channel with the sea
at the open end. The system parameters are given in table A.1.

Variable Value Unit
l 50 km
B 400 m
Ac 3600 m2

R 12 m

Variable Value Unit
Q̂ 1800 m3/s
cf 0.005 -
η̃0 0.85 · eiπ/6 -
Q̃l 0 -

Table A.1: System parameters of validation

At first, the analytical model is created for a single channel section and validated with the example.
Next, the model is extended to include multiple channel sections. The overall length of the channel is
kept equal to the validation conditions, as are the channel properties. This results in an equal outcome
for the beginning and the end nodes compared to the validation, as is visible in table A.2.
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This is followed by extending the analytical model to include a side channel at the split of the previous
scenario. The side channel has the same properties as the validation scenario but has a length of 25
km. The implementation is validated by letting the length of one branch of the junction go towards 0.
This creates a network which is similar to the validation, as it becomes almost a split channel. First,
the newly added side channel is shrunk to a length of almost 0. Next, the main channel branch after
the junction is shrunk to a length of almost 0. The results of the two test cases should return the same
results. Furthermore, when both side and main channel behind the junction have the same channel
properties, the results at both ends should be equal. As can be seen in table A.2, the results are equal
at the expected locations. So, it can be concluded that the implementation of the side channels is done
correctly.

The last addition to this model is the possibility to form loops with multiple channel sections. The overall
length of the channel sections from beginning to end is still 50 km. The loop is formed by adding a side
channel which connects back to the main channel. The length from the beginning to the end via the
side channel is also 50 km. All remaining channel parameters are kept equal to the validation. By
reducing the cross-sectional area of the side channel towards 0, the network again becomes almost
a split channel. Next, only the cross-section of the main channel between the side channel junctions
is reduced to almost 0. The results along the nodes should be equal to the previous variation and the
beginning and end values should be equal to the validation. Finally, the cross-sectional area of both
channels between the junctions is halved. The total flow is split equally between both channels and
the results at the beginning and end should be equal to the validation in case the overall friction in the
network is kept equal. Table A.2 shows that all these results match the validation data when expected,
thus the loop implementation is done correctly.

The constant discharge scenario is validated with the momentum balance. For a constant river dis-
charge the acceleration term is 0, thus the pressure gradient and the resistance should balance each
other. The change in water level is calculated in equation A.3 andmatches the results in table A.2.

∂Q

∂t
+ gAc

∂η

∂x
+ cf

|Q|Q
AcR

= 0

dη = −cf
|Q|Q
AcR

· dx

gAc
= 0.164 m

(A.3)



Type Variation
node 0 node 1 node 2 and node 4 at t = 0 node 3

Q̂ [m3/s] θQ [rad] η̂ [m] θη [rad] η [m] Qa [m3/s] Qb [m3/s] Qc [m3/s] η̂ [m] θη [rad]

Validation L = 50 km 2788 - 1.080 0.100 - - - - - -

Straight
channel

L = 50 km 2788 1.795 1.087 0.103 - - - - - -
L0,2 = L2,1 = 25 km 2788 1.795 1.087 0.103 0.996 -197 -197 - - -

Single
junction

Ls → 0 2788 1.795 1.087 0.103 0.996 -197 -197 0 1.015 0.195

Lm → 0 2788 1.795 1.015 0.195 0.996 -197 0 -197 1.087 0.103

Ls = Lm 4388 1.517 1.141 -0.175 1.061 455 227 227 1.141 -0.175

Loop

Ac,s → 0 2788 1.795 1.087 0.103
0.996 -197 -197 -

- -
- - - -

Ac,m → 0 2788 1.795 1.087 0.103
- - - -

- -
0.996 -197 -197 -

Ac,m = Ac,s =
1
2Ac 2788 1.795 1.087 0.103

0.996 -98 -98 -
- -

0.996 -98 -98 -

Constant
discharge L = 50 km -1000 0 0.164 0 - - - - - -

Table A.2: Results for different network types and multiple variations. Subscript s indicates the side channel branch and m indicates main channel branch



B
Salt intrusion Hollandsche IJssel

B.1. Salt intrusion due to raised ebb concentrations
The impact of raised salt concentrations during ebb at Brienenoord is already mentioned in chapter
6. To verify if these results are also visible in the model results of the RMM3D, this process is further
investigated.

The RMM3D results show between 1 October and 3 October a raised salt concentration in the Nieuwe
Maas during ebb. As can be seen in figure B.1, the 1100 mg/l salt concentration during ebb is a little
later visible in the Hollandsche IJssel at Krimpen aan den IJssel. So, this process is well represented
in the RMM3D model.

Figure B.1: Salinization Hollandsche IJssel by raised ebb concentrations

B.2. Salt intrusion due to the Sliksloot
The possible impact of the Sliksloot is already stated in section 6. In this section, it will be investigated
if the impact of the Sliksloot is also visible in the model results of RMM3D.

The RMM3D model results show on certain occasions salinization of the Hollandsche IJssel before
saltier water from Brienenoord has reached the mouth of the Hollandsche IJssel. Next, it is investigated
if the Sliksloot causes this or if another process is responsible for the salinization. In figure B.2 is
visible that the depth-averaged salt concentrations in the Hollandsche IJssel rise before the depth-
averaged salt concentrations in the Nieuwe Maas. Furthermore, the depth-averaged salt concentration
in the Sliksloot rises after the concentrations in the Hollandsche IJssel rise. Thus, the saltier water is
transported from the Hollandsche IJssel into the Sliksloot, so the Sliksloot is not responsible for this
salinization.
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Figure B.2: Salinization Hollandsche IJssel by the Sliksloot. HY_18.00 is located 2 km upstream from the entrance of the
Hollandsche IJssel. SL_2.00 is located in the Sliksloot, close to the connection with the Hollandsche IJssel

To get insight into the process behind this salinization case, the salt concentrations and the velocities
over the depth are visualized near the mouth of the Hollandsche IJssel. As can be seen in figure B.3,
the main salt bubble is located at the bottom of the Hollandsche IJssel. Furthermore, the velocities are
at the top of the Hollandsche IJssel directed to the Nieuwe Maas, while the velocities at the bottom are
directed into the Hollandsche IJssel. So, the process causing the salinization of the Hollandsche IJssel
at this time is an exchange flow, which pulls saltier water into the Hollandsche IJssel and as the flow
reverses the salt water bubble gets transported towards Krimpen aan den IJssel.

Figure B.3: Salinity and velocity profile at the mouth of the Hollandsche IJssel at 19-09-2018 01:00
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Figure B.4: Grid of the RMM3D model at the Sliksloot

The salinization pattern of the Hollandsche IJssel due to Sliksloot as stated by Laan et al., 2021, was
not found in the model results of the RMM3D. To further investigate why the pattern is not visible, the
velocities and the model properties in the Sliksloot are further researched. As can be seen in figure
B.4, the Sliksloot is a very small channel and in the RMM3D model, it is only represented by one or two
grid cells. This makes it more likely that velocities and salt concentrations are not well represented in
this channel.

To verify the velocities in the Sliksloot the three main components of the momentum balance are solved
roughly. This is based on the water level difference between output point HY_18.00, located in the
Hollandsche IJssel close to the Sliksloot and NM_992.00, in the Nieuwe Maas close to the connection
with the Sliksloot. Furthermore, the velocities and changes in velocity are means between output
points SL_1.00 and SL_2.00, both are located in the Sliksloot where higher numbers are closer to
the Hollandsche IJssel. The friction in the Sliksloot is assumed high as it is a narrow and shallow
channel. The result is given in equation B.1 and shows that the order of magnitudes does not always
match.

Type du [m/s] dt [s] dη [m] dx [m] cf [-] u [m/s] η [m]

Hump 0.28 3600 -0.072 2600 0.04 0.14 4
Spike 0.26 1800 -0.005 2600 0.04 0.13 4

Table B.1: Variables momentum balance Sliksloot

∂u

∂t
= −g

∂η

∂x
− cf

|u|u
η

Hump: O(10−5) = O(10−4)−O(10−4)

Spike: O(10−4) = O(10−5)−O(10−4)

(B.1)

The velocity signal in the Hollandsche IJssel also shows an abnormal pattern. First, a sharp spike in the
velocity happens, followed by a more gradual increase and decrease in velocity. The development of
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Figure B.5: Velocties in the Sliksloot, where positive velocities mean a flow from the Hollandsche IJssel to the Nieuwe Maas

the spike could not be explained by the momentum balance, as the order of the terms does not sum up
to zero. Furthermore, the velocities at locations SL_1.00 and SL_2.00 show during these sharp peeks
opposite signs, meaning the Sliksloot fills from both sides.

In the end, the statements about the impact of the Sliksloot cannot be verified or debunked, as the
RMM3D model does not represent the Sliksloot correctly.



C
Initial values analytical model RMD

The data used to set up the analytical model of the RMD can be found in this appendix. The coordinates
of each node can be seen in table C.1 Futhermore, the properties of all sections are given in table
C.2.

Node x [m] y [m]
0 0 0
1 7000 0
2 20000 0
3 29600 0
4 37000 0
5 40500 0
6 44000 0
7 65000 0
8 86000 0

9 24800 -3600
10 29600 -7200
11 50400 -8800
12 50400 -6800
13 50400 -4800
14 47200 -2400

Node x [m] y [m]
15 37000 10000
16 37000 20000

17 24800 -13600
19 20000 -20000
19 50400 -17800
20 50400 -13300

21 54400 -17800
22 65200 -14800
23 65200 -4800
24 74000 -4800
25 116500 -4800
26 159000 -4800

27 57800 -4800

28 7000 -20000

Table C.1: Coordinates of each node in analytical model RMD
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Name Nodes Length
(L) [m]

Width (B)
[m]

Depth (d)
[m]

Friction
coefficient
(cf ) [-]

Nieuwe Waterweg 0 - 1 7000 563 17 0.0017
Scheur 1 - 2 13000 469 16.5 0.0015
Nieuwe Maas 2 - 3 9600 391 12 0.0037
Nieuwe Maas 3 - 4 7400 391 12 0.0037
Nieuwe Maas 4 - 5 3500 372 8.5 0.0042
Nieuwe Maas 5 - 6 3500 372 8.5 0.0042
Lek 6 - 7 21000 249 5.5 0.0058
Lek 7 - 8 21000 165 5 0.0089

Oude Maas 2 - 9 6000 299 14 0.0039
Oude Maas 9 - 10 6000 299 14 0.0039
Oude Maas 10 - 11 20861 307 11 0.0048
Oude Maas 11 - 12 2000 294 8 0.0034
Oude Maas 12 - 13 2000 294 8 0.0034
Noord 13 - 14 4000 229 8 0.0031
Noord 14 - 6 4000 229 8 0.0031

Hollandsche IJssel 4 - 15 10000 134 5.5 0.0055
Hollandsche IJssel 15 - 16 10000 96 4 0.0061

Spui 10 - 17 8000 199 7 0.0064
Spui 17 - 18 8000 199 11 0.0056
Haringvliet 18 - 19 30480 1829 10 0.0029
Dordtsche Kil 19 - 20 4500 281 12 0.0023
Dordtsche Kil 20 - 11 4500 281 12 0.0023

Hollands Diep 19 - 21 4000 1170 7 0.0093
Nieuwe Merwede 21 - 22 11209 496 5.5 0.0039
Nieuwe Merwede 22 - 23 10000 496 5 0.0041
Boven Merwede 23 - 24 8800 400 6 0.0026
Waal 24 - 25 42500 304 5 0.0033
Waal 25 - 26 42500 252 4 0.0090

Beneden Merwede 13 - 27 7400 251 6.5 0.0081
Beneden Merwede 27 - 23 7400 251 6.5 0.0081

Haringvliet 18 - 28 13000 1868 9 0.0036

Table C.2: Properties per section in analytical model RMD



D
Water level verification analytical

model RMD

The water level amplitude is determined at three locations: the beginning of the Nieuwe Waterweg, the
end of the Hollandsche IJssel, and the end of the Lek. The Nieuwe Waterweg determines the ampli-
tude at the beginning of the RMD and the amplitude to use in the analytical model. The Hollandsche
IJssel and Lek are further researched, so it is useful to know if the water levels in these branches are
represented correctly.

This comparison is made for the three most significant constituents, namely D2, D4 and D6. A linear fit
is done through the data of the RMM 3D results, to translate a single amplitude at Hoek van Holland to
an amplitude at the end of the Hollandsche IJssel or Lek. If the slope coefficient of the linear fit through
the points is greater than 1, the amplitude is amplified in the system and with values below 1 damping
occurs.

Figure D.1: Correlation between water level amplitudes of D2. (a) Amplitudes at Hoek van Holland and the end of the
Hollandsche IJssel. (b) Amplitudes at Hoek van Holland and the end of the Lek.
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Figure D.2: Correlation between water level amplitudes of D4. (a) Amplitudes at Hoek van Holland and the end of the
Hollandsche IJssel. (b) Amplitudes at Hoek van Holland and the end of the Lek.

Figure D.3: Correlation between water level amplitudes of D6. (a) Amplitudes at Hoek van Holland and the end of the
Hollandsche IJssel. (b) Amplitudes at Hoek van Holland and the end of the Lek.



E
Phase difference at the Hollandsche

IJssel in analytical model RMD

This appendix shows the phase differences at the junction with the Hollandsche IJssel in the RMD
scenario of the analytical model.

Figure E.1: Impact amplitude tide on phase difference at the Hollandsche IJssel in analytical model RMD
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Figure E.2: Impact discharge Hollandsche IJssel on phase difference at the Hollandsche IJssel in analytical model RMD

Figure E.3: Impact discharge Waal on phase difference at the Hollandsche IJssel in analytical model RMD

Figure E.4: Impact width on phase difference at the Hollandsche IJssel in analytical model RMD
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Figure E.5: Impact depth on phase difference at the Hollandsche IJssel in analytical model RMD

Figure E.6: Impact length on phase difference at the Hollandsche IJssel in analytical model RMD

Figure E.7: Impact friction coefficient on phase difference at the Hollandsche IJssel in analytical model RMD



F
Phase difference at the Lek in

analytical model RMD

This appendix shows the phase differences at the junction with the Lek in the RMD scenario of the
analytical model.

Figure F.1: Impact amplitude tide on phase difference at the Lek in analytical model RMD
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Figure F.2: Impact discharge Hollandsche IJssel on phase difference at the Lek in analytical model RMD

Figure F.3: Impact discharge Waal on phase difference at the Lek in analytical model RMD

Figure F.4: Impact width on phase difference at the Lek in analytical model RMD
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Figure F.5: Impact depth on phase difference at the Lek in analytical model RMD

Figure F.6: Impact length on phase difference at the Lek in analytical model RMD

Figure F.7: Impact friction coefficient on phase difference at the Lek in analytical model RMD
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