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This research explores the use of Artificial Intelligence (Al), specifically Large Language Models (LLMs), into
the operationalization of Government Technology (GovTech) benchmarks to increase their utility for
policymakers. Research and practice consistently highlight persistent challenges in GovTech
benchmarking, such as resource-intensive methodologies that provide retrospective rather than real-time
analysis, a lack of complexity that overlooks digital infrastructures and emerging technologies in favor of
simpler metrics, and improper levels of aggregation that can render results less useful.

This study addresses these issues by employing LLMs to mitigate inherent challenges of timeliness,
complexity, and data aggregation in benchmarks. The societal relevance lies in enabling near real-time,
more detailed insights at appropriate aggregation levels into GovTech developments, aiding policymakers
in making better informed decisions. Considering that benchmarks can significantly influence political
outcomes and shape the development of GovTech services, refining benchmarking methodologies using
LLMs potentially improves the responsiveness and relevance of government actions that better serve
societal needs.

Scientifically, this novel application of LLMs to GovTech benchmarking contributes to the academic
discourse on digital government assessment, offering a novel approach to monitoring GovTech
advancements. Since the beginning of this century, the same criticisms keep recurring again and again:
retrospective insights rather than real-time analysis due to lengthy processes, too many supply-oriented
benchmarks, and the importance of context and measuring regional levels. This study is the first to explore
the use of LLMs for GovTech benchmarking, thereby contributing a new perspective that responds to the
ongoing need for suitable and advanced GovTech benchmarking methods.

Using Design Science Research, an artifact is developed that combines an LLM with Retrieval-
Augmented Generation (RAG), fine-tuning and prompt-engineering. Activity Theory facilitates the
integration of LLMs into the GovTech benchmarking ecosystem by identifying their potential roles: as
artefacts, community enablers, or autonomous subjects. Consistent with the Design Science Research
Methodology of this study, which aims to develop an artefact that meets specific objectives, LLMs are
predominantly positioned as artifacts. In this role, LLMs serve as advanced analytical tools that aid
benchmarkers in processing and analyzing data, thereby effectively operationalizing benchmarks.

Results show that LLMs can operationalize the GovTech Maturity Index (GTMI) benchmark by the
World Bank with varying degrees of accuracy, depending on the model configuration. Manual evaluations
reveal that some LLM configurations achieve up to 29% accuracy across the full benchmark and 48% for
multiple-choice questions, significantly surpassing the 37% accuracy expected from random guessing on
multiple-choice questions. However, when assessed using exact match and edit similarity metrics, these
models often exhibit lower accuracies. This indicates that while LLMs can provide responses that are
contextually relevant, they frequently fall short of perfectly matching the ground truth data. Although the
achieved accuracies are not particularly impressive, they are understandable in light of the complex and
context-specific domain.

In conclusion, LLMs improve the utility of GovTech benchmarks for policymakers in the Netherlands.
By reducing the data collection phase from months to minutes, LLMs enable faster operationalization of
benchmarking frameworks, providing policymakers with up-to-date information. This faster processing
capability also holds potential to handle more complex data and diverse aggregation levels, which are
often restricted by existing time and resource limitations. Broader implications for the GovTech
benchmarking process include more responsive policies, a potential reduction in subjectivity due to the
consideration of multiple sources with RAG, and increasingly fair and sensitive policies by incorporating a
broader range of parameters.



This study acknowledges several limitations in both the artefact and the research. Artefact limitations
include using a modest 7B parameter base model, the application of LoRA, performance gaps in the non-
English model used, and a limited dataset for RAG. Research limitations arise from the use of Design
Science Research Methodology, which neglects the environment in which the artefact will be
implemented, and Activity Theory, in its disregard for the broader social and political context and its lack
of emphasis on ethical considerations. Additionally, manual evaluations may have introduced subjectivity,
and focusing solely on the Dutch context and the GTMI benchmark might limit the generalizability of the
findings.

Future research recommendations include ways to improve the model accuracy by tackling artefact
limitations, broadening the geographical scope, and operationalizing other benchmarks to increase the
generalizability of the findings. Policy recommendations for the Dutch government include advice to
continue its proactive stance on Al, actively engaging with Al technologies and experimenting with their
use in benchmarking contexts. Finally, the development of a benchmark specifically tailored for
operationalization by LLMs is proposed, with a preliminary design for an Al-Supported GovTech Index
(AGTI) outlined.
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1

1.1

Evaluating government operations is essential yet complex. It is essential because it allows policymakers
to understand the outcomes and impacts of their actions and investments. This insight enables them to
adjust or maintain specific policies, ensuring that government operations are aligned with the public good.
However, evaluation is far from straightforward. Many of us may remember receiving an unexpectedly
unfair grade during our school days, highlighting that evaluation is not simple math but involves
interpretation and personal preferences.

Similarly, traditional methods for assessing government operations are rarely straightforward. A
common approach is to analyze financial outcomes, questioning whether operations are cost-effective or
revenue-generating and if they are executed efficiently. Typically, these analyses are conducted through
Cost-Benefit Analyses. However, this financial perspective often overlooks the broader social, cultural, and
environmental impacts (Mishan & Quah, 2020). Another frequently employed method involves
conducting public surveys and gathering feedback through for example social media, which aids in
evaluating public satisfaction and the perceived impact of governmental activities. Nevertheless, this
method might not capture the full complexity and depth of issues within government operations, and
response biases can skew results (Ceron & Negri, 2016).

In light of these limitations, benchmarking offers as a structured alternative that allows for a more
nuanced comparison of performance and drives continuous improvement in public administration. In the
next section, this benchmarking method is further explored.

1.2

Benchmarking, initially used by civil engineers to compare against a set standard, is now a common
method for making structured comparisons in many areas. In particular, it can be used to measure against
higher standards with a view to enabling learning about how to close the gap (Papaioannou et al., 2006).
Benchmarking usually involves two aspects: firstly, comparing performance levels to pinpoint
discrepancies and potential learning sources from leading organizations; secondly, analyzing the strategies
of top performers to potentially adapt and implement their successful practices. Benchmarking is
characterized by Stapenhurst (2009) as “a method of measuring and improving our organization by
comparing ourselves with the best”.

The concept of benchmarking was developed by Xerox Corporation in 1979 and has since become a
well-established tool for improving organizational performance and competitiveness, predominantly
within the private sector. While the public sector operates under different success metrics, notably beyond
mere profit margins, benchmarking has proven equally beneficial. It aids public organizations in evaluating
the effectiveness of their services and assessing them efficiently (Gunasekaran, 2005). With an increasing
focus on performance management and continuous improvement in government, benchmarking is
nowadays also widely used within the public sector in the US and Europe (Triantafillou, 2007).

In the context of Government Technology (GovTech), the need for adequate evaluation is particularly
pressing. This is shown clearly by the number of prominent benchmarks like the GovTech Maturity Index
(GTMI) (Dener et al., 2021), the Digital Economy and Society Index (DESI) (European Commission, 2022),
the E-Government Development Index (EGDI) (United Nations, 2022), the Digital Government Index (DGlI)



(Ubaldi & Okubo, 2020), along with numerous national assessments (Public, 2021). All these benchmarks
are designed to assess government's use of digital technology in public services, thereby keeping citizens
informed and enabling public policy makers to make informed decisions and strategize effectively.
However, what exactly is GovTech, and how does it relate to e-government? This will be addressed in the
next section.

1.3

In the contemporary era of rapidly advancing technologies, the intersection of governance and technology
has given rise to a field known as GovTech, an acronym of Government Technologies. In Europe, many
GovTech initiatives are being launched regularly to accelerate technology adoption across the full
spectrum of public services (Kuziemski et al., 2022). Illustrative examples include cyber-trust services for
secure authentication, Al-enabled digital assistants for professionals assessing social benefit applications,
voice assistants, and data wallets for citizen convenience.

Despite its prevalence, a widely accepted definition for GovTech is still in its early stages of
development, with academic definitions being relatively scarce (Bharosa, 2022). For this research, the
definition originating from the World Bank is used: “GovTech is a whole-of-government approach to public
sector modernization that promotes simple, efficient, and transparent government, with citizens at the
centre of reforms.” (Dener et al.,, 2021). This definition is selected for its inclusive perspective,
encompassing concepts like e-Government and Digital Government, as opposed to other definitions used
within the field (Bharosa, 2022; Filer, 2019; Yoshida & Thammetar, 2021). As this research focuses on
GovTech benchmarking, it will be important to consider all relevant aspects of public sector
modernization, ensuring a full understanding of this evolving intersection of governance and technology.

In the next section, the current GovTech benchmarking process is detailed, providing a better
understanding of the actors involved, the benchmarking process and the impact it has on citizens.

1.4

This section presents the GovTech benchmarking process in practice, drawing on insights from interviews
with practitioners. While section 2.4.2 provides insight into the methodology, the goal here is to offer a
practical perspective on the use of benchmarks.

14.1

In the GovTech benchmarking process, two primary types of actors are typically involved: the entity
conducting the benchmarking (the benchmarking actor) and those being assessed (the benchmarked
actors). The benchmarked actors are always more than one, as the essence of benchmarking involves
making comparisons among different entities. If the benchmark is published, the benchmarking actor is
usually not included among the benchmarked actors to ensure objectivity and impartiality in the
comparisons.

Commonly, the benchmarking actor is a significant international organization, such as the United
Nations or the World Bank, with the benchmarked entities often being various countries. However, the
role of a benchmarking actor is not limited to such large international organizations alone; individual
countries can also undertake this role, for example when assessing and comparing the GovTech maturity
of their own public ministries or departments.

Moreover, the benchmarking process is not exclusive to public sector organizations. Private
companies, research institutes, and even citizens and civic organizations can participate. For instance,
smaller private firms may contribute to data collection or validation, while larger corporations such as



Capgemini, Gartner, or Accenture often conduct their own benchmarks. Additionally, research institutes
and academic partners can assist in developing methodologies, validating data, and more.

1.4.2

The GovTech benchmarking process, while varying slightly across different benchmarks, generally follows
the following set of steps:

1. Data Collection 2. Data 3. Index 4. Dissemination
’ Validation Calculation & Use
»
1

Figure 1.1: GovTech Benchmarking Process

The first step in the GovTech benchmarking process involves extensive data collection, performed by the
benchmarking organization. For instance, in case of the GTMI benchmark this would be the World Bank.
The data collected can come from a variety of sources, including government reports, public databases,
surveys, direct submissions from government agencies and interviews with public officials. Key metrics
often include indicators of digital infrastructure, online services, digital literacy among citizens, and the
level of e-participation.

Once the data is collected, it undergoes a validation process to ensure its accuracy and reliability. This
is done by sending the data to each of the benchmarked actors, who then validate the data found by the
benchmarking organization. This validation varies among benchmarked actors, but often involves
extensive communication between government organizations, retrieving relevant sources, and cross-
checking the data for consistency and accuracy. Detailed reviews and consultations are often necessary to
address any discrepancies or errors identified. Once validated, the data is sent back to the benchmarking
organization. In some cases, for extra robustness, a second validation process is conducted, repeating the
same steps to further ensure data integrity.

After validation, the data is used to calculate various indices that represent different aspects of
GovTech performance. These indices are often aggregated into aggregate scores that provide an overall
picture of a government's digital maturity and effectiveness. The results are then published in detailed
reports, which may include rankings, comparative analyses, and case studies of best practices.

The final step involves the dissemination of the results by the benchmarking organization and their
use by the benchmarked organizations. The published reports are distributed widely and made accessible
to policymakers, stakeholders, and the general public. The publication of data varies by benchmarking
organization; some release the complete dataset while others only publish aggregate scores. A dashed
arrow in the diagram highlights the iterative nature of benchmarking, signaling how the outcomes
influence policies and, in turn, shape subsequent rounds of data collection. The specifics of this impact
will be explored in the following section.

1.4.3

The influence of GovTech benchmarks on policy and public services is subtle and varied. Given the
multitude of factors that shape policymaking, interviewed practitioners indicate that it is challenging to
directly attribute specific policies to benchmark results. Nevertheless, several scholarly works have
demonstrated a significant influence of benchmarking on political and economic outcomes and public



performance (Bannister, 2007; de Goede et al., 2016; Kunstelj & Vintar, 2005; Magd & Curry, 2003;
Muravu, 2023). Broadly, the impact of benchmarking can be understood through a two-step process.
Initially, benchmark results provide policymakers with critical data that aids in informed decision-making.
Subsequently, these informed decisions have a tangible impact on public service delivery, ultimately
improving both the quality and accessibility of services for companies and citizens.

For policymakers, the benefits of benchmarking are twofold. Firstly, benchmarks provide a clearer
picture of performance on various fronts. For instance, if benchmarks consistently indicate a country's
poor performance in digital inclusion compared to others, it signals a need for improvement. Policymakers
might respond by allocating increased funding to improve accessibility features on government platforms,
such as adding voice command functionality to e-services to assist users with disabilities. Secondly,
benchmarks serve as a learning tool. Seeing a neighboring country excel in digital inclusion might prompt
policymakers to study and possibly adopt similar measures, leading to improvement through imitation.

The effect of these policy decisions, guided by benchmarking, are directly experienced by companies
and citizens. To use the same example, improvements in digital inclusion can significantly improve access
for individuals with disabilities, making digital platforms more user-friendly and accessible. On the other
hand, the allocation of government money towards one area, such as digital inclusion, might mean less
funding for other critical e-services, such as an online job portal, which could adversely affect job seekers
Additionally, consider the impact on the company originally asked to develop this online job portal, which
may now lose work to an innovative startup developing an Al voice assistant for improving the digital
inclusion. Even though, as mentioned before, it is not possible to fully attribute these decisions to the
benchmark results, they do influence policymaking and thus have a significant impact on society.

This effect also introduces important ethical considerations that must be carefully managed
throughout the benchmarking process. Firstly, the fairness in resource allocation poses a significant ethical
question, as prioritizing one area such as digital inclusion might divert funds from other critical services
like employment portals, potentially disadvantaging certain groups of citizens. This raises concerns about
how to balance improvements in one sector against the needs in another, ensuring equitable distribution
of resources. Additionally, the integrity of the data collection process is an important ethical issue,
necessitating transparent and accurate data collection. Misinterpretations or biases in data can lead to
misguided policies that might increase existing inequalities or create new ones. Furthermore, the potential
for benchmarks to be used in politically motivated ways to justify specific policy decisions or to improve
governmental reputations without genuine improvements in services also needs consideration.

These ethical challenges stress the necessity for a thoughtful approach to benchmarking, ensuring
that ethical considerations are integrated into the process. However, beyond ethical concerns, numerous
other criticisms on benchmarking have been raised by scholars and practitioners, which will be explored
in the next section.

1.5

Even though in recent years many different benchmarks have been developed and used, benchmarks
continue to be heavily criticized by scholars and practitioners. Existing literature, as early as the early
2000s, has consistently highlighted weaknesses in the methods used for measuring e-government (A.
Jansen, 2005; Peters et al., 2004). A detailed overview of the literature on GovTech benchmarking is
presented in chapter 3. Here, three primary challenges are noted:

Firstly, benchmarks often fail to grasp the full complexity of GovTech. According to Waksberg-Guerrini
& Aibar (2007), benchmarks are neglecting deeper transformations governments might be undergoing
with intensive use of ICT. Heidlund & Sundberg (2022) similarly observe that evaluation measures on
complex digital infrastructures are lacking, with most measures focusing instead on government websites
and e-service provision.



Secondly, the aggregation level of benchmarks is often inflexible and overly aggregated, limiting their
utility. Berntzen & Olsen (2009) point out that benchmarks often focus on electronic services at the
national level, whereas many such services are actually managed by lower levels of government. Even if
such services are removed from the analysis, this introduces a considerable source of errors in the
assessments.

Lastly, benchmarking is resource-intensive, rendering results outdated and less useful results. Hujran
et al. (2022) note that benchmarks often rely on outdated data due to lengthy processes, providing
retrospective insights rather than real-time analysis. Berntzen & Olsen (2009) also highlight that as the
number of e-government services grows, data collection becomes increasingly challenging. To address this
issue, they suggest automatic assessment as a viable solution.

A recent review by Skargren (2020), covering the period from 2003 to 2016 stresses the persistence
of certain challenges, stating, "Although change has taken place, many things have a remarkable way of
remaining the same. The same criticism, for example, keeps recurring again and again: too many supply-
oriented benchmarks, the importance of context and measuring regional levels, and the lack of not
measuring back-office processes”. Acknowledging the persistence of these challenges, the next section
explores the potential of Al in improving GovTech benchmarking.

1.6

The rapid advancement in artificial intelligence (Al) offers new ways to overcome the shortcomings of
existing measures and benchmarks in monitoring GovTech. Especially, Large Language Models (LLMs), with
their capability to understand and generate human language (Chang et al., 2023), show great promise for
improving GovTech benchmarking. LLMs can continuously analyze large amounts of textual information,
updating insights in near-real time and thus overcoming issues of outdated information that affects
current benchmarks. Also, by analyzing large amounts of documents and data, LLMs not only provide basic
metrics but also provide more insight into complexities in technical infrastructures and back-office
processes, thereby allowing benchmarks to include more complexity.

Already, LLMs are proven useful in many cases and domains. Examples of applications involving LLMs
include Psy-LLM (Lai et al., 2023), an Al-based assistive tool using LLMs for question-answering in
psychological consultation settings to ease the demand for mental health professions. Another example is
FINGPT (Yang et al., 2023), an open-source LLM tailored for the financial sector. Remarkably, public
organizations in the Netherlands are already experimenting LLMs. The Province of South-Holland, for
example, is experimenting with a LLM using data from their own organization to ensure readily available
information to their employees (T. van Grevenbroek, personal communication). Another noteworthy
example is Postbus 42, serving as an online portal for questions about the Dutch government (SWIS, n.d.).
Considering the promising use of LLMs across different contexts, this research suggests their potential to
improve GovTech benchmarking. The next section will define the research problem and specify the
research objectives.

1.7

Research consistently points to enduring challenges in GovTech benchmarking approaches. Key issues
include: the resource intensive nature of current methodologies, which leads to retrospective insights
rather than real-time analysis (Hujran et al., 2022); a lack of complexity in assessments, which often
overlook digital infrastructures, back-office processes, and emerging technologies in favor of simpler
website and e-service metrics (Heidlund & Sundberg, 2022; Skargren, 2020); and the methods’ failure to



properly adjust the level of aggregation, often resulting in either excessive aggregation or excessive
disaggregation rendering it less useful (Berntzen & Olsen, 2009).

The societal relevance of this research lies in its approach to addressing the three primary issues in
GovTech benchmarking - timeliness, complexity, and data aggregation — through the use of LLMs. By
mitigating these challenges, LLMs could enable benchmarks that offer real-time, detailed insights into
GovTech developments, thereby aiding policymakers in making more informed decisions. Given that
benchmarks can significantly influence both political and economic outcomes (Bannister, 2007) and shape
the development of GovTech services (Kunstelj & Vintar, 2005), refining benchmarking methodologies
using LLMs potentially improves the responsiveness and relevance of government actions that better
serve societal needs.

The scientific relevance of this research comes from its novel application of LLMs to GovTech
benchmarking. Despite the surge in initiatives and applications of LLMs including the field of GovTech,
scientific research on the application of LLMs to the GovTech field is lacking. Additionally, since the
beginning of this century, the same criticisms keep recurring again and again: retrospective insights rather
than real-time analysis due to lengthy processes, too many supply-oriented benchmarks, and the
importance of context and measuring regional levels. This study is the first to explore the use of LLMs for
GovTech benchmarking, thereby contributing a new perspective that responds to the ongoing need for
suitable and advanced GovTech benchmarking methods.

In conclusion, the objective of this research is to address the challenges in GovTech benchmarking-
namely timeliness, complexity, and data aggregation - by introducing a new solution that uses LLMs for
the operationalization of GovTech benchmarks.

1.8

Main RQ: How do LLMs operationalizing GovTech benchmarks mitigate inherent challenges of timeliness,
complexity, and data aggregation, increasing their utility for policymakers?

Sub-questions:

1. Which are practical limitations of current GovTech benchmarks that affect their utility for
policymakers?

2. Which Al-technologies are capable of mitigating the limitations of timeliness, lack of complexity,
and lack of suitable aggregation within current GovTech benchmarking methodologies?

3. How does Activity Theory guide the placement of LLMs within the GovTech benchmarking
ecosystem?

4. What is required from a solution architecture supporting LLMs to operationalize GovTech
benchmarks?

5. How does the accuracy of LLMs in operationalizing GovTech benchmarks compare to that of
conventional methods?

1.9

This research adopts Design Science Research Methodology (DSRM) as its foundational framework. The
next chapter, Chapter 2 - Methodology, introduces DSRM in more detail, and substantiates why it is a
suitable methodology for this research. As presented in Figure 1.2 below, subsequent chapters three to
seven each align with a step in the six-step Design Science Research Methodology.
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Figure 1.2: Visual outline thesis

Chapter 2 Methodology, begins by detailing Design Science Research (DSR) to provide the broader context
for the Design Science Research Methodology (DSRM). The chapter then outlines the steps involved in the
DSRM and explains why this methodology is appropriate for this research. Finally, it describes the
validation procedure implemented to ensure the rigor and reliability of the research. This sets the stage
for the initiation of the DSRM steps, which starts with an identification of the problem, to be conducted
through a literature review in the next chapter.

Chapter 3 Literature Review, examines the development of benchmarking methodologies,
highlighting criticisms, challenges, and persistently unresolved issues. This review addresses research
guestion 1 by exploring the practical limitations of current GovTech benchmarks that affect their utility for
policymakers. By analyzing these limitations, the review not only sheds light on the gaps within current
methodologies but also sets the stage for the development of an innovative solution. Based on the
identified limitations, the chapter defines a description of requirements and objectives for a proposed
solution. It concludes with a literature search on which Al-technologies are capable of mitigating the
identified limitations in GovTech benchmarking methodologies and meeting the defined objectives for a
proposed solution, addressing research question 2. This analysis prepares for the design of the artefact
using the identified Al-technologies in the next chapter.

Chapter 4 Artefact Design presents the design of the artefact. First, Activity Theory is employed to
determine the most effective integration point within the GovTech ecosystem for the proposed solution,
addressing research question 3. Subsequently, a detailed description of the solution's design is provided,
including the data sources, vector database, embeddings model, base-LLM, prompts and selected
benchmark to operationalize. The chapter explains how these components are combined within a solution
architecture to optimally achieve the defined objectives, thereby addressing research question 4. This
artefact design and its solution architecture sets the stage for the next chapter, where the artefact is
demonstrated by operationalizing the selected benchmark.

Chapter 5



Results, applies the designed artefact to operationalize the selected GovTech benchmark. This
demonstration is important, as it serves as evidence of the artefact’s capability to address the identified
issues in GovTech benchmarking and meet the defined objectives. The results of this operationalization
are presented and described, offering a clear understanding of the solution’s capabilities compared to
conventional methodologies, thereby addressing research question 5. While this chapter focuses on
simply presenting the data of the operationalization, the next chapter will explore the broader implications
of these results, including their impact on the utility for policymakers.

Chapter 6 Discussion, critically analyzes the results presented in Chapter 5, focusing on how LLMs
can increase the utility of GovTech benchmarks for policymakers, thereby addressing the main research
guestion. This analysis includes interpreting the results, validating the model against a random chance
baseline, and exploring insights from expert interviews. It also examines the contributions to the
GovTech benchmarking process, discusses remaining challenges despite the artefact's implementation.
While this chapter provides a detailed overview of the implications of the results, the next chapter will
present these findings more concisely.

Chapter 7 Conclusion, addresses all the research questions posited in the introduction, summarizing
the findings concisely and emphasizing the research’s implications. It begins by answering each sub-
guestion in order, ultimately leading to answering the main research question.

Chapter 8 Limitations and Recommendations, discusses the limitations encountered during the
research. It categorizes these limitations into two primary types: artefact-related limitations, which are
related to the inherent constraints of the developed artefact, and methodological limitations, which are
associated with the use of Activity Theory and the Design Science Research Methodology (DSRM). By
analyzing these limitations, the chapter provides a clear understanding of the research's boundaries and
areas for improvement. Then, recommendations are presented for both future research and policy. Finally,
the chapter ends by outlining the contours of a new GovTech benchmarking framework that considers the
use of Al: an Al-Supported GovTech Index (AGTI).



2

This research adopts Design Science Research Methodology (DSRM). Unlike traditional empirical
methodologies that attempt to explain and predict phenomena based on observational activities, Design
Science Research (DSR) aims to create an artefact to be an innovative solution for a particular issue. In the
following sections, DSR is first introduced (2.1), the rationale for adopting DSR is explained (2.2), and
subsequently applied to this context of this research (2.3). In the last section (2.4), the validation process
for the artefact is detailed.

2.1
2.11

Although Design Science Research (DSR) is a relatively new research methodology, it has received
significant attention from researchers in the last decade. With its development still ongoing, there is
nonetheless a solid understanding of its core principles (Peffers et al., 2007). DSR focuses on creating and
testing IT artefacts designed to address specific problems within organizations. This approach is
characterized by a detailed process that includes devising solutions for recognized problems, contributing
to research, evaluating these solutions, and sharing the outcomes with relevant audiences. The artefacts
may include constructs, models, methods, and instantiations (Hevner et al., 2004). In short, the definition
includes any designed object that incorporates a solution for a clearly identified research problem (Peffers
et al., 2007).
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Figure 2.1: Design Science Research Framework (Originally from (Hevner et al., 2004), adapted by (vom Brocke et al., 2020))



Figure 2.1 presents a conceptual framework for understanding, executing, and evaluating DSR. The
environment, consisting of people, organizations, and technology, serve as the context for identifying
research problems based on the organizational needs. These needs define the relevance of the research
problem. The knowledge base provides foundations (theories, models) for designing artefacts and
methodologies for their evaluation (Hevner et al., 2004). In case knowledge is already available to solve a
problem identified, this knowledge can be applied following “routine design”, which does not constitute
DSR (vom Brocke et al., 2020). DSR aims to innovate by refining and expanding upon known solutions,
engaging in iterative "build" and "evaluate" processes. All put together, this framework connects research
to real-world organizational needs. These real-world organizational needs are further met by process
models based on DSR, one of which is presented in the next section.

2.1.2

The effectiveness of DSR projects often relies on a wide range of process models. One of the mostly widely
referenced model is one proposed by Peffers et al. (2007), which will be used within this research. Their
Design Science Research Methodology (DSRM), shown in Figure 2.2, outlines a six-step DSR process:
problem identification and motivation, definition of the objectives for a solution, design and development,
demonstration, evaluation, and communication. Additionally, it identifies four potential starting points for
initiating a project, thereby offering flexibility based on the specific context of the research. The
subsequent section will provide the rationale for adopting DSRM in this study, thereby explaining its
relevance and applicability to the research objectives and context.
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Figure 2.2: DSRM Process Model (Peffers et al., 2007)

2.2

The choice of Design Science Research (DSR) for this study aligns perfectly with its main objective of
developing a practical solution to address existing GovTech benchmarking challenges. Unlike traditional
empirical methodologies, which predominantly focus on explaining and predicting phenomena through
observation, DSR is tailored towards creating and evaluating artefacts designed to solve specific problems
(Peffers et al., 2007). This approach is particularly suited to addressing the current challenges in GovTech
benchmarking, such as complexity, timeliness, and flexibility in data aggregation.
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By implementing the six-step Design Science Research Methodology (DSRM) of Peffers et al. (2007),
this research aims to design and implement a solution that overcomes the limitations of current
benchmarking methodologies. DSRM facilitates iterative refinement and validation, ensuring the
developed artefact aligns with real-world needs. This structured yet flexible approach allows the research
to systematically address specific benchmarking challenges by using LLMs to provide more detailed,
timely, and adaptable benchmarking outcomes. In the next section, these steps will be contextualized
specifically for this research, providing a detailed and well-founded structure for the study.

2.3

In this section the Design Science Research Methodology (DSRM) is applied to the context of using LLMs
for GovTech benchmark operationalization. As described in section 1.9, chapters three to seven each align
with a step in the six-step DSRM process. These methodology’s steps, as used in this research, are visually
presented in Figure 2.3, following the process of Peffers et al. (2007).

Process Iteration

] }

Identify Problem & "] Define Objectives [ Design & " Demonstration [~ Evaluation —> Communication
Motivate of a Solution Development
GovTech Solution to Public data sources gﬂ (o) g Op i izatie Presenting
benchmarking lacks © operationalize on GovTech in the 2 of one GovTech %‘ X byLLMis P pal [ i by
Nominal process efficiency, g GovTech 2 Netherlands are H Benchmark is €3 with the official 2 K answering the
sequence timeliness, g benchmarks that is E used by an LLM with S presented, serves :. 3 published data & = 3 | researchquestions.
inclusion of € more efficient, = transfer learning ] as a proof-of- g g feedback by domain g g
complexity and - timely, i) like fine- 2 concept to apply the | § experts. ax
flexibility in complexity, and tuning and f method to other =
aggregation. offers flexibility in Retrieval- benchmarks.
aggregation. Augmented-
Generation.

Problem-
Centered
Initiation

Possible Research Entry Points

Figure 2.3: DSRM Process Model for GovTech benchmarking, adapted from (Peffers et al., 2007)

Figure 2.3 illustrates that this research has a problem-centered initiation, specifically addressing the
challenges encountered in existing GovTech benchmarking methodologies. In step 1, this problem is
clearly identified and motivated through a literature review, which highlights the development and
challenges of current benchmarking methodologies, especially in the GovTech sector. This review
pinpoints the necessity for a more effective benchmarking solution. Step 2 defines the objectives of the
solution, drawing from the gaps identified earlier, and sets specific goals for overcoming the shortcomings
in GovTech benchmarking. Step 3 involves the design and development of the proposed solution, using
Activity Theory to integrate the artefact in the benchmarking ecosystem. Step 4 demonstrates the
application of this solution on a selected GovTech benchmark, providing evidence of its capability to meet
the defined objectives and address the benchmarking issues. Step 5 evaluates the proposed artefact; this
process is described in detail in the next paragraph (2.4). Lastly, step 6 involves communicating the
research findings through this thesis, by presenting the conclusions through answering the research
guestions posited in section 1.8.
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2.4

The evaluation step within the DSRM process model focuses on how well the artefact supports a solution
to the problem (vom Brocke et al., 2020). Specifically, this research will examine the accuracy with which
LLMs can operationalize GovTech benchmarks, aiming to mitigate practical limitations that currently
restrict their utility for policymakers. These limitations will be detailed in the next chapter 3.

24.1

In traditional computational modeling and simulation, verification and validation serve as the principal
methods for evaluating the models' accuracy and reliability (Oberkampf & Trucano, 2008). Verification
involves checking the software for correctness and ensuring that the numerical solutions are accurate
within the context of the specified computational model. On the other hand, validation examines the
physical accuracy of a computational model by comparing simulation results with experimental data.
During verification, the connection of the simulation to the real world is not considered relevant. However,
in validation, the critical concern is the correlation between the computational outcomes and real-world
(experimental) data.

However, language models, particularly Large Language Models (LLMs), significantly differ from
traditional computational and simulation models in terms of system scale and their non-deterministic
nature. This distinction necessitates a different approach to model evaluation. In this research, the focus
shifts away from verification to concentrate only on validation. This decision is substantiated by several
considerations. First, the fundamental differences between conventional models and LLMs render
traditional verification techniques either less effective or unsuitable for assessing LLMs, as noted by Huang
et al. (2023). Furthermore, it is assumed that any functional inadequacies of the system would become
apparent during validation. In essence, if the system does not perform as intended, this will be evident
from the validation outcomes, suggesting that if the validation is deemed satisfactory, then the verification
is implicitly adequate. Additionally, in the context of benchmarking, the emphasis is on comparing the
performance of systems against each other rather than verifying each system against its specifications.
Thus, the research prioritizes validation over verification, proceeding on the premise that successful
validation confirms the artefact’s functionality, aligning with the objectives of benchmarking.

2.4.2

The validation phase will be implemented through a combination of expert interviews and quantitative
analyses. Qualitative insights are obtained through interviews with two types of experts to ensure a
thorough assessment of the LLM-based operationalizations of GovTech benchmarks. The first type consists
of Dutch GovTech experts tasked with evaluating the correctness of the model’s answers, focusing
specifically on the accuracy of the outputs given the Dutch context. The second type includes
(international) experts in the application and methodology of existing GovTech benchmarks, who examine
the practicality of the model’s outputs, such as their adherence to the required data formats and usability
in operational contexts. Engaging these distinct types of experts provides qualitative insights into both the
accuracy and practical applicability of the LLM outputs in real-world scenarios, facilitating a thorough
validation process.

Quantitatively, the validation process involves comparing the LLM's operationalized indicators with
official data from the GovTech Benchmark (ground truth). This comparison produces a numerical accuracy
score, indicating how closely the LLM’s outputs match the official benchmark data. This score is a direct
measure of the LLM’s effectiveness in operationalizing benchmarks. This comparative analysis is
conducted through four distinct methods:
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1. Manual Evaluation: Each output from the LLM is manually evaluated by comparing the LLM’s
operationalized indicators to the ground truth. Outputs are then categorized into one of five
categories: correct and following data format; correct and not following data format; no answer;
incorrect and following data format; and incorrect and not following data format. This
classification not only measures the model’s accuracy but also its practical usability by
determining its adherence to the prescribed data formats essential for benchmark
operationalization. To calculate the precise accuracy for each model configuration, an answer is
deemed accurate if it is correct, regardless of whether it adheres to the prescribed format. The
formula then looks like:

Equation 2.1

Y(correct, following format) + Y (correct, not following format)
Y.(incorrect, not following format) + Y.(incorrect, following format) + Y.(no answer)

Accuracy =

2. Exact Match: An algorithm calculates the proportion of the LLM’s outputs that exactly match the
ground truth data. This metric evaluates the model’s precision in reproducing the exact answers
expected in the benchmark.

3. Edit Similarity: Using the Levenshtein distance, this method calculates the edit similarity by
determining the number of insertions, deletions, and substitutions needed to transform the
model’s prediction into the ground truth, normalized by the length of the longest word involved.
This established method, referenced in the work of Zhang & Zhang (2020), assesses the semantic
similarity between the model’s responses and the actual data, offering a more nuanced insight
into the accuracy of the LLM'’s outputs.

Equation 2.2
Levenshtein(p, g)
ES(p,g) =1-
max (Ipl, 1g1)
Where, for answer p and g, for character positions i and j,
Equation 2.3

Levenshtein, ,(i — 1,j) + 1

Levenshtein,, 4(i,j) = min Levenshtein, ;(i,j — 1) + 1
Levenshteiny, ;(i —1,j — 1) + Lia;=b))

4. Random Chance Comparison: Considering there are multiple choice questions within GovTech
Benchmarks, it is important to determine whether random guessing might surpass the model’s
performance. This evaluation is conducted by calculating the expected accuracy of random
guesses for the multiple-choice questions. Assuming a uniform probability distribution, where
each of the n answer options in m indicators has an equal chance of being selected, the probability
of a correct guess for each indicator varies by the number of options available. The general
formula to calculate the expected random accuracy for multiple-choice questions, where each
group of indicators has a different number of answer options, is given by:
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Equation 2.4

Random Accuracy = % Yk (m; - %)

Where:
e Nis the total number of indicators.
ek is the number of different groups of indicators, each group having a different number of
answer options.
e mjis the number of indicators with n;answer options.
e n;is the number of answer options for the i-th group.

Together, these four methods provide the quantitative validation of the LLM's performance in
operationalizing GovTech benchmarks. The combination of manual evaluation, exact match comparison,
edit similarity, and random chance comparison ensures a robust assessment of both the accuracy and
practical usability of the model's outputs. This approach not only measures how closely the LLM's
predictions align with official benchmark data but also evaluates the model's adherence to required data
formats and its effectiveness in real-world applications. With this validation methodology in place, the
next chapter explores the specific limitations that the artefact seeks to overcome, which compromise the
utility of the benchmarks as an aid for decision-making among policymakers.
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3

This chapter conducts a two-part literature review. First, it examines GovTech benchmarking
methodologies, emphasizing the criticisms, challenges, and unresolved issues that answer research
question 1: "Which are practical limitations of current GovTech benchmarks that affect their utility for
policymakers?" This section concludes by defining objectives for a solution to address these limitations.
Subsequently, the review assesses which Al technologies are most effective at overcoming these identified
challenges, responding to research question 2: "Which Al-technologies are capable of mitigating the
limitations of timeliness, lack of complexity, and lack of suitable aggregation within current GovTech
benchmarking methodologies?" The chapter is organized as follows: Section 3.1 details the unresolved
issues within GovTech benchmarking methodologies, Section 3.2 outlines the objectives for a solution,
and Section 3.3 identifies suitable Al technologies from the literature.

3.1
3.11

To conduct a literature review, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) process was adopted. The PRISMA flow diagram is presented in Figure 3.1.

c
-S Records identified through
38 Scopus searching
= (n=148)
=]
[=
(V]
-
o Records after removing
£ duplicates (n = 140)
5 R ds excluded (n = 96)
g l
g 3 + Different topic (n = 33)
Records screene\‘ion titles/ « Specific (geographic)
abstracts (n =140) case or domain (n =62)
* Non-English (n=1)
Additional
> records
£ identified
;§ through Records excluded (n = 22)
oo snowballing -
o (n=13) Full-text artlgles assessed « Different topic (n = 6)
for eligibility (n =57) * Specific (geographic)
case ordomain (n = 3)
* Lack of quality (n=13)
o
(Y]
°
=
o . ’
Ic Articles included (n = 35)

Figure 3.1: PRISMA Flow Diagram

Scopus was selected due to its extensive range of applied public policy publications, high-quality peer-
reviewed papers, and advanced targeted search capabilities. The search strategy was formulated with the
following query:

( benchmarking OR measuring OR analysing) AND ( govtech OR egovernment OR e-government)

Given the broad application of these terms across various situations and contexts, a substantial number

of articles, totaling 1376, were initially identified. As the research exclusively concentrates on the
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measurement methodology, a targeted search within article titles was conducted, yielding a refined set of
148 documents.

After removing duplicates, titles and abstracts of 140 records were screened, leading to the exclusion
of 96 records for various reasons: some were off-topic, others had a pronounced focus on a specific
(geographic) case or domain rather than on the method of monitoring GovTech itself, and one article was
non-English.

Subsequently, the eligibility of the remaining articles was assessed. This step led to the exclusion of
an additional 22 articles. Moreover, 13 additional articles were identified through snowballing or citation
chaining, which involved reviewing the references of the selected papers to find relevant studies.
Consequently, the final number of articles included in this literature review stands at 35.

3.1.2

From the late 1990s onward, the landscape of e-government has been influenced by a relatively large
number of international organizations and multinational companies that claim to be “benchmarking e-
government” (Skargren, 2020). Noteworthy early benchmarks include the Gartner’s Four Phases of e-
Government Model (Baum & Di Maio, 2000) and the United Nations E-Government Development Index
(EGDI) (United Nations, 2022). Prominent academic contributions include the Four Stages Growth Model
towards e-Government (Layne & Lee, 2001) and the Three Ring Model (Koh & Prybutok, 2003).

Starting from 2003, scholars have begun studying this phenomenon by comparing different
benchmarks and frameworks for e-government. Pioneering research on measuring e-government impact
was carried out by D. Janssen et al. (2004) and Peters et al. (2004). Their analyses shows that many
measurement instruments then adopted too simplistic perspectives, focusing only on easily measurable
factors. D. Janssen et al. (2004) therefore recommended a more nuanced interpretation of these
benchmarks to avoid policy decisions that focus merely on achieving higher scores rather than genuine
improvements in e-government services. Peters et al. (2004), on the other hand, linked this shortfall to
the lack of a robust theoretical framework for measuring the impact of e-government. Hence, they
proposed the development of standardized measurement instruments to address this gap, enabling
governments to effectively compare different e-government approaches.

In the years after, a broad range of such frameworks were developed and used. Early suggestions
were put forth by Briiggemeier et al. (2005), concentrating on innovation arenas, and by Kim et al. (2005),
which propose a g-CSI model customer satisfaction for e-government suitable to the Internet
environment. Notable scientific frameworks include one grounded in structuration theory by Senyucel
(2007), frameworks for measuring citizen or user satisfaction (Park, 2008; Verdegem & Hauttekeete, 2007),
and a comparative assessment of online services delivery progress through multi-criteria analysis by
Giannakopoulos & Manolitzas (2009).

Waksberg-Guerrini & Aibar (2007) were among the first to raise critiques, stating that assessment
frameworks in e-government research have largely neglected the deeper transformations governments
might be undergoing with the intensive use of ICT. The authors argue that existing assessments, primarily
focused on web portals and online services, fail to capture the essence of the potential shift towards a
network-like organization, overlooking indicators related to efficiency, public value generation and
interactivity. Additionally, another common criticism was the excessive focus on measuring supply-side
factors and technologies rather than user needs. Similar critiques were also found and confirmed by
Snijkers et al. (2007) and Salem (2007).

Berntzen & Olsen (2009) not only confirm the supply-oriented nature of benchmarks but also offer
several other noteworthy critiques. They point out that the benchmarks they analyzed focus on electronic
services at the national level, whereas many such services are actually managed by lower levels of
government. Even if such services are removed from the analysis, this introduces a considerable source of
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errors in the assessments. Moreover, they highlight that as the number of e-government services grows,
data collection becomes increasingly challenging. To address some of these issues, they suggest automatic
assessment as a viable solution to some of the problems experienced by current benchmarking studies.

In the years after, again a diverse range of frameworks and indicators were proposed for evaluating
e-government. As these proposals were formulated in response to criticisms, it is possible to discern two
distinct strategies for addressing these critiques. The first strategy involves the ongoing addition of new
factors, resulting in frameworks becoming more extensive and complex. This complexity, combined with
time and resource constraints, has led to a gradual aggregation of indicators, making the frameworks
challenging to apply for assessments at lower governmental levels. For instance, the growing complexity
made it impractical for the frameworks to be effectively used for assessing municipalities due to the
overwhelming amount of work involved. Examples are the multidimensional framework by Chircu (2008),
the contextual benchmark method by J. Jansen et al. (2010), the Digital Economy and Society Index (DESI)
(European Commission, 2022), the Digital Government Index (DGI) (Ubaldi & Okubo, 2020) and the
GovTech Maturity Index (GTMI) (Dener et al., 2021).

A second trend is the development of frameworks tailored to specific domains or use cases. Even
though these frameworks capture the complexity and multiplicity of situations well, the disadvantage is
however that their applicability might be limited when dealing with broader or interdisciplinary contexts.
Specialized frameworks, while effective within their designated domain, may lack the adaptability
required for broad assessments across diverse governmental functions. Examples are an approach that
focuses on the back-end of e-government (M. Janssen, 2010), methods for measuring the performance of
local e-governments (Batlle-Montserrat et al., 2014; de Juana-Espinosa & Tari, 2012), specific e-
government projects (Juki¢ et al., 2013), or the efficiency of public administrations (Rodriguez-Bolivar,
2014).

In recent years, the field of e-government benchmarking has seen relatively few novel insights. The
literature predominantly revisits and confirms previously identified limitations, rather than uncovering
novel flaws or critiques of existing benchmarks. For instance, Rorissa et al. (2011) revisits the issue of
benchmarks failing to distinguish between basic static websites and more complex, interactive portals.
They also assessed the strengths and limitations of six frameworks used to compute e-government
indexes. However, there have been a few significant new criticisms. Notably, Scott et al. (2016) introduced
Public Value theory as a novel framework to assess e-government success. More recently, Przeybilovicz et
al. (2023) highlighted the need for e-government benchmarking to incorporate local contexts and
perspectives. They critique the Eurocentric and Global North biases prevalent in current benchmarking
practices, advocating for a decolonization approach. This approach questions the metrics established by
major organizations, suggesting they may channel governmental efforts into narrowly defined paths and
overlook broader, locally relevant developmental goals.

Figure 3.2 presents a concise overview of the literature from the year 2000 onwards, detailing both
the frameworks and indices proposed, as well as the critiques identified in literature. The next section will
use recent literature reviews to identify the key challenges in the field of GovTech benchmarking.
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Year Selection of Proposed Frameworks & Indices Selection of Criticism in Literature
o Gartner’s Four Phases of e-Government Model (Baum & Di
o Maio, 2000)
8 Four stages growth model towards e-government (Layne &
Lee, 2001)
The United Nations e-Government Development Index (EGDI)  Frameworks adopt simplistic perspectives, focusing only on
launched in 2003 (United Nations, 2022) easily measurable factors (D. Janssen et al., 2004; Peters et al.,
< 2004)
8 Innovation arena model for e-government (Briiggemeier et al.,
N 2005)
g-CSI model customer satisfaction for e-government suitable
to the Internet environment (Kim et al., 2005)
Frameworks are neglecting deeper transformations
Framework grounded in structuration theory (Senyucel, 2007)  governments might be undergoing with intensive use of ICT
8 Framework for user satisfaction (Verdegem & Hauttekeete, (Waksberg-Guerrini & Aibar, 2007)
o 2007)
N
Assessment of online services delivery progress through multi-
criteria analysis (Giannakopoulos & Manolitzas, 2009)
Performance of local governments (Batlle-Montserrat et al., Maturity models represent development through distinct
ﬁ 2014; de Juana-Espinosa & Tari, 2012) stages whereas, in practice stages are not linear but rather
8 Framework for specific e-government projects (Juki¢ et al., interconnected and can occur simultaneously (Andersen et al.,
2013) 2012)
Digital Economy and Society Index (DESI) launched in 2014
(European Commission, 2022)
@ Most models are merely restructurings or adjustments of
8 existing ones (Nielsen, 2016)
N
Digital Government Index (DGI) 2019 by the OECD (Ubaldi & E-government maturity models lack the inclusion of emerging
Okubo, 2020) technologies (Lemke et al., 2020)
Too many supply-oriented benchmarks, missing context and
GovTech Maturity Index (GMTI) 2020 by the World Bank measuring at regional levels, lack of measuring back-office
o (Dener et al., 2021) processes (Skargren, 2020)
S
N No real-time insights due to their time-consuming processes
(Hujran et al., 2022)
No evaluation measures of complex digital infrastructures, only
measurable factors like government websites and e-service
provision (Heidlund & Sundberg, 2022)
N
8 Decolonization approach (Przeybilovicz et al., 2023)
Figure 3.2: Overview of proposed frameworks and criticisms in literature
3.1.3

Over the past few years, three literature reviews have explored the landscape of e-government evaluation
methodologies (Heidlund & Sundberg, 2022; Hujran et al., 2022; Skargren, 2020). Each of these reviews
offers its unique perspective on the evolution of the research field concerning benchmarking e-
government, of which a concise version was provided in the previous section. Furthermore, these reviews
shed light on several unresolved issues and challenges inherent in current GovTech benchmarking
methodologies.

Skargren (2020) states that “The same criticism, for example, keeps recurring again and again: too
many supply-oriented benchmarks, the importance of context and measuring regional levels, and the lack
of not measuring back-office processes.” A similar like issue is put forth by Heidlund & Sundberg (2022)

18



who write: “We expected the more recent highly cited research to investigate evaluation measures of
complex digital infrastructures, but to our surprise, many papers were concerned with government Web
sites and e-service provision. Hujran et al. (2022) find that “existing e-government maturity models lack
the inclusion of emerging and modern technologies”. Therefore, benchmarking methodologies should be
revisited, developed, and extended to also include those emerging technologies. The next section defines
objectives for a solution that could overcome these unresolved issues.

3.2

Based on the identified unresolved issues in the previous section, it can be concluded that there is a
significant demand for an effective methodology capable of benchmarking and monitoring the status of
GovTech, meeting the following criteria.

First, the method should possess the capability to stay up to date, acknowledging the difficulty of
keeping pace with the rapid advancements in technology, as highlighted by Hujran et al. (2022).
Additionally, as indicated by Skargren (2020) and Heidlund & Sundberg (2022), the methodology should
involve the capability to encompass not only websites and e-services but also more complex digital
infrastructures, even though this often means substantial resource and financial investments. Lastly, it
should be possible to change the level of aggregation to suit the purpose. As observed by Berntzen &
Olsen (2009), existing methods frequently suffer from unsuitable aggregation levels.

This research suggests employing Artificial Intelligence (Al) to address these unresolved issues,
meeting the established criteria. Therefore, the next section will explore literature to identify Al-
technologies that are best suited to overcome the limitations of timeliness, lack of complexity, and lack of
suitable aggregation within current GovTech benchmarking methodologies.

3.3
3.3.1

In an extensive literature review on Al and the public sector, Wirtz et al. (2019) identify several potential
Al applications for the public sector, two of which closely match the goals set to be achieved in this
research. The first is Al-Based Knowledge Management (KM) Software, where the use of neural networks
enables the generation, systematization, analysis, distribution, and sharing of knowledge with others. For
GovTech monitoring, such a neural network could be helpful in processing vast amounts of data generated
by public organizations on the use of their technologies, identifying patterns, and extracting valuable
insights that contribute to informed decision-making. The second application, an Intelligent Digital
Assistant (IDA), provides an intuitive interface between a user and a system/device to search for
information or complete simple tasks. In the context of benchmarking GovTech, an IDA could serve as a
user-friendly interface for accessing relevant information and answering inquiries.

In Figure 3.3, Corea (2019) presents a structured overview of the Al technology landscape,
categorizing technologies into two main groups: Al Paradigms (Symbolic, Sub-symbolic, and Statistical
approaches) along the X-axis, and Al Problem Domains (Reasoning, Knowledge, Planning, Communication,
and Perception) along the Y-axis. In the context of GovTech benchmarking, knowledge-based tools stand
out as the most appropriate Al paradigm, given their strengths in knowledge representation and
understanding. Choosing a problem domain of knowledge is evident, as an Al for benchmarking GovTech
should have the ability to represent and process sector-specific information and insights. However, also
the incorporation of perception would prove highly beneficial, as the Al system should be able to respond
flexibly to a variety of user prompts and tasks. Therefore, enabling the system to understand raw input in
natural language is important. For instance, if a user wishes to inquire about the state of GovTech in a
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specific domain or requests a particular aggregation, the Al should be proficient in understanding and
processing such natural language inputs.
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Figure 3.3: Al Knowledge Map (Corea, 2019)

Following the framework, two potential technologies that emerge are neural networks (NN) and natural
language processing (NLP). Fortunately, a significant breakthrough has occurred with the recent
development of transformer models, enabling the integration of these two technologies. Specifically,
Large Language Models (LLMs) now possess the capability to effectively combine neural networks and
natural language processing. This technology suits the purpose of an Al that can effectively benchmark
GovTech developments very well. The technology behind LLMs is covered in the next section.

3.3.2

Al models known as Language Models (LMs) are computational models that have the capability to
understand and generate human language (Chang et al., 2023). LMs can predict the chance of word
sequences or create new text from a given input. The most widespread type, N-gram models, estimate
word probabilities using the context before them. Yet, LMs encounter challenges like dealing with rare
words, overfitting, and grasping complex language aspects. Researchers are consistently improving LM
structures and training methods to tackle these issues.

Large Language Models (LLMs) are advanced LMs known for their massive parameter sizes and
impressive learning capabilities. The central component in many LLMs like GPT-4 (OpenAl et al., 2023) is
the self-attention module in Transformer, which serves as the basic building block for language modelling
tasks. Transformers have revolutionized Natural Language Processing (NLP) by efficiently handling
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sequential data, enabling parallelization, and capturing long-range dependencies in text. A key feature of
LLMs is in-context learning, where the model is trained to generate text based on a given context or
prompt. This strengthens LLMs' ability to produce more coherent and contextually relevant responses,
making them suitable for interactive and conversational applications (Chang et al., 2023). The adaptability
of LLMs is further improved by different transfer learning methods, which are covered in the next section.

3.3.3

Transfer Learning (TL) is a vital machine learning technique that aims at improving the performance of
models in target domains by transferring the knowledge contained in different but related source
domains. In this way, the dependence on a large number of target-domain data can be reduced for model
training. Due to the wide application prospects, transfer learning has become a popular and promising
area in machine learning. An extensive survey article by Zhuang et al. (2021) reviews more than forty
representative transfer learning approaches, especially homogeneous transfer learning approaches, from
the perspectives of data and model.

There are three sub-settings of TL strategies, categorized as: inductive TL, transductive TL and
unsupervised TL (Hosna et al., 2022). Inductive TL requires the source and target domains to be the same,
though the specific tasks the model is working on are different. Transductive TL is used in scenarios where
the domains of the source and target tasks are not the same but interrelated. Unsupervised TL is like
Inductive TL, but the difference is that the algorithms focus on unsupervised tasks and involve unlabeled
datasets both in the source and target tasks.

In the context of this research, an LLM is needed with the following two capabilities: proficiency in
guestion-answering in Dutch and specialized knowledge in GovTech. This model is nowhere available.
However, there is a Dutch model trained for question-answering. Given the absence of such a model, the
adaptation of an existing Dutch question-answering model through domain adaptation presents a viable
solution. Domain adaptation is one of the approaches of transductive transfer learning, in which the task
remains the same, but the source and destination have different domains or distributions (Pan & Yang,
2010). Initial tests will assess to what extent the selected base-model has knowledge about the GovTech
situation in the Netherlands. It is anticipated, however, that domain-specific knowledge will not be
inherently present, and thus domain adaptation will be necessary to improve the LLM’s capabilities. Two
techniques to apply domain adaptation are fine-tuning and Retrieval-Augmented-Generation (RAG).

Fine-tuning allows for the base-model, which is already proficient in general language Dutch question
and answering, to adapt and specialize in the GovTech domain by training on a smaller, domain-specific
dataset. This method ensures that the model not only retains its ability to answer questions but also
acquires specialized knowledge relevant to GovTech, thereby facilitating more accurate and contextually
appropriate responses. Incorporating Parameter-Efficient Fine-Tuning (PEFT) methods, such as LoRA,
optimizes this process by adjusting only a small subset of the model's parameters, reducing resource usage
while effectively adapting the model to new tasks (Hu et al., 2021).

Complementing fine-tuning, Retrieval-Augmented Generation (RAG) improves this method by giving
the fine-tuned model a special ability to look up and use extra information related to GovTech when
needed. This combination means the model doesn't just rely on the fixed knowledge it was trained with;
it can also fetch new and relevant information from outside sources. This ability makes the model much
more effective and flexible, especially useful in the fast-changing world of GovTech. The efficacy of RAG in
domain-specific contexts has been demonstrated by Siriwardhana et al. (2022), who used RAG in three
domains: COVID-19, News, and Conversations, and achieved significant performance improvements
compared to the original model.

Lastly, while not a transfer learning method, prompt engineering is an essential technique to
consider when using LLMs. Prompt engineering involves carefully designing and optimizing the prompts
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given to the model to elicit the most accurate and relevant responses. By refining the way queries are
presented, the performance of the model can be significantly improved without the need for additional
training. This method uses the model's existing knowledge more effectively, ensuring that the generated

responses are as precise and useful as possible in the context of GovTech benchmarks (B. Chen et al.,
2023).
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4

This chapter presents the design of the artefact. First, Activity Theory is used to guide the integration of
the artefact in the GovTech benchmarking ecosystem, addressing research question 3: “How does Activity
Theory guide the placement of LLMs within the GovTech benchmarking ecosystem?”. Following this
theoretical application, the chapter proposes a solution architecture that supports the operationalization
of GovTech benchmarks using an LLM, responding to research question 4: “What is required from a
solution architecture supporting LLMs to operationalize GovTech benchmarks?”. The structure of the
chapter is organized as follows: Section 4.1 applies Activity Theory to determine the most effective
integration point within the GovTech ecosystem for the proposed solution. Section 4.2 then provides a
detailed description of the solution's architecture and design.

4.1

Having identified a fine-tuned LLM with RAG and prompt-engineering as an Al-technology capable of
mitigating challenges within GovTech benchmarking in section 3.3, it is important to determine how the
LLM can be integrated into the GovTech Benchmarking Ecosystem. This integration process is guided by
using Activity Theory, outlined in the next section 4.1.1. Subsequently, section 4.1.2 will explore the
various roles that the LLM can take within the ecosystem. The selection of the most fitting role based on
the research objectives, is described in 4.1.3.

4.1.1

Activity Theory, rooted in the early 20th-century work of Soviet psychologists L.V. Vygotsky and A.N.
Leontiev, offers a robust framework for examining human activities within their socio-cultural contexts. In
its original form, the relationship between subject (human doer) and object (the thing being done) forms
the core of an activity. The object of an activity encompasses the activity’s focus and purpose while the
subject, a person or group engaged in the activity, incorporates the subject’s various motives (Hasan &
Kazlauskas, 2014). Another classic element in Activity Theory, the tool, is the mediation mechanism or
device through which the subject aims to achieve the object.

Later, Engestrom (1987) popularized Activity Theory by providing additional elements of analysis to
Vygotsky’s and Leontiev’s orginal theory: rules (social constructs that help determine how subjects can
act), division of labor (distribution of actions among a community of coworkers), community (all partners
directly involved in the activity) and outcome (what the activity system produces, desired or undesired).
Together, these elements these elements form a generic activity system, as represented in Figure 4.1.

Activity [ Artifacts ] [ Outcome ]
| Subject  }--| bject |

/\\\\‘s\\\ ",—”"\
[ Rules ]——[ Community ]——[ Roles ]

Figure 4.1: Activity Representation in Activity Theory, adapted from (Ojo et al., 2011)
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Activity Theory has been used in a wide variety of domains and applications, including e-government
benchmarking by Ojo et al. (2011). They emphasize the theory’s relevance to GovTech benchmarking for
two key reasons. First, benchmarking is inherently contextual, meaning it must be performed within a
specific setting. Second, when e-government systems are designed, they often incorporate assumptions
about their context of use, which may not align with the reality of their deployment, potentially leading
to discrepancies and failures.

Ojo et al. (2011) have operationalized this connection by considering that the benchmarking activity
(Activity) is carried out by a benchmarker (Subject); using a certain benchmarking approach (Artefacts);
subject to certain benchmarking rules (Rules); and involving benchmarking partners (Community) with
their commitments and roles (Roles); to achieve a certain benchmarking purpose (Object) and eventually
the expected benchmarking results (Outcome). This model is shown in Figure 4.2.

Activity ( Artifacts ) ( Outcome ]
Benchmarking LBenchmarking Approach J LBenchmarking ResultJ
( Subject | ( Object )
Benchmarker J LBenchmarking Purpose J
\ 4 == = = ’ . N\ 4
( Rules Community Roles 1
L Community Rules ( Benchmarking Partners | L Partner Roles J

Figure 4.2: Activity Theory-Based Benchmarking Model (Ojo et al., 2011)

In the following, the role of LLMs within the Activity Theory-Based Benchmarking Model is discussed,
demonstrating the various ways in which LLMs can be effectively incorporated and used.

4.1.2
41.2.1

In the most intuitive way, LLMs are positioned as tools or methods employed by the subject (benchmarker)
to facilitate the benchmarking process. They act as advanced analytical tools that the benchmarker uses
to find, process, and analyze data, generating insights that can be used to perform the benchmarking
Activity. According to the benchmarking model by Ojo et al. (2011) this would be visualized as presented
in Figure 4.3. The artefact is according to Activity Theory the mediation mechanism or device through
which the subject aims to achieve the object, which means that the LLM will be used to achieve the object.
According to Ojo et al. (2011) the object is the benchmarking purpose, e.g. “to determine the source of
good practice for citizen-focused mobile services”. Finally, this results in a benchmarking result, like an
EGOV ranking or benchmarking report.
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Figure 4.3: LLM as Artefact

4.1.2.2

Beyond serving as tools, LLMs could play an important role in stimulating community engagement and
collaboration. By making the LLM publicly accessible, a broader spectrum of stakeholders, including
policymakers, researchers, and practitioners, gains easy access to advanced analytical capabilities. This
accessibility empowers these groups to contribute more effectively to the benchmarking process,
enhancing the collective effort to improve GovTech services. The democratization of knowledge and
analytical tools through LLMs thereby strengthens the ecosystem's inclusivity and collaborative potential.

( Artifacts ] ( Outcome W

LBenchmarkingapproachJ L Benchmarking Result J

( Subject ] ( Object ]
L Benchmarker J o L Benchmarking purpose J

= -

e ) GOEEER (-
L

Community rules J L T as community J L Partner roles

) enabler

—1 J

Figure 4.4: LLM as Community Enabler

4.1.2.3

Perhaps the most revolutionary aspect of LLMs in the context of GovTech benchmarking is the potential
to function autonomously as subjects, undertaking the benchmarking process independently. In this role,
LLMs would not only analyze and collect relevant data, but also identify the useful framework,
operationalize it, compare performance metrics, and even suggest improvements without direct human
oversight. This self-sufficiency could transform benchmarking processes, offering a scalable, efficient
means to continually assess and improve GovTech services, ultimately driving innovation and excellence
in public service delivery. However, granting LLMs this degree of agency raises complex semantic, legal
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and liability concerns regarding safety (Burton et al., 2020), particularly within the governmental context
and considering the early stages of Al integration in public systems.

( Artifacts ] ( Outcome 1
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Figure 4.5: LLM as Autonomous Subject

4.1.3

Within the ecosystem of GovTech Benchmarking, this research designates the role of the LLM as an
artefact, as depicted in Figure 4.3. This choice is made for two primary reasons. First, positioning the LLM
as an artefact is in harmony with the methodology adopted in this research, which aims to develop an
artefact that meets the defined objectives in 3.2. In this capacity, the LLM is used as a sophisticated tool
for the operationalization of benchmarks, aligning perfectly with the research's objective to create a
functional artefact.

Secondly, considering the novelty and innovative aspect of employing LLMs within this domain, their
use as artefacts presents the most feasible approach. It situates LLMs as advanced analytical instruments
that the benchmarker uses to discover, process, and analyze data, thus facilitating the generation of
actionable insights for benchmarking activities. This initial exploration sets a foundation upon which future
research could expand, exploring alternative roles LLMs might occupy within the ecosystem.
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4.2

The subsequent subsections describe the technical structure of the proposed solution, as visualized in
Figure 4.6. The full code of the artefact, including the data and results are available on the GitHub-
repository of the projectl. To provide a clear understanding, Section 4.2.1 presents the data pipeline,
Section 4.2.2 the prompting pipeline, and Section 4.2.3 the evaluation pipeline.
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Figure 4.6: Overview Solution Architecture

The data pipeline is designed to process publicly available data by first dividing it into manageable
segments or chunks. These segments are then transformed through an embedding model, resulting in
their storage within a vector database. This enables the use of the embedding model to locate data that
is closely related or similar. The subsequent sections detail this process further: Section 4.2.1.1 outlines
the criteria used for choosing the data sources. Section 4.2.1.2 proceeds to identify and select the relevant
data sources based on these criteria. Section 4.2.1.3 explores the embedding models, discussing the
rationale behind their selection and deployment. Finally, Section 4.2.1.4 describes the vector database
employed to store the chunks.

42.1.1

To ensure high-quality results are generated by the LLM, the data used for transfer learning methods
should be of high quality. Data criteria are defined following the data quality framework by Wang & Strong
(1996), which categorizes data quality into four primary categories: intrinsic, contextual, representational
and accessibility. At least one dimension from each of these categories is considered. The defined criteria
are presented in Table 4.1.

L https://github.com/Nelis5174473/GovLLM
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Table 4.1: Data Quality Criteria (Adapted from (Wang & Strong, 1996))

Intrinsic Reputable Data must come from published sources or those
controlled by reputable organizations.

Contextual Current The data needs to be frequently updated to mirror the
most recent advancements. Alternatively, each piece of
data should have a date mark to allow for selecting data
from different time periods.

Relevant The selected sources must directly contain or be related to
data about GovTech in the Netherlands. For broader
datasets, mechanisms should be in place to filter and
extract domain-specific information.

Substantial Data sources must at least contain 500 data entries.

Representational Interpretable Data should be presented in formats that allow for
straightforward understanding and interpretation.
Preferred formats include TXT and PDF.

Accessibility Accessible The sources need to be readily accessible for research
purposes.
Authorized Considering the legal issues that have arisen with the use

of data by LLMs, it's important to get permission to use
this data. Doing this reduces legal risks and follows ethical
standards for research.

This carefully selected set of criteria ensures that the data supporting the study is both technically accurate
and ethically gathered, providing a basis for valuable contributions to the GovTech benchmarking field. In
the following section this set of criteria is used to identify data sources.

4.2.1.2

After extensive desk research the data sources found are presented in the following table. Based on the
defined criteria, several data sources are not included.

Table 4.2: Selection Data Sources

Reputable | Current Relevant Substantial | Interpretable | Accessible | Authorized

Binnenlands Bestuur v v v v v v X
Dutch Government v v v v v v v
Open Data Portal

iBestuur v v v v v v v
KVK open dataset v v X v v v v
Tendernet v v v v v v v
Woogle v v X v v v v
GovTech Today v v X v v v X
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Binnenlands Bestuur and iBestuur are prominent Dutch platforms focused on government and policy
topics within the Netherlands. iBestuur specifically concentrates on governance relating to information
technology, aligning closely with GovTech themes. In contrast, Binnenlands Bestuur covers a broader range
of topics including finance and the environment, yet it efficiently categorizes its content, making it easy to
pinpoint articles relevant to GovTech. Accessing content on both platforms requires authorization, and
formal permission was sought to use their articles and information.

Additionally, the Woogle platform, which archives documents released following Open Government
Act requests, was initially considered as a potential data source. However, its utility was limited as the
required documents were already accessible through the Dutch Government Open Data Portal, rendering
Woogle unnecessary for our purposes.

Moreover, platforms like the KVK (Dutch Chamber of Commerce) and Tendernet offer more technical
details; KVK provides information about all Dutch companies and startups, including IT-companies.
However, the data only included basic contact details which proved too limited. Conversely, Tendernet,
which details government tenders, was deemed valuable as it offers insights into IT projects' scopes, the
involved companies, and associated costs, hence it was included as a data source.

International platforms such as GovTech Today, despite offering a wealth of GovTech information,
were not used due to their lack of specific focus on the Dutch context, stressing the importance of regional
relevance in our research scope. Lastly, the presence of an empty row in the table suggests the possibility
of incorporating more data sources in the future, should they satisfy the established criteria.

4.2.1.3

The conversion of raw data sources into useable embeddings begins by breaking down the data into
smaller segments, essential for both manageable and efficient processing. This segmentation is achieved
using a recursive character splitter, which divides the text at specific characters: [".", "!", "?", "\n"].
Operating from left to right, the splitter continues until it produces segments that are suitably sized (up to
128 characters). This method of splitting not only facilitates easier handling but also increases the
specificity of the embeddings, as each one represents a smaller slice of information.

The data chunks are converted into embeddings using a sentence-transformer model, which
generates semantically meaningful sentence embeddings from text strings (Reimers & Gurevych, 2020).
For this process, the paraphrase-multilingual-MiniLM-L12-v2? is used. This model, based on the BERT
architecture (Devlin et al., 2018), contains 118M parameters and has been fine-tuned on 50+ languages,
including Dutch. The model returns a 384-dimension embedding. The creation of the embeddings is
performed on a personal computer equipped with an Apple M1 8-core GPU.

4.2.1.4

The embeddings are stored in a Chroma DB vector database. Chroma DB is an Al-native, open-source
vector database designed to improve applications using large language models by efficiently managing
embedding vectors (Chroma, n.d.). It simplifies the embedding and indexing of data for machine learning
models, supporting a variety of operations like CRUD (Create, Read, Update, Delete), similar to traditional
databases. With functionalities that allow the storage of metadata and the use of various similarity metrics
for precise querying, Chroma DB offers a powerful yet user-friendly platform for developers and
researchers. It integrates seamlessly with Python environments, facilitating rapid prototyping and robust
application development.

2 https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
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In Chroma vector databases, various distance functions can be used to measure the similarity or
dissimilarity between vectors, which are important for efficient retrieval of data. For the artefact design,
the Squared L2 distance function will be used for its computational benefits and effectiveness in
emphasizing larger discrepancies between data points. This distance function calculates the sum of the
square of differences between corresponding elements of two vectors, following the formula:

d= > (4 -BY

By squaring the differences, the Squared L2 distance accentuates significant deviations, which is
essential in applications like outlier detection. This method omits the square root calculation required in
standard Euclidean distance, thus reducing computational load, and improving performance in large-scale
vector database operations.

4.2.2
4221

The prompting pipeline is designed to refine interactions with the LLM, ensuring the generation of
contextually relevant responses. At the core of this process is a specific benchmark indicator with its
specified data format, both retrieved from the existing GovTech benchmark. The context, sourced from
the sentence-transformer model embeddings by using the Squared L2 formula explained in the previous
section 4.2.1.4, enriches the prompt with domain-specific context. These three elements are then added
to a prompt template which contains a predefined role, which helps to contextualize the response
expected form the LLM. The role remains constant across prompts, ensuring uniformity in the LLM’s
perspective. How this prompt template looks like, is a whole area of research called ‘prompt engineering’.

A paper by Chen et al. (2023) was used to implement the most common methods to improve the
prompt template to optimize the usefulness of the LLM’s output, namely being precise, role-prompting
and retrieval augmentation. Other techniques mentioned like one-shot and few-shot prompting, chain of
thought, tree of thoughts and graph of thoughts were not used due to their increased complexity. Figure
4.7 details the basic prompt template, and the prompt template after several prompt engineering
techniques mentioned by Chen et al. (2023) were deployed.

Basic prompt
template ="""
Answer according to the data

format using the context.
\n\n”

CONTEXT: {context}
DATA FORMAT: {data_format}
QUESTION: {question}

ANSWER:

Improved prompt

template =""

You are "GovTech-GPT," an advanced Al assistant with extensive
expertise in digital technologies specifically aimed at
applications within the Dutch government. Your main task is to
assist in the operationalization of e-gov benchmarking
frameworks. You always respond based on the most recent data
and insights, taking into account the specific context of the
Dutch government. You provide answers only according to the
specified data format, using numbers instead of text whenever
possible. Do not add any text, clarification, or explanation. If you
do not know the answer, do not provide fictitious information or
explanations, but respond only with: "No answer." \n\n"

CONTEXT: {context}

DATA FORMAT: {data_format}
QUESTION: {question}
ANSWER:

Figure 4.7: Prompt template

Prompt Engineering
techniques used

Role-prompting

Be precise

Retrieval Augmentation
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4.2.2.2

The pre-trained base model in this setup is BramVanroy/GEITje-7B-ultra-sft, a Dutch instruction/chat
model ultimately based on Mistral and aligned with Al feedback via Direct Preference Optimization (DPO).
It is a DPO continuation of the Supervised Fine-Tuning (SFT) trained BramVanroy/GEITje-7B-ultra-sft,
which in turn is based on Rijgersberg/GEITje-7B, which in turn is based on Mistral 7B and further
pretrained on Dutch data.

For this research, the model was further finetuned on a dataset of question-answer pairs on the
Dutch government (Rijksoverheid, n.d.) to achieve several goals: 1) increase its knowledge of the Dutch
government, 2) improving phrasing and style to better match official Dutch government communications,
3) increase its ability to understand and interpret sector-specific terminology and jargon related to the
Dutch GovTech context. The finetuning was conducted on an Amazon Web server equipped with an
NVIDIA A100 GPU. The finetuned model, named GovLLM-7B-ultra, has been made publicly available on
Hugging Face®. Figure 4.8 illustrates the loss progression during the finetuning process, which displays a
clear plateau, indicating that the model has reached the limits of its learning capacity from the available
data.

Loss Progression Over Epochs During Finetuning
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Figure 4.8: Loss Progression Over Epochs During Finetuning

4.2.3

The evaluation pipeline facilitates the validation process, which is explained in section 2.4. For each
operationalized benchmark indicator, it is essential to use the ground truth, which contains the officially
published data from the benchmark organization. Given time and resource limitations, only one GovTech
benchmark will be operationalized by the artefact. The selection of an appropriate GovTech benchmark is
discussed in Section 4.2.3.1, while the corresponding experimental setup is described in Section 4.2.3.2.

3 https://huggingface.co/Nelis5174473/GovLLM-7B-ultra
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42.3.1

To select an appropriate GovTech benchmark to operationalize it with an LLM, it's important to select a
benchmark using a set of defined criteria. The benchmarks under consideration include the Digital
Economy and Society Index (DESI) (European Commission, 2022), the E-Government Development Index
(EGDI) (United Nations, 2022), the Digital Government Index (DGI) (Ubaldi & Okubo, 2020) and the
GovTech Maturity Index (GTMI) (Dener et al., 2021), along with numerous national assessments (Public,
2021).

Firstly, evaluating the relevance of topics, the DESI and EGDI, although detailed, heavily focus on
statistical data about internet connectivity and usage that are not feasible for LLM analysis, as these
require traditional statistical methods and data gathering that an LLM cannot perform. DGI, although
relevant, is limited by its partial openness regarding country data, which can hinder the validation of the
LLM’s operationalization. The GTMI provides an international perspective with a publicly available
methodology and relatively open data access, making it a viable option for LLM-based analysis. National
assessments, while valuable, exhibit high variability in methodology and scope, which can complicate
standardization and comparability in a global context.

Given these observations, the selection process favors the GTMI due to its alignment with the
selection criteria: it is international in scope, has an openly available methodology, offers accessible data,
and covers relevant GovTech topics in detail. This makes GTMI particularly suitable for this research. Table
4.3 below, summarizes the evaluation based on the defined criteria:

Table 4.3: Criteria benchmark selection

Scope Methodology Data Availability Relevance of topics
Availability
DESI European Public Open Partially relevant
EGDI International Public Partially closed Partially relevant
DGI International Public Partially closed Highly relevant
GTMI International Public Open Highly relevant
National Assessments National Varies Varies Varies

4.2.3.2

Section 2.4.2 details four validation methods: manual evaluation, exact match, edit similarity and random
chance comparison. However, the selected GTMI benchmark can be operationalized by the designed
artefact using various configurations. Specifically, it can be implemented using the base model in
combination with prompt-engineering and the two transfer learning models described in Section 3.3.3:
fine-tuning and Retrieval-Augmented-Generation. To thoroughly address research question 5, "How does
the accuracy of LLMs in operationalizing GovTech benchmarks compare to that of conventional methods?",
it is essential to evaluate the different model configurations. This evaluation follows a full factorial design,
a systematic experimental approach that tests all combinations of factors and their respective levels to
determine their effects and interactions on a response variable. In this context, the factors under
consideration are base model versus fine-tuned model, the inclusion or exclusion of Retrieval-Augmented-
Generation (RAG), and the application or omission of prompt engineering. The resulting configurations
are shown in Table 4.4.
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Table 4.4: Full factorial design

Prompt engineering RAG Fine-tuning
Combinations (P) (R) (F)
000 0 0 0
Poo 1 0 0
oRo 0 1 0
ooF 0 0 1
PRo 1 1 0
PoF 1 0 1
oRF 0 1 1
PRF 1 1 1

With this experimental setup, the GTMI benchmark was operationalized by the artefact. The results are
presented in the following chapter.
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5

This chapter presents the results, thereby aiming to answer research question 5: “How does the accuracy
of LLMs in operationalizing GovTech benchmarks compare to that of conventional methods?”. This is done
using the four ways of assessing the accuracy of the model as explained in Section 2.4.2, following the
experimental setup as presented in Section 4.2.3.2. The structure of the chapter is organized as follows:
Section 5.1 discusses the manual evaluation including the evaluation of multiple choice questions, Section
5.2 presents the exact match results, Section 5.3 shows the results by edit similarity, and Section 5.4
combines the results from these three methods to assess the overall accuracy of the model configurations.

5.1

Each output from the LLM is manually evaluated by comparing its operationalized indicators to the ground
truth. In Section 5.1.1, the distribution of answers across manual categories is presented. Section 5.1.2
discusses the accuracy based on manual evaluation, while Section 5.1.3 focuses on the accuracy of
multiple-choice questions.
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Figure 5.1: Answer distribution manual evaluation

By manually comparing the operationalized indicators to the ground truth, model outputs are categorized
into one of five categories: correct; correct but not following data format; no answer; incorrect but

34



following data format; and incorrect with incorrect data format. Figure 5.1 shows a stacked bar plot,
showing how accurate each model configuration performs on operationalizing the GTMI benchmark.

Moreover, it shows that some indicators could not be answered because they were derived from
external framework scores from other benchmarks. The percentage of these external framework scores
is consistent across all model configurations. The 'no answer given' category is much more prevalent in
configurations with prompt engineering. This is due to the additional instructions included in the prompts,
explicitly directing the model to respond with 'no answer' when no data was available, rather than making
up a response.

5.1.2

The accuracy per model configuration, based on manual evaluation, is calculated using Equation 2.1 as
described in Section 2.4.2. This means that an answer is deemed accurate when the correct answer is in
the output, regardless of the data format. The results are presented in Figure 5.2 below.
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Figure 5.2: Accuracy by Manual Evaluation

The model configuration achieving the highest accuracy, based on manual evaluation, is PoF. This
configuration involves a fine-tuned model with prompt engineering and without RAG. The second highest
accuracy is achieved by Poo, which is the base model with prompt engineering. The configurations with
the lowest accuracy are PRF and ooF, both of which use a fine-tuned model.

5.1.3

The GTMI benchmark includes a total of 351 indicators and subindicators. Among these, 200 indicators
and subindicators require a multiple-choice answer according to the prescribed data format. The
multiple-choice questions range from 2-answer to 5-answer options. The accuracy of the model
configurations in answering these questions, as determined by manual evaluation, is illustrated in Figure
5.3 below. The model configurations that achieve the highest accuracy on multiple choice questions,
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based on manual evaluation, PoF, Poo and PRo, in descending order of accuracy. All of these
configurations use prompt engineering.

Multiple Choice Accuracy by Manual Evaluation
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Figure 5.3: Multiple Choice Accuracy by Manual Evaluation
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To evaluate whether random guessing outperform these achieved accuracies, an evaluation is conducted
by calculating the expected accuracy of random guesses for the multiple-choice questions following
Equation 2.4. Using the data in Table 5.1, the expected random accuracy, weighted by the number of
indicators in each category is 37.0%. This value is illustrated by the green line in Figure 5.3. This makes it
clear that only two model configurations outperform random chance, namely Poo with an accuracy of
45.5% and PoF with an accuracy of 48.0%.
Additionally, the accuracy for multiple-choice questions is calculated separately for each number of
answer options (ranging from 2 to 5). The results are presented in Table 5.1 below.

Table 5.1: Multiple Choice Accuracy by Number of Answer Options

Accuracy (%) 000

ooF oRo Poo oRF PRo PoF PRF
Multiple Choice options
2 (n=65) 40.00 | 20.00 | 32.31 | 46.15 | 36.92 | 30.77 | 47.69 | 24.62
3 (n=97) 27.84 | 16.49 | 20.62 | 49.48 | 25.77 | 36.08 | 46.39 | 12.37
4 (n=31) 3.23 9.68 6.45 3.23 6.45 35.48 | 54.84 0.00
5 (n=7) 28.57 | 14.29 | 14.29 | 42.86 0.00 42.86 | 42.86 | 14.29
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Assuming that having more options makes it harder to choose the correct answer, it is expected that
accuracy will decrease as the number of choices increases. Generally, this pattern holds true. However,
there are notable exceptions in the last row, where multiple-choice questions with five options show
surprisingly high accuracies, reaching up to 42.86%.

5.2

The Exact Match algorithm determines the proportion of the LLM's outputs that perfectly align with the
ground truth data. Due to the stringent requirement for exact correspondence, the achieved percentages
are significantly lower. The results are displayed in Figure 5.4.
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Figure 5.4: Accuracy by Exact Match

The model configuration that achieves the highest accuracy based on exact match is PRo, which employs
the base model with prompt engineering and RAG. The second highest accuracy is achieved by the oRo
configuration, which also uses the base model with RAG but without prompt engineering. All other model
configurations score below 0.5% accuracy and show no significant differences from one another.
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53

The final method for assessing accuracy is Edit Similarity. As described in Section 2.4.2, this method uses
the Levenshtein distance to calculate edit similarity by counting the number of insertions, deletions, and
substitutions needed to transform the model's prediction into the ground truth, normalized by the
length of the longest word involved. The accuracies are shown below in Figure 5.5.
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Figure 5.5: Accuracy by Edit Similarity

The model configurations achieving the highest accuracies, with values between 12 and 15 percent, are
Poo, PRo, and PoF. These configurations all incorporate prompt engineering. In contrast, the other model
configurations without prompt engineering show no significant differences from each other and score
between 4 and 6 percent.
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5.4 Combined Accuracy Assessment
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Figure 5.6: Full Accuracy Assessment

The accuracies from the three different methods for calculating accuracy are presented together in a single
plot. This plot illustrates that manual evaluation yields the highest values, followed by edit similarity, and
finally, exact match. This trend is expected, as manual evaluation considers good answers that may not
strictly adhere to the data format as accurate. In contrast, the two automated methods do not account
for such variations. Additionally, the exact match method is highly stringent, only marking an answer as
accurate if it exactly matches the ground truth.

Having presented the accuracy data from different model configurations and assessment techniques,
the next chapter will provide a detailed interpretation of these results. It will explore the implications of
these accuracies for the utility of benchmarks for policymakers.
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6

This chapter critically analyzes the results presented in the previous chapter, focusing on the implications
for GovTech benchmarking when using LLMs for benchmark operationalization. The structure of this
chapter is as follows: Section 6.1 interprets the results from the previous chapter to assess the accuracy
of LLMs in benchmarking operationalization, a prerequisite for LLMs to potentially increase the utility of
benchmarks used by policymakers in decision-making. Section 6.2 explores how LLMs can address the
inherent challenges of timeliness, complexity, and data aggregation. Subsequently, Section 6.3 evaluates
the implications of this study for the GovTech Benchmarking process, while Section 6.4 identifies the
remaining challenges despite the artefact’s implementation. Collectively, these four sections aim to
answer the main research question: “How do LLMs operationalizing GovTech benchmarks mitigate
inherent challenges of timeliness, complexity, and data aggregation, increasing their utility for
policymakers?”.

6.1
6.1.1

To determine whether the artefact can potentially mitigate the inherent challenges of benchmarks, as
identified in the literature review in Chapter 3, it is essential to first assess the model's accuracy.
Specifically, if the model lacks sufficient accuracy, it would be useless to address other challenges related
to benchmarking, as the model's output must possess a certain degree of reliability and utility. Accurate
operationalization is therefore a critical requirement, without which the artefact cannot contribute
meaningfully to overcoming issues such as timeliness, complexity, and data aggregation. Therefore,
establishing the model's accuracy is a prerequisite for evaluating whether the artefact can contribute to
mitigating the inherent challenges of timeliness, complexity, and data aggregation, thereby increasing the
utility for policymakers using these benchmarks as aids in decision-making. This assessment is conducted
in the next section.

6.1.2

When reviewing the results from Chapter 5, one might initially consider that a maximum accuracy of 30%
suggests that even random guessing could outperform the model. This assertion, however, is quickly
refuted when considering the complexity of open-ended questions, where making a correct guess is
significantly more challenging. Nonetheless, as outlined in Section 5.1.3, there are 200 indicators and sub-
indicators that require answers in a multiple-choice format according to specified data standards. To better
validate the accuracy of the artefact, it is important to determine whether random guessing might actually
surpass the model’s performance. This validation was performed and illustrated in Figure 5.3. With a
average random guess accuracy of 37.0%, two model configurations outperform random chance, namely
model configurations Poo with an accuracy of 45.5% and PoF with an accuracy of 48.0%. This suggests that
when implementing prompt-engineering, the model is better configured to deal with the complexity of
the indicators.

When further examining the different transfer learning methods applied, it appears that model
configurations using prompt engineering, outperform other configurations for all three validation
techniques: manual evaluation, exact match and edit similarity. For example, PoF and Poo, demonstrated
the highest accuracy in manual evaluations of multiple-choice questions, with PoF reaching an accuracy
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of 48.0% and Poo 45.5%, both surpassing the baseline accuracy of random guessing set at 37.0%. This
finding is supported by recent literature (White et al., 2023). By refining input queries to align with the
model's internal knowledge, this method improves output accuracy and relevance without further
training. Additionally, prompt engineering has been proven to have a significant positive impact in
various domain-specific contexts, as evidenced by findings from Heston & Khun (2023) and Yu et al.
(2023).

Despite these configurations outperforming random chance, the achieved accuracies are not
particularly impressive, especially when comparing to other studies. For instance, in the context of open-
domain question answering, like the Stanford Question Answering Dataset (SQUAD 1.1), models such as
BERT (Devlin et al., 2018) and T5 (Raffel et al., 2019) commonly achieve accuracies above 80%. However,
context specific domains like the legal sector present unique challenges that are not reflected by high
accuracies. For example, state-of-the-art models can only achieve about 28% accuracy on the legal JEC-
QA question-answer dataset (Zhong et al., 2020). Similarly, in clinical question answering, models tested
against the LongHealth benchmark exhibit a wide range of accuracies, from 32% to 77% (Adams et al.,
2024). These examples show the nuanced nature of performance metrics in context-specific domains,
emphasizing that such accuracies, while lower, are reflective of the specialized requirements and
complexities inherent in specific domains.

Lastly, some inaccuracies in the ground truth data used for the model assessment also affected the
results. This data contained a few obvious errors, such as indicator 1-33, which will be detailed in Section
6.3.1. Additionally, some indicators could be interpreted in various ways. For instance, indicator I-1 of the
GTMI asks whether there is a shared cloud platform available for all government entities. The ground truth
data answers affirmatively, referencing ODC-Noord, one of the four Dutch Governmental Data Centers.
However, the artefact’s output cited the 2022 Letter to Parliament on government-wide cloud policy (Van
Huffelen, 2022), which allows public organizations to use cloud services like Amazon Web Services under
specific conditions. Consequently, the model concluded that a shared cloud platform for all government
entities does not exist. This example illustrates the subjective nature of some indicators, resulting in lower
accuracy despite the model providing a valid and useful answer. Such discrepancies, occurring
occasionally, contributed to a reduced accuracy.

In conclusion, the assessment of the model's accuracy reveals the artefact's potential to address
the inherent limitations of benchmarks. While initial results might suggest that random guessing could
outperform the model, deeper analysis shows that with the right configurations, particularly those using
prompt engineering, the model can operationalize the benchmark with a sufficient degree of reliability
and utility, which is a critical requirement to be of use for policymakers. Moreover, given the time and
resource constraints for this project, several limitations of the artefact, as described in Section 8.1, remain
and could be improved, potentially improving the accuracies significantly. For now, the achieved accuracy
stresses the model’s capability to meaningfully contribute to overcoming issues like timeliness, complexity,
and data aggregation in benchmarking processes. The next section will cover how the artefact might
contribute to the mitigation of these challenges.

6.2
6.2.1

One of the most significant improvements that LLMs can contribute to the GovTech benchmarking
process is the reduction in time required for data collection. This aspect was highlighted as an
unresolved challenge in the literature review in Chapter 3. Furthermore, all interviewees confirmed this
during their interviews. Mark Pryce (Appendix B) specifically highlighted the DGI-process as a prime
example, where initial data collection is followed by an extensive validation period. Typically, after the
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data collection phase, there is a validation period of around 15 months during which individual countries
validate their data with the OECD. The final benchmark was released in February of this year, although
data collection had concluded in the summer of 2022. This sequence of events highlights the lengthy
timelines involved in current benchmarking methods. Felipe Gonzalez-Zapata from the OECD and
responsible for the DGI acknowledges this (Appendix C) but stresses the fact that it requires time to
ensure the data and the results are extremely accurate.

In contrast, with LLM integration, the time required to populate the framework ranged from 20 to
30 minutes depending on the model configuration. This significant reduction in time shows the potential
of LLMs to streamline complex processes, allowing for more efficient and timely data handling in
governmental benchmarking. However, this does not imply that the full process can be shortened to 20
to 30 minutes. As will be discussed in Section 6.4.2, a validation process is still necessary to ensure the
accuracy and reliability of the data used within the benchmark.

6.2.2

A second challenge in GovTech benchmarking, as highlighted in the literature review in Chapter 3, is the
insufficient handling of complexity. Current benchmarks predominantly focus on readily quantifiable
aspects such as websites and services, rather than analyzing the more complex back-office structures and
processes. The current model, as discussed in the results, has not successfully addressed this issue. In fact,
the lower accuracy levels indicate a failure to capture certain complexities.

However, practitioners mention time and resource constraints as one of the primary reasons for not
including more complexity in benchmarks. For instance, Nicky Tanke (Appendix B) notes that data formats
in the DGI typically require a choice between options A or B, neglecting scenarios where both may apply.
However, expanding the range of answer options to include this complexity would necessitate additional
time and resources, further prolonging the process. Additionally, many questions now intersect multiple
topics. Mark Pryce illustrates the time it takes to deal with more complex questions with the following
scenario: "When you talk about, for example, what are we all doing to make digitalization activities by the
government more sustainable? Well, we then have to request this from all government organizations (...)
So that makes it quite laborious" (Appendix B).

These examples show that the inclusion of complexity is limited due to the significant time and
resources required. Consequently, the current laborious data collection process hinders the inclusion of
more complexity. However, as seen in the previous section, LLMs face significantly fewer time and
resource constraints. Moreover, considering the existing time and resource constraints which have led to
several limitations of the artefact, detailed in Section 8.1, there also remains significant potential for the
artifact to improve in accuracy. Therefore, if the artifact were to be improved for greater accuracy,
potentially much more complexity can be included, as the artefact requires fewer resources and operates
at a much higher speed.

6.2.3

The third challenge in GovTech benchmarking, as highlighted in the literature review in Chapter 3, is the
inflexibility in aggregation levels. The artefact has so far only demonstrated the operationalization of a
benchmark at national level and has therefore not directly addressed this issue. However, similar to the
challenge of complexity, the lack of diverse aggregation levels is primarily due to the extensive time and
resources required.

Mark Pryce (Appendix B) notes that the primary reason for the lack of diverse aggregation levels is
the extensive effort required even at the national level. Yet, there is recognized potential and value in
developing benchmarks for specific sectors, domains, or other government levels. Mark Pryce suggests
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that ministries such as Education or Health would greatly benefit from benchmarks that identify which
countries perform well and could provide valuable learning opportunities.

Therefore, although the artefact does not directly address the challenge of data aggregation, its
ability to operationalize benchmarks at a much higher speed and with significantly fewer resources
presents a substantial opportunity. By using these efficiencies, the artefact has the potential to address
the inflexibility in aggregation levels.

Next to the challenges of timeliness, complexity, and data aggregation, there are also more
contextual contributions on social and ethical level, which will be discussed in the next section.

6.3

Beyond the technical contributions of using LLMs for benchmark operationalization in addressing
challenges of timeliness, complexity, and data aggregation, the use of LLMs will also have broader social
and ethical impact. The following subsections explore three of these implications.

6.3.1

One of the issues highlighted by practitioners and observed in the ground truth data is the tendency to
report data in a way that boosts a country’s ranking. For instance, indicator I-33 in the GTMI asks whether
there is a national GovTech institution. According to the ground truth data for the Netherlands, this should
be the ‘GovTech Institute’, citing NLDigital as the source, which is actually the collective of the Dutch digital
sector. By reporting the existence of such an institution, the Netherlands would score higher on the
benchmark. However, in reality, no such ‘GovTech Institute’ exists, and NLDigital is something entirely
different. It is unclear whether this data was intentionally misreported to achieve a higher score or if it
was an honest mistake. Despite both Mark Pryce (Appendix B) and Felipe Gonzalez-Zapata (Appendix C)
asserting that the methods used are rigorous, both acknowledge that some countries try to maximize their
scores.

As described in Section 1.4.3, the integrity of the data collection process is an important ethical issue.
Mistakes or biases in data can lead to misguided policies that might increase existing inequalities or create
new ones. The perverse incentive to maximize scores could result in harmful consequences for citizens
and companies due to misplaced priorities and unfair allocation of resources, based on misleading
benchmark results. For instance, if a benchmark reports a country to have a well-functioning and advanced
e-job portal in place, no funding might be allocated to improve it, even if the portal is actually ineffective.
This misrepresentation can severely impact jobseekers and companies who rely on such services. This
issue is confirmed by Felipe Gonzélez-Zapata from the OECD who is involved in both the data collection
and validation process (Appendix C). He states that “If the performance of a country in a specific area
would be inaccurately represented, this mismatch could lead to countries prioritizing or deprioritizing
topics based on incorrect data, resulting in significant policy and political implications. That is a very
sensitive issue.”

The use of LLMs could mitigate this issue in two significant ways. Firstly, an LLM does not have the
inherent bias to score as high as possible, leading to more objective operationalization. Secondly, by using
RAG, multiple data sources are used to generate one answer, and these sources can be verified. This
approach prevents the cherry-picking of sources that would otherwise be used to artificially boost scores.
As aresult, the use of an LLM could lead to more accurate and reliable benchmarking, reducing the impact
of biased data reporting.
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6.3.2

Another implication for the GovTech benchmarking process is a result of the capability of LLMs to
operationalize benchmarks in less than 30 minutes, as opposed to current benchmarks that often rely on
outdated data. This rapid processing enables policymakers to react more promptly to the outcomes of
benchmarks. For instance, during a public health crisis like the COVID-19 pandemic, having access to near
real-time data could allow policymakers to implement targeted interventions, such as distributing
resources to the development of specific functionalities for a COVID-19 app used for contact tracing.

However, this increased speed in policy formulation also brings ethical and social considerations.
Rapid data processing can pressure policymakers to make quick decisions without thorough deliberation,
possibly overlooking long-term implications and minority perspectives. For example, a prompt decision
based on near real-time economic data within the benchmark might favor short-term economic gains over
sustainable development, thereby neglecting environmental or social equity considerations. Additionally,
relying too heavily on LLM operationalized benchmarks could reduce human oversight and critical
evaluation needed for balanced governance.

Therefore, policymakers must weigh the benefits of swift responsive policies against the need for
thorough analysis and inclusive dialogue to ensure that policies are well-considered and maintain public
trust. Balancing these factors is essential to use LLMs for benchmarks effectively while upholding
democratic values and ethical standards.

6.3.3

A final implication for the GovTech benchmarking process is the enablement of fair and sensitive policies.
Benchmark results can significantly influence policy outcomes, such as the allocation of funds and
resources to specific areas, impacting both citizens and companies, as described in Section 1.4.3. The
selection of indicators included in the benchmark, determining 'what is important to measure', inevitably
steers governmental efforts in particular directions (Przeybilovicz et al., 2023). This focus is especially
critical when considering that local and regional contexts can vary widely, potentially leading to the
oversight of minority groups and unique local needs. By incorporating a broader range of parameters,
made feasible through the efficiency of LLMs, there is potential for the development of policies that are
more equitable and attuned to the diverse conditions within different regions.

However, the inclusion of additional parameters also brings ethical challenges. While the capability
of LLMs to handle extensive data could improve the fairness of policymaking, it requires careful
consideration to ensure that the data is representative and free from biases. However, automated systems
inevitably make biased decisions (Mittelstadt et al., 2016) and could thus lead to unfair outcomes.
Therefore, while LLMs offer the promise of more fair and sensitive policies, their deployment must be
accompanied by thorough ethical oversight, ensuring that the technology serves to improve rather than
undermine social equity.

Beyond these contributions to the GovTech benchmarking process, it is important to recognize that
the integration of LLMs, although promising, does not solve all challenges within benchmarking. There are
also challenges within the benchmarking process that will undoubtedly persist. These challenges will be
discussed in the next section.

6.4
6.4.1

One of the principal challenges in integrating Al into governmental operations concerns transparency and
data privacy. Mark Pryce articulates this caution well, stating: “At this moment, we are very cautious,
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primarily because, although we can see the potential benefits for our operations similar to consultancy
firms and businesses, we lack confidence in several key areas. We need sufficient transparency about how
models are trained, and the data used. Specifically, we are concerned about the handling of personal data
included in the training sets. Many large models are trained on the Common Crawl, which contains vast
amounts of personal data. Additionally, there are unresolved issues regarding the management of
intellectual property during the training of these models. Until these questions are adequately addressed,
our approach remains cautious" (Appendix B). This perspective aligns with the Government-wide vision
on generative Al of the Netherlands (Ministry of the Interior and Kingdom Relations, 2024), which
prescribes strict guidelines on the usage of Generative Al.

During the development of the artefact, efforts were made to adhere closely to these guidelines.
Permissions for data use were secured prior to its inclusion in the models, ensuring compliance with
copyright laws. The use of RAG improves transparency by not only improving the accuracy and reliability
of LLMs with facts fetched from external sources but also by revealing the specific documents and data
sources that contributed to each response. This visibility allows users to trace back the origins of the
information provided, thereby making the system's decision-making process more transparent.
Furthermore, the entire codebase is open-sourced and accessible through Github®.

Nevertheless, a significant limitation was our dependency on a pre-trained Mistral model. Due to
time and resource constraints, it was necessary to use an off-the-shelf model. This model was selected for
its open-source availability under the Apache 2.0 license, allowing for unrestricted use. Despite this, the
lack of detailed information on the specific datasets and the full training process impedes total
transparency. The model includes data from broad-ranging sources like Common Crawl.

To address these challenges, the Dutch initiative, GPT-NL, once available presents a potential solution
(TNO, 2023). GPT-NL aims to comply with the EU-values for trustworthy Al (European Commission, 2020),
one of which is transparency: the data, system and Al models should be transparent. This is done by fully
disclosing training datasets and processes, allowing for the verification of data integrity and security. Using
this model could mitigate the limitations associated with the use of commercial off-the-shelf Al models,
providing a solution that adheres to strict governance and ethical standards in governmental Al
applications.

6.4.2

Another important persisting challenge when using the artefact for operationalizing GovTech
benchmarks, is the integration of the artefact into the process of GovTech benchmarking. As Mark Pryce
puts it: “Consider that the actual published data are the result of not only data itself but from an
analytical process undertaken by public officials in various countries. These officials request or receive
data from colleagues and then formulate a response. This response subsequently undergoes a review
process, involving a colleague, a manager, and ultimately, likely approval from a director. Therefore, the
published data also embody a significant amount of experience from the involved officials" (Appendix B).
While the artefact is designed to speed up the benchmarking process, the validation by public
officials and the benchmarking organization remains crucial. Felipe Gonzalez-Zapata from the OECD
(Appendix C) confirms this and stated this multiple times, as for him “The credibility point is really, really
important”. Therefore, the data must be validated extensively. According to Felipe, this includes “honest
conversations with countries, which involves not only emails but also calls and meetings to explain our
position. Towards the end of the process, we have meetings with most countries to wrap up and explain
why certain data cannot be validated. Countries often further explain their perspective, and we try to

4 https://github.com/Nelis5174473/GovLLM
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find a common understanding. If their explanation aligns with our criteria, we work towards a common
understanding to accept the evidence”.

Therefore, although Mark Pryce and Nicky Tanke (Appendix B) can envision a future where Al
agents handle all interactions between countries and benchmarking organizations with minimal human
intervention, their current perspective is more conservative. Just like Felipe Gonzalez-Zapata (Appendix
C), they view Al primarily as a tool for decision support—automating preliminary tasks yet still requiring
the oversight and involvement of policy officers and department heads.
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7

In this chapter, the findings of the research are synthesized by first addressing each sub-question and then
integrating these insights to answer the main research question. The conclusion drawn from these
answers provides a thorough understanding of the use of LLMs for GovTech benchmark operationalization.

1. Which are practical limitations of current GovTech benchmarks that affect their utility for policymakers?
The examination of practical limitations in current GovTech benchmarks reveals significant issues that
undermine their utility for policymakers. Three primary limitations are identified: resource-intensive
methodologies that provide retrospective rather than real-time analysis, a lack of complexity that
overlooks digital infrastructures and emerging technologies in favor of simpler metrics, and improper
levels of aggregation that render results less useful. These shortcomings result in benchmarks that provide
less meaningful insights for decision-making, thereby compromising their utility for policymakers.

2. Which Al-technologies are capable of mitigating the limitations of timeliness, lack of complexity, and
lack of suitable aggregation within current GovTech benchmarking methodologies?

Al technologies that can mitigate the limitations of timeliness, complexity, and data aggregation in
GovTech benchmarking include neural networks and natural language processing (NLP), particularly Large
Language Models (LLMs). LLMs can process large datasets quickly and handle complex information
structures. Techniques like prompt-engineering, fine-tuning and Retrieval-Augmented Generation (RAG)
improve their accuracy and contextual relevance. These capabilities make LLMs ideal for mitigating the
identified limitations within current GovTech benchmarking methodologies.

3. How does Activity Theory guide the placement of LLMs within the GovTech benchmarking ecosystem?
Activity Theory facilitates the integration of LLMs into the GovTech benchmarking ecosystem by identifying
their potential roles: as artefacts, community enablers, or autonomous subjects. Consistent with the
Design Science Research Methodology of this study, which aims to develop an artefact meeting specific
objectives, LLMs are predominantly positioned as artifacts. In this capacity, LLMs function as advanced
analytical tools that aid benchmarkers in processing and analyzing data, effectively operationalizing
benchmarks. Additionally, Activity Theory provides a theoretical foundation for future research to further
investigate and expand upon the potential roles of LLMs within the ecosystem.

4. What is required from a solution architecture supporting LLMs to operationalize GovTech benchmarks?
The essential components of a solution architecture supporting an LLM-based operationalization of
GovTech benchmarks include a data pipeline, a prompting pipeline, and an evaluation pipeline. The data
pipeline manages the segmentation and transformation of data into embeddings stored in a vector
database, facilitating the efficient retrieval of related data. This involves selecting high-quality, relevant
data sources based on defined criteria such as accuracy, relevance, and accessibility. The prompting
pipeline refines interactions with the LLM to ensure contextually relevant responses by integrating specific
benchmark indicators with domain-specific context. Lastly, the evaluation pipeline validates the
operationalized benchmarks against official data to assess the accuracy of the LLM in real-world
applications. These components collectively ensure that the LLM can effectively process, analyze, and
provide valuable operationalizations for GovTech benchmarks.
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5. How does the accuracy of LLMs in operationalizing GovTech benchmarks compare to that of
conventional methods?

LLMs can operationalize GovTech benchmarks with varying degrees of accuracy, depending on the model
configuration. Manual evaluations reveal that some LLM configurations achieve up to 29% accuracy across
the full benchmark and 48% for multiple-choice questions, surpassing the 37% accuracy expected from
random guessing. However, when assessed using exact match and edit similarity metrics, these models
often exhibit lower accuracies. This indicates that while LLMs can provide responses that are contextually
relevant, they frequently fall short of perfectly matching the ground truth data. While the achieved
accuracies are not particularly impressive, they are understandable in light of the complex and context-
specific domain.

Main RQ: How do LLMs operationalizing GovTech benchmarks mitigate inherent challenges of timeliness,
complexity, and data aggregation, increasing their utility for policymakers?

The integration of LLMs into the operationalization of GovTech benchmarks improves their utility for
policymakers, by addressing the challenge of timeliness and creating opportunities to mitigate the
challenges of complexity and data aggregation. Firstly, LLMs significantly speed up the data collection
process, which traditionally spans several months, reducing it to minutes. This rapid processing capability
ensures that benchmarks are updated quickly and can respond directly to evolving policy needs, thereby
addressing the challenge of timeliness.

Moreover, although the model configurations used in this research have not fully addressed the issue
of complexity, it was found that the primary reason for not including more complex questions is the time
and resource constraints associated with operationalizing the benchmarks. With LLMs supporting fast and
easy operationalization, this opens possibilities for developing more detailed GovTech benchmarks. These
benchmarks could extend beyond easily measurable aspects such as websites and services to include
more complex back-office processes and architectures. This expansion will improve the utility for
policymakers, providing them with a more realistic and complete understanding of GovTech activities
across different countries, rather than a superficial view.

The increased speed of operationalization with LLMs also potentially allows for quicker adaptation
across different levels of data aggregation. Traditionally, the extensive time and resources needed have
restricted the use of varied aggregation levels. With the ability to operationalize faster, LLMs can support
more dynamic data aggregation strategies, facilitating a more tailored and nuanced analysis that can
better meet the specific needs of different policymaking contexts.

Overall, the adoption of LLMs in operationalizing GovTech benchmarks represents a considerable
improvement in their utility for policymakers. By enabling quicker updates, thereby enabling more
complex analyses and allowing for flexible data aggregation, LLMs can transform the landscape of GovTech
benchmarking. This improvement leads to more responsive and relevant government actions, ultimately
better serving societal needs.
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3

This chapter explores the limitations faced during this study and aims to provide a clear understanding of
the study's constraints and their impact on the results. Section 8.1 covers the artefact limitations,
specifically the constraints related to using LLMs for GovTech benchmarks. Section 8.2 addresses broader
research limitations, including methodological and contextual factors that affected the findings. Section
8.3 outlines the recommendations encompassing both future research directions and policy suggestions.
Lastly, Section 8.4 outlines a preliminary framework for the development of an Al-Supported GovTech
Index (AGTI).

8.1

It is important to acknowledge the time and resource constraints that impacted this thesis project, as
these limitations influenced the development and effectiveness of the artefact used. This section outlines
four key areas where the artefact could be significantly improved to potentially improve both the accuracy
and overall outcomes of the research.

Firstly, the base model employed in this research is a relatively modest 7B parameter model. There
exists an evident scaling effect in language models: larger model/data sizes and more training compute
typically lead to an improved model capacity (Hoffmann et al., 2022; Kaplan et al., 2020). This limitation
in model size and capacity may have restricted the depth and breadth of analysis possible within this
project.

Secondly, the fine-tuning process was conducted using LoRA, a Parameter-Efficient Fine-Tuning
(PEFT) method, chosen for its lightweight nature and low resource cost. While PEFT fine-tuning can be
effective, it is not the most sophisticated technique available. Literature indicates that most PEFT methods
underperform compared to full fine-tuning in high-resource settings (G. Chen et al., 2022). More advanced
methods, such as full model retraining or extensive hyperparameter optimization, could potentially yield
a more accurate and stable model. The choice of fine-tuning technique is important for ensuring the model
adapts well to the specific requirements and nuances of the GovTech context.

Additionally, there is a notable performance gap in non-English models, as highlighted by (Csaki et
al., 2024). The Dutch model used in this project, due to this performance gap, may have contributed to
suboptimal accuracy results. This disparity stresses the need for further advancements and improvements
in models designed for languages other than English.

Lastly, the dataset compiled for the RAG was also limited to less than one GB. A more extensive and
diverse dataset could enable the RAG to provide more accurate and relevant information, thereby
improving the model's overall performance.

Considering these factors, there is considerable potential to improve the artefact's capabilities. With
more resources and the opportunity to employ a more advanced model, the accuracy of the
operationalization could be substantially improved.

8.2

This section outlines the primary limitations encountered in this research, focusing on both
methodological and contextual factors. Understanding these limitations is essential for contextualizing the
findings and guiding future research in this domain. In the following, the limitations of Design Science
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Research Methodology (8.2.1), Activity Theory (8.2.2), Accuracy Assessment (8.2.3), and Context and
Scope (8.2.4) will be addressed.

8.2.1

The use of the Design Science Research Methodology (DSRM) in this study presents several limitations. A
key limitation becomes evident when comparing the original Design Science Research Framework by
Hevner et al. (2004) with the methodology developed by Peffers et al. (2007). The original framework
emphasizes the environment, including the roles, capabilities, and characteristics of people, as well as
organizational strategies, structures, cultures, and processes. However, after adopting a problem-centered
initiation approach, the methodology by Peffers et al. (2007) tends to overlook these environmental
aspects. This can result in an overly optimistic focus on artefact development, neglecting the broader
context in which the artefact will be implemented.

This oversight is particularly significant when using LLMs in the benchmarking process, where the
environment is critical. As discussed in Section 1.4, the process involves multiple actors, each with their
own strategies, which do not always align with the goal of perfecting a benchmark and the data. For
instance, as highlighted in Section 6.3.1, countries may have perverse incentives to push cherry-picked
data that boost scores for a better image, a factor not adequately addressed by DSRM. Another related
guestion that arises is: for whom are we actually developing the artefact? Who will be the end-users of
the LLM? The current DSRM steps does not adequately address these considerations.

Additionally, DSRM typically involves multiple iterative cycles of design, implementation, and
evaluation. Due to time and resource constraints, this study was limited to a single iteration, which may
have restricted the depth and soundness of the artefact's development and evaluation.

8.2.2

In Chapter 4, Activity Theory (AT) is used to guide the integration of the artefact in the GovTech
benchmarking ecosystem. It demonstrates the various roles LLMs can assume, initially positioning them
as artefacts but also paving the way for investigating their potential as community enablers or autonomous
agents. This approach not only tests the flexibility of AT in accommodating new technologies but also
increases our understanding of if and how these technologies can be integrated into existing socio-
technical systems with the use of AT.

However, this approach encountered significant limitations, particularly in its disregard for the
broader social and political context. While AT is useful in analyzing actions and interactions within a local
system, it does not account for the broader implications of these actions. Specifically, the activity mapping
by Ojo et al. (2011) focuses on the outcome as the benchmark result, such as an “EGOV ranking or
benchmarking report prepared by a government agency for a supervisory office”. However, in reality this
is not the only outcome and boundary of the benchmarking activity. Benchmarking is embedded in a much
broader ecosystem with political contexts. This critique is also found in literature, where AT is critiqued for
its failure to adequately account for macro-social and political contexts, alongside its under-theorization
of power and social structures (Martin & Peim, 2009). This oversight reduces the theory's potential for
capturing the full complexity of GovTech benchmarking activities, consequently limiting its use in
providing a structured approach for integrating the LLM within the benchmarking ecosystem.

A second limitation of AT is its traditional view of artefacts (Karanasios et al., 2021). AT typically
focuses on tools like wrenches and hammers, which mediate activities by providing mechanical
advantages and amplifying human intentions (Engestrém, 1987). In this context, the artefact is the
mediation mechanism or device through which the subject aims to achieve the object. However, digital
tools such as LLMs represent a significant departure from these traditional artefacts. Unlike traditional
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tools that serve singular, well-defined purposes, LLMs are multifunctional. They can not only help the
benchmarker to achieve the benchmarking purpose but also assist in defining an appropriate
benchmarking purpose. Additionally, based on benchmarking purpose, LLMs can reflect and provide
criticisms, influencing the benchmarker (subject) to change the benchmarking purpose (object). This
hindered an easy integration by assigning LLMs the role of artefact and thus resulted into an exploration
of the multiple integration points proposed in chapter 4, where LLMs function not only as artefacts but
also as community enablers and even autonomous subjects. This necessitates a rethinking of AT to
accommodate this extended potential of digital artefacts, recognizing their capacity to create new types
of agency and significantly impact human behavior and broader social structures.

Another significant limitation of AT in this research is its lack of emphasis on ethical considerations.
This issue is closely related to the previously mentioned limitation regarding the scope of benchmarking
activities. The boundary of the benchmarking activity, as mapped by Ojo et al. (2011), is the presentation
of the benchmark results. However, this approach neglects to address the potential impacts of these
results and therefore ethical implications. As outlined in Section 1.4.3, benchmark results can significantly
influence policy outcomes, which in turn have effects on society. Despite the importance of these effects,
AT does not address whether the resulting impacts are fair or equitable. Put simply: the theory’s
framework lacks mechanisms to assess the outcome of the activity benchmarking.

8.2.3

Another methodological limitation of this research is the partial reliance on manual evaluation to assess
the accuracy of LLMs in operationalizing GovTech benchmarks. Manual evaluation is inherently subjective
and susceptible to biases, as evaluators' perspectives and interpretations can significantly influence the
results. This subjectivity can compromise the reliability and validity of the accuracy assessments,
necessitating careful consideration of these potential biases when interpreting the findings. Although
automated accuracy assessment methods were also employed, as outlined in Section 2.4.2, the manual
assessments may have inadvertently skewed the outcomes towards more favorable results. Consequently,
this limitation could have affected the overall conclusions drawn from the research.

8.2.4

The study's focus on the Dutch context presents another limitation. Benchmarking is often influenced by
cultural and regional factors, and the results obtained in the Dutch context may not be fully applicable to
other countries with different governmental structures and cultural norms. This limitation highlights the
importance of considering cultural diversity in benchmarking studies to ensure broader applicability and
relevance (Przeybilovicz et al., 2023).

Additionally, the research was limited to evaluating a single benchmark, the GTMI, which includes a
significant number of multiple-choice questions. This specific focus may not fully capture the challenges
associated with benchmarks that predominantly feature open-text responses. Benchmarks with different
formats and question types could present unique challenges that were not addressed in this study.
Furthermore, as noted by Felipe Gonzalez-Zapata (Appendix C), a key difference between the GTMI and
the DGI benchmark is that the DGI focuses on practices, whereas the GTMI focuses more on systems.
These distinctions between benchmarks could potentially limit the generalizability of the findings to other
benchmarking frameworks.

In conclusion, a considerable number of limitations could have impacted the findings of this study.
Therefore, the next section outlines recommendations, both for future research directions and policy-
oriented recommendations.
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8.3
8.3.1

Firstly, future research should address the artefact limitations identified in this study to improve the
robustness and applicability of findings within the GovTech benchmarking ecosystem. This includes several
key aspects:

e Employing Larger and More Advanced Language Models: Future studies should explore the use
of more powerful and larger language models to assess whether such advancements can
significantly improve the accuracy of operationalizing GovTech benchmarks. This includes using
state-of-the-art models that have demonstrated high performance in various domains.

e Exploring Full Model Retraining and Hyperparameter Optimization: Researchers should
investigate the potential benefits of full model retraining and extensive hyperparameter
optimization on domain-specific data. Moving beyond the use of LoRA, which is a parameter-
efficient fine-tuning method, could result in more accurate and domain-adapted models, thus
improving the utility of LLMs within the benchmarking process.

e Systematic Collection and Incorporation of High-Quality Datasets: There is a critical need for the
systematic collection and integration of detailed, high-quality datasets, especially for languages
other than English. These datasets are important for developing models that are robust and
accurate across diverse linguistic and cultural contexts. Additionally, domain-specific datasets
related to GovTech should be thoroughly explored and used, either for training the models directly
or in relation with RAG techniques. Both approaches can significantly improve the detail and
usefulness of the operationalization, ultimately improving the benchmarking process.

Additionally, regarding the research and methodological limitations, future studies should focus on
validating or challenging the implications identified in this study regarding the use of LLMs for GovTech
benchmarking. Key areas for future research include:

o Expending the Geographical Scope: Future research should broaden its geographical scope to
include various cultural and regional contexts beyond the Netherlands. This expansion is
important to increase the generalizability of the findings and understanding how different socio-
political environments impact the GovTech benchmarking process.

o Investigating Other GovTech Benchmarks: Researchers should explore the use of LLM-based
operationalization with benchmarks beyond the GTMI. Specifically, attention should be given to
benchmarks that incorporate various formats, such as those with more open-text responses, and
those that focus on practices like the DGI compared to those that focus on systems like the GTMI.
This investigation will help identify unique challenges and opportunities associated with different
types of benchmarks.

e Conducting Ethical Analyses: Future research must also undertake a thorough analysis of the
ethical considerations involved, focusing on two key aspects:

e Current GovTech Benchmarking Process: Researchers should analyze the existing
benchmarking process to understand its societal implications, assessing the fairness,
transparency, and accountability of current practices. Section 1.4.3 provides a starting point,
but a much more detailed analysis is necessary to identify and address the full spectrum of
ethical concerns. This includes evaluating how benchmarks impact various stakeholders and
ensuring these impacts align with ethical standards and societal values.
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e Integration of Al into Benchmarking: Researchers should examine the ethical implications
of incorporating Al technologies into the benchmarking process. This involves assessing how
these technologies influence outcomes, ensuring results remain fair, unbiased, and
transparent. Key questions include the potential biases introduced by Al, the impact on data
privacy and security, and the effects on transparency and accountability. Section 6.3 can
serve as a starting point, but again a much more extensive analysis is needed.

o Developing a New Benchmarking Framework: Future research should focus on developing a new
benchmarking framework specifically tailored for Al and LLM applications. This could involve
proposing new metrics, methodologies, and guidelines that address the challenges and
opportunities posed by Al technologies. Section 8.4 provides an initial suggestion for this
development of an Al-Supported GovTech Index (AGTI).

8.3.2

Based on this research, several policy recommendations can be drafted for both national governments
and benchmarking organizations. First Section 8.3.2.1 outlines the policy recommendations for the Dutch
national government. Even though these recommendations are tailored for the Dutch context, other
national governments can deploy similar measures. Then in Section 8.3.2.2 policy recommendations are
presented for the World Bank.

8.3.2.1

1. Proactive Government Role in the Integration of Al in Benchmarking

The Dutch Government should continue its proactive stance on Al, as demonstrated by its published
government-wide vision on Generative Al (Ministry of the Interior and Kingdom Relations, 2024). This
involves extending these principles to Al integration within benchmarking processes, whether conducted
internally or through independent organizations. This proactive approach ensures that as benchmarking
organizations increasingly turn to Al, government standards and oversight are already in place.

e Strategic Vision and Clear Guidelines: The Dutch Government should develop a clear policy
document articulating their stance and strategy on Al usage in GovTech benchmarking. This
document should build upon the government-wide vision on Generative Al and should address:

e Ethical Standards: Governments need to conduct thorough ethics assessments of existing
benchmarking processes and the proposed integration of Al. This includes evaluating how
benchmarks impact various stakeholders and ensuring these impacts align with ethical
standards and societal values. For the proposed integration of Al, frameworks like the
Requirements of Trustworthy Al can be used (European Commission, 2020).

e Risks Management: |dentify the potential risks associated with Al in benchmarking and
establish a framework for addressing these risks. Specify roles, such as a dedicated Al-officer
within the Ministry of the Interior and Kingdom Relations, responsible for risk management.

e Value sensitive design: Initiate a design process for Al-technologies to contribute to the
benchmarking process, that incorporates ethical findings and stakeholder values, building on
the ethical and risks assessment. Engage for instance with the Rathenau Institute to
incorporate insights on ethical technology design.
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2. Experimentation and Adaptation

Governments should not only prepare for but actively engage with Al technologies by experimenting with
their use in benchmarking contexts. Learning from direct experience can help mitigate risks and maximize
the benefits of Al integration.

e Pilot Programs: Launch pilot programs to explore the use of Al in different aspects of the
benchmarking process. These programs should be designed to test the efficiency, accuracy, and
impact of Al applications under controlled conditions. One such pilot could focus on developing a
benchmark specifically tailored for Al and LLM applications, with an initial outline provided in
Section 8.4. Collaboration with institutions like TNO or technical universities can facilitate these
pilots and drive innovation.

o Feedback Loops: Establish mechanisms for ongoing feedback during pilot programs to refine Al
applications according to real-world challenges and results.

e Scalability Assessments: Evaluate the scalability of successful pilot programs to larger operations,
ensuring that the transition from small-scale tests to broader applications maintains integrity and
effectiveness.

3. Community Building and Stakeholder Engagement

To effectively integrate Al into benchmarking processes, governments must invest in community building
and engage with key stakeholders. This includes creating a platform or community for collaboration
between government agencies, academia, Al companies, ethical experts, and civil society to ensure that
all perspectives are considered in the development and implementation of Al benchmarking tools.
Innovation labs such as Digicampus could facilitate this collaboration.

By adopting these policy recommendations, the Dutch government can more effectively oversee the
integration of Al into GovTech benchmarking processes, ensuring that it happens ethical, transparent, and
beneficially for all stakeholders.

8.3.2.2

Based on this research, three specific recommendations are outlined for benchmarking organizations.
While countries themselves can be benchmarking entities too, recommendations for countries were
presented in the previous section. This section focuses on three targeted recommendations explicitly for
the World Bank. Although tailored to the World Bank, these recommendations may also benefit other
international benchmarking bodies like the OECD and the United Nation.

1. Start by Including Al-Supported Tools for Data Collection

Implementing LLMs can significantly speed up the data collection process, improving the timeliness of the
GTMI and increasing its utility for policymakers. Starting with data collection is advisable because it poses
lower risks compared to other stages of the benchmarking process, as the data validation phase remains
unchanged. Additionally, this initial step allows organizations to gain experience with Al in a controlled
setting, providing a foundation for further integration of Al into more complex tasks.

2. Gradually Integrate Al into Data Validation

Learn incrementally how to use LLMs and maintain high accuracy in data validation. Start with simple
validation tasks and progressively assign more complex roles to Al tools as their reliability and
effectiveness are proven. This process should be accompanied by robust oversight that ensures Al is used
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ethically and accurately in the data validation process. This includes setting up protocols for human
oversight, continuous monitoring, and iterative improvement based on feedback and performance
metrics.

3. Continuously Reassessment and Feedback Loops

As outlined in Section 1.4.3, benchmark results can significantly influence policy outcomes, which in turn
have effects on society. Therefore, making sure the data quality is of the highest level, and a thorough
validation process is in place, even with Al tools in place. Also create systems for continuous feedback
from stakeholders, including the benchmarked countries, to refine and improve the benchmarking
process. This involves incorporating stakeholder insights and addressing any ethical and social implications
that arise. As demonstrated in Section 6.3, ensure that ethical and social considerations are integral to the
benchmarking process. This includes transparency in Al use, addressing potential biases, and ensuring that
the benchmarks do not inadvertently cause harm. Collaborate closely with benchmarked countries and
other stakeholders to maintain a focus on these implications.

By following these steps, the World Bank can improve the timeliness, and subsequently start improving
on limitations associated with the lack of complexity and inflexibility in data aggregation. This approach
ensures that benchmarks remain useful tools for informing policy and driving positive societal outcomes.

8.4

This section outlines a preliminary design of the Al-Supported GovTech Index (AGTI), a benchmark
specifically tailored to be operationalized by LLM, as recommended in earlier sections. The requirements
are derived from the experiences and challenges encountered during the operationalization of the GTMI
benchmark with LLMs.

1. Clarity of Indicators: Each indicator within the AGTI must be clear and understandable on its own,
without necessitating cross-references to other indicators. During the operationalization of the
GTMI benchmark, it was observed that the LLM struggled with contextual ambiguities when
indicators were interdependent. To streamline the process and improve efficiency, indicators in
the AGTI should be designed to stand alone, thereby simplifying their interpretation and
application by LLMs.

2. Diverse Data Sources for Evidence: Evidence for each indicator should not be limited to a single
source. This was the case with the GTMI framework and resulted in lower accuracies. Using RAG,
the AGTI can dynamically integrate diverse and relevant data sources, improving indicator
robustness and providing a richer, more nuanced analysis. This approach ensures the reliability
and credibility of the benchmarking results by mitigating source-specific biases.

3. Adaptable Question Templates: The AGTI should feature dynamically adaptable question
templates that can be easily customized according to the specific level of government, or the
administrative and geographical scope being assessed. For instance, a question such as, “Has the
government released any mobile app for the citizens’ access to public services?” (1-19.4 GTMI)
could be adjusted to “Has [specified entity] released any mobile app for the citizens’ access to
public services?” based on the entity being evaluated. This flexibility would facilitate the rapid
reconfiguration of the benchmark across different governmental levels, from municipal to
national, ensuring broad applicability and ease of use.
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4. Standardized Response Format: To maintain consistency across different LLM operationalizations,
for each indicator there should be a clear response format defined. This standardization ensures
that outputs are uniform, regardless of the underlying model configuration or operational context.

5. Openness and Transparency: The design and operational methodologies of the AGTI must be fully
open and transparent. Accessibility to the model’s structure, the data it uses, and its operational
protocols is essential for gaining trust and stimulating widespread adoption. Transparency not
only increases the credibility of the AGTI but also enables continuous improvement and validation
by other community actors.

6. Integration of External Indices: The AGTI should include a dedicated mechanism for incorporating
external indices from other benchmarks, utilizing methods such as APls or specialized scripts. The
GTMI framework includes several indicators that reference external indices from other
benchmarks, which often posed a challenge for the LLM due to difficulties in precisely referencing
the specific indices required. To address this, the AGTI should either eliminate the need for
external indices or implement a robust solution for their integration, ensuring accurate
referencing.

7. Standardized Interpretation of Indicators: The AGTI should incorporate clear definitions or
explanations for each indicator to prevent varying interpretations by different LLMs. As noted in
Section 6.1.2, LLMs occasionally interpret indicators differently than intended, as shown by the
truth data. To ensure consistent operationalization across various LLM configurations, each
indicator's definition or explanation should be explicitly provided within the context when the
LLM is tasked with operationalizing the indicator. This approach will improve the uniformity and
accuracy of the responses generated by the LLMs.

These requirements for the AGTI are proposed as initial guidelines to aid in the development of a robust
and effective benchmarking tool. Stakeholders and developers are encouraged to engage with these
guidelines to further refine and expand the AGTI into a mature and widely usable benchmark that
effectively integrates Al for improved benchmarking.
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Introduction
e Brief introduction of the interviewer and the purpose of the study.
e Confirm the duration of the interview & ask for consent to record the session.
e Assure confidentiality and explain how the data will be used.

Section 1: Current State of GovTech / e-Government Benchmarks
Assessment of Current Benchmarks:
e How do you perceive the value of these benchmarks for policy making and implementation?
e Inyour experience, what are the primary challenges you encounter with the current GovTech /
e-Government benchmarks?

Improving Benchmark Value:
e What improvements would you suggest increasing the practical value of these benchmarks?
e Can you provide examples where GovTech / e-Government benchmarks have directly influenced
policy decisions effectively?

Section 2: Specific Challenges in Benchmarking
Timeliness Issues:
e How significant is the challenge of timeliness in the current GovTech / e-Government
benchmarks? Can you provide an example?
e What impact does delayed benchmarking have on policy making and implementation?

Complexity and Detail:
e Could you discuss any difficulties related to the complexity or simplicity of current benchmarks?
e Are there areas in GovTech / e-Government where you feel benchmarks oversimplify or
overcomplicate the issues?

Aggregation of Data:
e What are the challenges with data aggregation in the current benchmarking frameworks? (e.g.
looking only at national level)
e How does this affect the accuracy or usefulness of the benchmarks?

Comparability of Results:
e To what extent are the framework results comparable across countries and time, given the
current population method of interviews / surveys?
e To what extent would the current method allow reproduction of the results? What if this was
done by different people? How does this influence the impact of the benchmark?

Section 3: Role of Al in Addressing Benchmarking Challenges
Potential of Al Solutions:
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e Are there examples of Al already being implemented in benchmarking processes? What results
have they shown?

e How do you see Al technology addressing the challenges of timeliness, complexity, and data
aggregation in benchmarking?

e What factors are important when operationalizing benchmarks with LLMs?

o Format

o Context

o Reasoning / Substantiation
o Transparency

Section 4: Comparative Assessment LLM Outputs vs. Official Data
For both Official Data and LLM outputs examples are showed:
e How accurate do you find the data?
e How consistent do you find the data and sources?
e Are there gaps in official data that LLMs have successfully filled?
e Are some types of questions maybe too complex for LLMs?

Section 5: Future of LLMs in GovTech / e-Government Benchmarking
Impact on Policy Making:
e If the challenges identified are overcome with the help of Al and LLMs, what changes do you
foresee in the usability of GovTech benchmarks for policymakers?
e How can LLMs assist Dutch benchmarkers / policymakers, given the specific governance and
technological landscape of the Netherlands?

Integration and Implementation:
e What are the potential barriers to integrating LLMs into existing GovTech / e-Government
frameworks?
e What steps should be taken to ensure the effective implementation of LLMs in the
benchmarking process?

Conclusion
Summarize key points discussed.
e Askif there is anything the expert would like to add or clarify.
e Thanking expert for their time and insights.
e Discuss next steps and how the findings might be shared or used.
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