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1 Introduction 

1.1 Motivation 

Scanning electron microscopes (SEMs) have undergone extensive development in 

the last years [1], [2], [3]. Modern SEMs generate images revealing details of a spec-

imen with nanometer resolution. In order to achieve such high resolution, the electron 

optics demands using a smaller primary electron beam of relatively lower-energy elec-

trons, finely focused on the target surface, delivering a scanning spot of only few na-

nometers [4], [5]. This results in a smaller secondary electron beam consisting of 

backscattered and secondary electrons, which are sensed by detector and readout elec-

tronics. A well-known disadvantage of SEM is the time needed to produce an image 

of a meaningful area, due to the small scanning spot [6], [7]. This is one of the chal-

lenges using SEM as an in-production-line inspection tool in the semiconductor in-

dustry. Solution for this is to increase the scanning speed.  

Overall modern SEMs require highly-sensitive detector followed by a low-noise, 

wide-bandwidth, power efficient readout electronics. These three requirements con-

tradict each other and pose an enormous challenge for the readout electronics, espe-

cially when the PIN-diode based detector has a large area in order to capture all sec-

ondary and backscattered electrons, and hence has large capacitance [8], [9], [10]. A 

solution for this is to divide the area of the detector to small parts (pixels), each of 

them having their own readout channel [10]. This approach reduces the capacitance 

of the pixel, which helps to improve the signal-to-noise ratio (SNR) and to extend the 

bandwidth of the readout channels, demanded by the increased scanning speed. How-

ever, having multiple channels poses a pressure on the allowed power consumption 

of each pixel readout electronics [11]. Finally, the weak secondary electron beam, the 

high number of pixels, and the very short clock periods (based on the fast scanning 

speed), lead to the need of detecting single electrons landing on a pixel within one 

clock period, which converts the electron current sensing mode of operation into a 

“single electron counting mode”.  Finally, the electron counting for each pixel has to 
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happen with a very low count error (5 ppm or lower), in order the SEM to produce a 

good quality image.  

1.2 Main Question and Research Methodology 

 The main question to be answered in this thesis is: which is the frontend readout 

electronic architecture and circuit solution, which can provide the best performance 

with respect to power efficiency (power consumption lower than 500 μW), high time-

resolution of 2.5 ns, and electron count error lower 10 ppm?  

To answer the main question, a systematic approach is undertaken, beginning with 

a comprehensive study of potential frontend electronic architectures. This study aims 

to assess their capabilities in meeting the expected performance criteria, focusing par-

ticularly on critical parameters such as noise, speed, and power consumption. Given 

the pivotal role of the analog frontend, and especially the preamplifier, in determining 

the precision, speed, and accuracy of signal processing, this component receives spe-

cial attention during the evaluation of existing architectures. The outcome of this study 

informs the development of two new readout frontend electronic architectures specif-

ically tailored to address the challenges of noise, speed, and power efficiency.  

According to these defined criteria, novel readout frontend architectures are in-

vestigated and implemented. Their performance is evaluated through analysis, simu-

lations, and experimental qualifications. This iterative design and evaluation process 

ensures that the proposed solutions not only meet but exceed the required performance 

criteria, establishing a new state-of-the-art in readout frontend electronics for SEM 

applications. 

1.3 Thesis Organization 

Figure 1-1 provides an overview of the thesis organization, outlining the content 

and focus of each chapter. Chapter 2 delves into the operating principles of PIN-diode, 

emphasizing the critical need for low-noise, high-speed, and high-precision readout 
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frontend. It also reviews state-of-the-art solutions for readout interfaces in similar ap-

plications, analyzing their limitations and identifying opportunities for enhancement. 

 
Fig. 1-1. Organization of the thesis.  

Chapters 3 and 4 investigate the performance limits of two readout frontend ar-

chitectures tailored for the short circuit and open circuit operation modes of the PIN-

diode, respectively. These chapters detail the design concepts, implementation strate-

gies, and performance advantages of the proposed solutions. 

Chapter 5 describes the experimental setup and auxiliary blocks required for the 

qualification of the proposed readout frontends to validate the performance of the de-

signed prototypes. Moreover, Chapter 5 presents the results of the experimental qual-

ifications. It includes a detailed characterization of the signal at each functional block, 

noise performance evaluations, and an assessment of detection accuracy. Chapter 

6 concludes the thesis by summarizing the key contributions and insights from this 

research. It also offers recommendations for future work, suggesting potential direc-

tions for further improvement and innovation based on the outcomes of the study. 
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2 Background Overview         

This chapter explores the state-of-the-art readout frontends of diode-based elec-

tron detectors, highlighting advantages and challenges in achieving high-resolution, 

providing efficient imaging in SEMs. We also discuss the principles and techniques 

of backscattered electrons (BSEs) and secondary electrons (SEs) detection, focusing 

on the role of the semiconductor PIN-diode and the balance between the scanning 

current intensity and the beam spot size.  

2.1 Introduction 

In electron microscopy, detecting electrons emitted from the specimen surface is 

essential for obtaining detailed compositional and topographical information about 

specimens. Scanning Electron Microscopes achieve this by scanning the specimen 

surface with a primary electron beam and detecting the secondary current produced 

by both backscattered electrons (BSEs) and secondary electrons (SEs). 

Secondary Electrons, Fig. 2-1 (a), are produced when primary electrons undergo 

inelastic collisions with the atoms in the sample. These collisions cause the ejection 

of low-energy electrons, typically less than 50 eV. SEs are primarily used to image 

the surface morphology of a sample due to their generation close to the surface of the 

specimen, which makes them highly sensitive to surface features. BSEs, Fig. 2-1 (b), 

on the other hand, are generated through elastic collisions, where the primary elec-

trons are deflected by atomic nuclei within the sample. The energy of BSEs is closely 

related to the atomic number of the atoms they interact with, making them especially 

valuable for material composition analysis. Higher atomic number elements tend to 

backscatter electrons more efficiently, resulting in brighter areas in BSE images that 

correspond to regions with heavier elements. 

In Scanning Electron Microscopy, both SEs and BSEs are crucial for analyzing 

and imaging specimens, and are collectively referred to as backscattered electrons in 
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this context. These electrons are collected using an electron detector, typically a sem-

iconductor PIN-diode designed with a doughnut-shaped structure [1]. This design fea-

tures a central hole that allows the primary electron beam to pass through while effi-

ciently capturing backscattered electrons that are emitted from the specimen in various 

directions. An application-specific integrated circuit (ASIC) is coupled with the PIN-

diode for signal processing and data acquisition. 

 

Fig. 2-2. Different electron emission mechanisms: a) SE and b)BSE.  

Key factors influencing imaging quality and scanning speed include the scanning 

current intensity and the electron beam spot size. The scanning current intensity de-

termines the number of electrons interacting with the specimen surface, affecting sig-

nal strength and image contrast. Higher current intensities can speed up imaging but 

may also increase specimen damage and reduce resolution [2]. Additionally, pro-

longed exposure to high-energy electrons can degrade semiconductor detectors, re-

ducing sensitivity and increasing noise over time [2], [3]. Smaller beam spot sizes, 

which improve spatial resolution, necessitate longer scanning times to cover the entire 

area. Fast scanning with short sampling periods means only a few electrons strike the 

detector per period, presenting challenges for precise detection [4], [5]. 

The strategic placement of the detector above the specimen ensures that it can 

effectively collect BSEs regardless of their departure angle, maximizing the detection 

efficiency. Electrons reaching the detector can spread out, creating a larger beam spot 

on the detector surface compared to the specimen surface. To address this, the detector 

is often segmented into multiple sensing segments/pixels as shown in Fig. 2-2. As the 
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number of pixels increases significantly, their area reduces. Under these conditions, 

the probability of a pixel being hit by more than one electron per scanning step be-

comes negligible, enabling the use of a single-electron detection mode [1]. Highly 

segmented detectors are effective in mitigating common issues such as dark current, 

shot noise, and reduced SNR, which are more problematic in larger detector areas. 

 

Fig. 2-2. Highly pixelized PIN-diode.  

A common approach for implementing single-electron detection mode involves 

connecting each pixel in a two-dimensional matrix of a semiconductor detector to its 

own pulse processing circuit in the readout ASIC. This configuration, known as a 

hybrid pixel detector, ensures that the pixel pitch of the detector corresponds to the 

pitch of the readout channels in the ASIC. Typically, a fine-pitch flip-chip direct phys-

ical interconnection method is employed to establish the connection between the de-

tector pixels and the readout ASIC [6], [7]. 

In BSE detection frontends, the primary function of the readout channels is to 

detect and count the total number of BSEs impacting the detector within a defined 

time frame, as specified by the scanning algorithm. Each readout channel generates a 

logical ′1′ through the digitizer when a BSE is detected within this timeframe. The 

total number of BSEs per scanning step is then calculated by aggregating the counts 
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from all channels that have produced this logical state. The readout channels are de-

signed to convert the charge signal generated by the detector due to BSE impacts into 

a digital pulse for subsequent post-processing. This involves an analog frontend for 

signal extraction and a digital backend for data processing, interfaced through either 

a multi-bit analog-to-digital converter (ADC) or, for event registration, a threshold 

discriminator functioning as a one-bit ADC [8], [9], [10], [11]. Converting to a digital 

format is crucial for accurate data analysis and image reconstruction. Figure 2-3 illus-

trates a simplified block diagram of a typical readout channel. The analog frontend 

typically consists of a preamplifier that interfaces with the detector, a gain/filter stage 

designed to amplify and shape the signal, and a threshold discriminator that separates 

the signal from noise and digitizes the hit data [8], [12]. These components work to-

gether to ensure that each detected electron is accurately recorded, enhancing the over-

all effectiveness and precision of the BSE detection system. 

 

Fig. 2-3. Simplified block diagram of a generic readout channel.  

The conversion of the charge signals generated in the detector into voltage signals 

is a critical step in the readout process, and this is typically handled by the preamplifier 

stage in the analog frontend. For optimal performance, the preamplifier must be opti-

mized for noise level, bandwidth, and power consumption relative to the capacitance 

of the pixel detector and the count rate capability of the system [8]. In electron count-

ing systems, an electron signal is recorded only if it exceeds a threshold level set above 

the intrinsic system noise. While this threshold effectively filters out unwanted noise, 

it can also result in missed counts if the threshold is too high, thereby reducing detec-

tion efficiency. The linear behavior of the readout channel across its dynamic range is 
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maintained if the counter capacity is sufficient and pulse pileup is effectively managed. 

It is important to mention here that both the secondary and backscattered electrons 

leaving the surface of the specimen are equally accelerated before reaching the detec-

tor. This makes the variation of the energy of the electrons absorbed by the detector 

relatively small compared with the variation caused by other factors like the Fano 

noise, for example. 

One of the significant challenges for state-of-the-art readout frontend is the accu-

rate registration of weak charge signals and the ability to handle high flux rate signals 

generated by the detectors. This challenge is further increased by the need to detect 

subtle electron signals with minimal error rates and high time resolution, typically on 

the nanosecond scale [13]. Achieving such a high level of precision requires readout 

channels that offer broad bandwidth and low noise, while also maintaining moderate 

power consumption to prevent overheating and noise-induced signal degradation. 

Power efficiency in the readout channels is especially critical when managing a large 

number of pixels. Excessive power consumption can lead to thermal heating, which 

not only increases the overall noise floor but also causes bias drift in the circuit, re-

ducing detection accuracy [11], [14]. Therefore, managing power consumption effi-

ciently is essential to maintain overall performance of the system. 

Balancing the need for high sensitivity and fast response times with power effi-

ciency is a complex task. The system must be able to detect weak signals without 

introducing significant noise, handle high flux rates, and maintain low error rates. This 

delicate trade-off highlights the importance of advanced circuit design in state-of-the-

art readout frontends, enabling them to meet the stringent demands of high-resolution 

detection systems. 

The error rate in charge signal detection is a critical performance metric that can 

be compromised by noise and inter-symbol interference (ISI). ISI refers to the overlap 

and accumulation of signals at the output of a low-bandwidth stage [15]. The intricate 

interplay between noise and ISI (as illustrated in Fig. 2-4) necessitates an optimal 

bandwidth that strikes a balance in error rates between the two factors for maintaining 

high detection accuracy [16], [17], [18]. 
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Fig. 2-4. Conceptual plot of the trade-off between bandwidth, noise, ISI and the detection error 
rate.  

2.2 BSE Detector 

The detector used in this work is a PIN-diode, which is similar to a standard PN-

junction diode but features an additional layer of intrinsic semiconductor material be-

tween the p and n regions. This intrinsic layer, characterized by high resistivity, sig-

nificantly increases the diode overall depletion width, as illustrated in Fig. 2-5 [8]. 

The PIN-diode operates under reverse bias, where the reverse voltage depletes the 

intrinsic layer of the detector.  

Figure 2-6 shows a simplified small-signal (ignoring the non-liner behavior of the 

junction) electrical equivalent circuit of a PIN-diode. The circuit includes a current 

source (ISignal) representing the current generated by electron-hole pair creation, and 

a capacitor (CD) denoting the diode junction capacitance. The capacitance decreases 

with an increase in the intrinsic layer width, provided it is fully depleted.  

The number and size of detector pixels are key factors in shaping the performance 

and efficiency of the detection system. Larger pixel areas generally lead to increased 

leakage current and associated noise contributions, which can degrade the SNR and 

complicate the design of wide-bandwidth, power-efficient readout electronics. 
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Fig. 2-5. PIN-diode structure.  

             

Fig. 2-6. Electrical equivalent circuit of PIN-diode.  

In advanced detectors, the diode leakage current is often comparable to the gate 

leakage current of connected MOSFETs, meaning that the shot noise from both leak-

age currents can contribute to the Dark Count Rate (DCR)—the rate of false detections 

in the absence of actual electrons [6], [12]. However, in high-quality detectors, the 

noise from leakage current is usually negligible compared to the noise introduced by 

the readout electronics. This highlights the importance of optimizing the design of 

both the detector and the readout electronics to achieve accurate results. Balancing 

pixel size with the readout channel design is critical to maintaining high detection 

performance. Larger pixels may capture more signals, but they also generate more 

noise, while smaller pixels can reduce noise but might limit detection efficiency.  

In single-electron detection mode, the detector must have a fast response time to 

maintain high imaging speeds. The response time of the detector is influenced by two 

factors: (1) the time required for the generated electrons and holes to reach the two 

opposite electrodes, and (2) the time constant of the detector, defined by the junction 

capacitance and series resistance. Each of these factors can independently limit the 
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detector response time. Given that the pixel area is determined by higher-level system 

requirements, reducing the junction capacitance by increasing the depletion width of 

the PIN-diode shortens the time constant. However, increasing the depletion width 

also lengthens the charge-collection time. The depletion width is determined by the 

intrinsic layer thickness of the PIN-diode, which must be fully depleted to maintain 

low series resistance. While higher bias voltage increases the electric field intensity 

in the depletion region, thereby accelerating the electrons and reducing collection time, 

extremely high bias voltages are not recommended for this application [13]. Addition-

ally, once electrons reach their speed limit in silicon, further increasing the electric 

field intensity becomes ineffective. 

2.3 PIN-Diode Readout Modes 

There are two primary modes for reading out the signal generated by a PIN-diode: 

short circuit mode and open circuit mode [12], [19]. These modes differ in the method 

used to handle and process the charge signal produced by the diode. These methods 

come with their own set of advantages and limitations, impacting the effectiveness 

and efficiency of charge signal detection.  

2.3.1 Short Circuit Mode 

In short circuit mode (Fig. 2-7), the PIN-diode is connected to a load with zero 

impedance (ZL = 0), ensuring that all the charge generated by the diode (ISignal) flows 

directly into the load rather than accumulating in the diode junction capacitance (CD). 

This mode enables continuous readout of the PIN-diode, offering real-time monitor-

ing of charge signals. While a load with zero impedance is an ideal scenario, it can be 

practically approximated using a preamplifier that establishes a virtual ground at the 

output of the diode. This virtual ground provides a low-impedance connection, allow-

ing fast charge transfer from the photodetector to the preamplifier. 
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Fig. 2-7. Short circuit readout mode of PIN-diode. 

An important advantage of the short circuit mode is the prevention of charge ac-

cumulation in the diode’s junction capacitance (CD). Furthermore, the charge-to-volt-

age (Q − V) conversion in this mode is virtually independent of CD variations, signif-

icantly reducing errors caused by capacitance fluctuations and enhancing reliability in 

detecting small signal variations [20]. 

A critical aspect of the short circuit mode is optimizing the preamplifier time con-

stant. The time constant, determined by the feedback resistance and capacitance, must 

be carefully matched to the diode charge collection time (tCollection). An excessively 

large time constant can result in signal pileup, where overlapping charge signals cause 

errors in BSE detection [8], [21]. Conversely, a very short time constant can lead to 

insufficient signal integration, reducing overall gain and sensitivity. Proper fine-tun-

ing of the time constant ensures maximum signal gain and minimizes pileup risk. Ad-

ditionally, short circuit mode excels in handling high event rates, mitigating signal 

pileup even in high-throughput environments. When combined with a well-designed 

preamplifier and signal shaping filter, it processes signals efficiently, compensating 

for pileup while maintaining high precision [20]. 

Furthermore, noise performance in short circuit mode is significantly influenced 

by the detector junction capacitance (CD). The junction capacitance, combined with 

the preamplifier characteristics, affects the overall noise level. High junction capaci-

tance can lead to increased overall noise of the readout channel, which degrades the 

SNR and overall detection accuracy [13], [21]. Addressing these challenges requires 

meticulous circuit design, with a focus on reducing noise and optimizing the feedback 

network. However, short circuit mode’s sensitivity to parasitic effects, particularly 
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those associated with CD, introduces additional complexity. Maintaining strict imped-

ance control is essential but can limit flexibility, as variations in operating conditions 

or signal characteristics may necessitate significant adjustments to the preamplifier or 

circuit design. These requirements add complexity to the system and reduce its adapt-

ability in dynamic environments [21]. 

Therefore, achieving optimal performance in short circuit mode necessitates pre-

cise circuit design and careful selection of preamplifier components. These efforts are 

essential for minimizing noise, maximizing detection accuracy, and ensuring the sys-

tem’s robustness across a range of operating conditions. 

2.3.2 Open Circuit Mode 

In open circuit mode (Fig. 2-8), the PIN-diode is connected to a load with infinite 

impedance (ZL = ∞), causing all the charge generated by the diode (ISignal) to accu-

mulate in the diode junction capacitance (CD) rather than flowing into the load. This 

configuration creates a high-impedance connection, allowing the accumulated charge 

to be converted into a voltage signal already in the diode itself. The voltage signal is 

then directly fed to a threshold discriminator, which compares it with a reference 

threshold level to detect the presence of an incoming signal [13], [20]. 

 
Fig. 2-8. Open circuit readout mode of PIN-diode. 

The open circuit mode offers significant advantages, particularly in terms of 

power efficiency. One of the key benefits is that no power is consumed during the 

conversion of charge into voltage, which is typically the most power-hungry stage in 
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current mode. Another advantage is that the voltage signal is remembered by the diode 

junction capacitance until it is reset. This persistent voltage signal allows for the use 

of a dynamic, power-efficient discriminator, which can further reduce power con-

sumption by only activating when necessary. These feature enables efficient signal 

processing without the need for constant power, making open circuit mode an attrac-

tive option for applications that require both high precision and low energy usage. 

The performance of the discriminator is critical for accurate signal detection. For 

effective operation, the discriminator must exhibit high precision and a fast response 

time. High precision ensures that even subtle signals are accurately detected, while 

fast response time is essential to minimize the risk of missed signals during rapid suc-

cessive events. Advanced techniques, such as auto-zeroing and dynamic threshold ad-

justment, may be employed to further enhance discriminator precision and respon-

siveness. By ensuring that the discriminator operates effectively, the detection system 

can achieve higher accuracy and reliability, ultimately improving the overall signal 

detection process. 

Operating in open circuit mode presents several challenges, with charge pileup 

being one of the most critical [13]. Charge pileup occurs when multiple electrons im-

pact causes the voltage over the junction capacitance (CD) to approach the diode 

threshold voltage. This leads to signal gain compression—where additional incoming 

charge results in diminishing changes to the output voltage. This non-linearity reduces 

measurement accuracy, making it difficult to accurately detect and quantify incoming 

signals.  

2.4 Target Application Specifications  

The focus of this work is on investigating the analog frontend of multi-channel 

readout ASICs integrated with highly segmented semiconductor-based detectors, par-

ticularly for applications requiring precise detection and registration of weak charge 

signals with high time resolution. The goal is to optimize signal extraction, amplifi-

cation, and noise reduction to improve the accurate capture and registration of BSEs 
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in Scanning Electron Microscopy. This investigation is based on the following three 

key assumptions regarding BSE behavior in the SEM environment: 

1. Single-Electron Detection: Each pixel in the detector is assumed to register 

the impact of only one electron within one time frame.  

2. Low Number of Consecutive Hits: It is assumed that the frequency of elec-

trons hitting each pixel is low enough, so that the probability of more than three 

electrons hitting the pixel in three consecutive time frames is negligible.  

3. Fixed Energy of Detected Electrons: The incoming electrons are assumed to 

have a limited variation in their energy levels. This assumption simplifies the 

design of the readout architecture by minimizing the need to account for sig-

nificant fluctuations in the charge generated by the detector per incoming elec-

tron. 

The first two assumptions are valid due to the high degree of pixelization in the 

detector, which ensures that each pixel is relatively small and thus less likely to re-

ceive multiple electrons impacts in a short time frame. Moreover, the relatively low 

number of backscattered electrons produced by the specimen (typically a few tens per 

time frame) further supports the assumption that electron hits on individual pixels will 

be minimal.       

The detector used in this study is highly segmented, consisting of approximately 

10000 pixels, each with dimensions of 165 μm ×  165 μm. Each sensing pixel in the 

detector exhibits a junction capacitance in the range of  CD = 30 fF − 50 fF, with a 

charge collection time of tCollection = 1.8 ns. The series resistance of the detector (RS) 

is on the order of a few hundred ohms. Combined with the junction capacitance (CD), 

this results in a detector time constant of only a few picoseconds. This time constant 

is negligible compared to the time resolution of interest in the system, ensuring that 

the detector's inherent RC delay does not impact the overall temporal performance. 
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For each BSE impacting the detector pixel, a charge signal is generated with an 

average amplitude of ISignal = 89 nA ± 20 % during the charge collection time. This 

corresponds to a total charge signal of QSignal = 160 aC ± 20 %, equivalent to ap-

proximately 1000 electrons with an uncertainty of 200 electrons. The ±20 % uncer-

tainty in the generated signal arises from the Fano effect. Fano noise refers to the 

inherent statistical fluctuations in the number of electron-hole pairs generated by the 

interaction of incident radiation with the semiconductor detector. The total charge 

generated is proportional to the energy lost by the impinging BSE within the detector, 

and the Fano noise reflects the variations in the energy required to generate each elec-

tron-hole pair [22], [23]. Table 2-1 provides a summary of the key specifications of 

the PIN-diode used in this work. 

Table 2-1. Key specifications of the PIN-diode. 

Specification Value 

Number of Pixel 10000 

Pixel Area 165 μm ×  165 μm 

Junction Capacitance (CD) 30 fF − 50 fF 

Series Resistance (RS) 100 − 200 Ω 

Charge Collection Time (tCollection) 1.8 ns 

Signal Current (ISignal) 89 nA ± 20 % 

Total Charge Signal (QSignal) 160 aC ± 20 % (1000 e− ± 20 %) 

Leakage Current (ILeak) ~10 fA 

The target specifications for the readout channels aim to achieve certain electron 

counting precision with minimum power consumption. Table 2-2 summarizes these 

specifications: 

• High precision: The readout channel must be capable of accurately detecting 

weak charge signals, specifically those less than 200 aC  (approximately 
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1250 e−), while maintaining an exceptionally low error rate (less than 5 ppm) 

and high time resolution (2.5 ns). 

• Low power consumption: Each readout channel must operate with power 

consumption below 500 μW, a crucial requirement for minimizing thermal 

heating and preventing bias drift in the circuit, which could degrade the per-

formance of the detection system. 

These specifications reflect the demands for high accuracy and performance in 

electron detection, while maintaining power efficiency to support scalability in large 

detector arrays. 

Table 2-2. Target Specifications for the Readout Channel. 

Specification Value 

Input Charge Signal (QSignal) < 200 aC 

Power Consumption < 500 μW 

Time Resolution 2.5 ns 

Charge Detection Error Rate < 5 ppm 

2.5 State-of-the-Art Readout ASICs 

This section reviews state-of-the-art readout frontends designed for high-efficiency 

charge signal detection in applications requiring precision and low-noise operation. 

These readout ASICs are typically integrated with segmented semiconductor-based de-

tectors and operate in single photon or single electron detection modes. Six recently 

reported pixel readout channels are analyzed here. These solutions define the current 

state-of-the-art in the field and demonstrate the closest to the targeted performance in 

this thesis. We analyze the performance of each of the six readout channels with its 
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advantages and shortcomings not allowing its direct implementation in the targeted ap-

plication. Five solutions are tailored for short circuit operation mode of the photodiode, 

while the last one represents a preliminary exploration and simulation-based design for 

open circuit operating mode of the photodetector. 

The readout interfaces designed for short circuit mode include a preamplifier stage 

that operates in either transimpedance mode (when τF ≈ tp) or charge-sensitive mode 

(when τF ≫ tp), where τF and tp are the feedback time constant and the peaking time 

at the preamplifier output, respectively. Achieving a large feedback time constant (τF) 

in charge-sensitive mode requires a high feedback resistance (RF) in the preamplifier. 

Various circuit implementations have been proposed to address this requirement, with 

many applications employing either a Krummenacher feedback network or an ICON 

Cell in the charge-sensitive amplifier (CSA) to realize the necessary large τF. These 

configurations ensure effective charge collection, signal amplification, and noise sup-

pression, making them ideal for detecting fast and low-energy charge signals with high 

time resolution. 

2.5.1 Small Pixel High Rate Detector (SPHIRD) 

A notable example of a readout ASIC designed for high photon flux environments 

is the SPHIRD-1, as detailed in [24]. This ASIC, fabricated in 40 nm CMOS process, 

is optimized for high count rate single-photon counting applications in the energy range 

of 15 keV to 30 keV (equivalent to charge in a range of Qin = 4100e− − 8300e−). 

Each readout pixel, as shown in Fig. 2-9, incorporates a preamplifier (operating in tran-

simpedance mode) with a fast discharge block and a detector leakage compensation 

circuit. The preamplifier's output is AC-coupled to a threshold discriminator with offset 

trimming blocks. To address DC baseline shift issues caused by pulse undershoot, a 

baseline restorer (BLR) is implemented after the AC coupling capacitor. 

To handle high-speed signal processing and mitigate pulse pileup, SPHIRD-1 in-

corporates two compensation methods: voltage-based and time-based. The voltage-

based method utilizes auxiliary discriminators to detect analog pulses exceeding the 

amplitude of single-photon hits, which indicates pulse pileup. The time-based method 
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uses time-over-threshold (ToT) technique to measure the pulse duration from the main 

discriminator, identifying extended digital pulses that also indicate pulse pileup [24]. 

 
Fig. 2-9. Block diagram of the SPHIRD-1 pixel readout electronics. 

This design achieves low noise performance, with an equivalent noise charge (ENC) 

of 188 erms− , and supports a count rate of up to 28.9 mega counts per second per pixel 

(Mcps/pixel), consuming 26 μW per pixel. However, these advantages come with cer-

tain trade-offs. One limitation is the periodic deadtime associated with the auto-zeroing 

process of the discriminators, which is necessary for offset correction. This deadtime 

can vary between 3.5 ns and 28.9 ns, depending on the pileup compensation method 

used. During these deadtimes, the readout channel is blind to any particles hitting the 

detector surface, which increases the detection error rate and reduces overall accuracy 

[24].  

While SPHIRD-1 demonstrates low power consumption and reasonable noise lev-

els, its time resolution of 34 ns and periodic deadtime render it inadequate for the high-

precision, time-sensitive applications central to this thesis. The periodic deadtime in-

troduces a critical limitation, as it interrupts continuous signal monitoring, which is 

essential for maintaining ultra-low error rates in applications requiring uninterrupted 
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detection accuracy. This performance gap during deadtimes significantly affects the 

overall system reliability, particularly in scenarios demanding continuous and precise 

charge signal detection. 

Moreover, while SPHIRD-1 benefits from a high SNR for larger input charge sig-

nals, its detection accuracy declines for smaller amplitude signals. This is because the 

noise level remains constant, causing the SNR to degrade as the input signal weakens. 

Consequently, the reduced SNR for low-amplitude signals leads to diminished detec-

tion accuracy, further limiting the applicability of SPHIRD-1 in contexts that prioritize 

high precision and the ability to resolve small charge signals with minimal error. 

2.5.2 Low Noise PIXel (LNPIX)  

The LNPIX ASIC, designed using a 130 nm CMOS process, addresses the chal-

lenges of high-resolution detection for low-energy photons (less than 10 keV  or 

2800e−) through its advanced circuit architecture [25]. As shown in Fig. 2-10, the 

ASIC integrates a preamplifier configured in charge-sensitive mode, followed by an 

active CR-RC shaping filter and two threshold discriminators. The CR-RC shaping fil-

ter enhances SNR by providing additional gain, pulse shaping, and noise filtration. The 

threshold discriminators enable the selection of an appropriate energy window for the 

incoming photons. To reduce offset variation at the discriminators' inputs, each pixel 

includes two local offset correction Digital-to-Analog Converters (DACs). The effec-

tive threshold applied to the discriminator is the combination of a global threshold and 

an independent correction voltage for each discriminator. 

The preamplifier's feedback network features the Krummenacher network to imple-

ment a large resistor as well as compensating for the detector leakage current. Moreover, 

the feedback network incorporates two equal-sized capacitors (CF1and CF2) arranged in 

parallel, with a rapid discharge mechanism to enhance energy resolution and count rate 

performance. When an input pulse arrives, it charges both feedback capacitors and reg-

isters the photon hit. This triggers a feedback discharge action in the preamplifier, 

where the plates of CF2  are initially disconnected from their original nodes and then 

reconnected with swapped node positions for a few nanoseconds via CMOS switches 
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[25]. This process discharges the preamplifier feedback capacitance within a few na-

noseconds but introduces a deadtime of a few nanoseconds to the readout channel. Ad-

ditionally, the charge-sharing nonidealities of the CMOS switches can lead to variable 

signal amplitudes after the preamplifier, potentially impacting detection accuracy for 

the application in this thesis. 

 
Fig. 2-10. Block diagram of the LNPIX pixel readout electronics. 

The readout channel achieves an ENC of 44 erms−  while consuming 42 μW  per 

pixel. The fast feedback discharge capability of the preamplifier enables the detector to 

handle high photon flux rates with low noise levels, making it suitable for high-speed 

applications [25]. However, this ASIC supports a maximum count rate of up to 

0.6 Mcps/pixel which corresponds to a time resolution of 1.6 μs. In this regard, the 

provided time resolution does not meet the requirements of the targeted application in 

this thesis.  

2.5.3 Fast Single Photon Counting Pixel (PXF40) 

The ASIC described in [26] introduces an advanced pixel readout IC architecture, 

designed using a 40 nm CMOS process to enhance the performance of X-ray imaging 

systems. This ASIC, depicted in Fig. 2-11, includes a preamplifier configured in 

charge-sensitive mode, with its parameters optimized for low noise and high-speed op-

eration for input photons with 8 keV energy, corresponding to an input charge of 2200 

electrons. The preamplifier is followed by an AC-coupled discriminator, where the 

threshold is set globally but trimmed locally using an inter-pixel trim DAC to cancel 

offsets and compensate for process drifts. 
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Fig. 2-11. Block diagram of the PXF40 pixel readout electronics. 

The feedback network of the preamplifier integrates a Krummenacher network and 

a programmable capacitor array, each serving distinct yet complementary purposes. 

The Krummenacher network is employed to implement a high-value feedback resistor, 

which facilitates the controlled discharge of the feedback capacitor with a time constant 

of 4 ns. This configuration not only ensures efficient charge reset but also compensates 

for the detector's leakage current, maintaining the integrity of the signal. 

The programmable capacitor network further enhances the functionality of the feed-

back network by enabling gain switching and fine-tuning. This flexibility allows for 

pixel-to-pixel gain uniformity, ensuring consistent performance across the array of de-

tector pixels. Additionally, the programmable capacitors help optimize noise perfor-

mance and signal processing speed, making the readout channel adaptable to varying 

signal conditions and enhancing the overall efficiency of the system. 

In fast operation mode, the readout channel achieves a maximum count rate of 

12.24 Mcps/pixe with an ENC of 212 erms−  and a power consumption of 45 μW per 

pixel. While this design demonstrates a well-optimized balance between noise, speed, 

and power consumption, it falls short of meeting the stringent requirements of the tar-

geted application. 

One critical limitation is the ENC value, which is comparable to the signal level in 

the target application. This low SNR adversely impacts detection accuracy, particularly 

in scenarios demanding high precision. Furthermore, the 81 ns time resolution of the 
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channel is insufficient for the fast time-response demands of the target application, 

where a much finer resolution is required to ensure precise event timing. These short-

comings highlight the need for further optimization to address both the noise and timing 

limitations while maintaining low power consumption. 

2.5.4 Versatile Readout ASIC with High Count Rate Capability (IBEX) 

The study presented in [27] introduces the IBEX readout ASIC, designed using 

110 nm CMOS technology, to enhance photon detection in the energy range of 3 keV 

to 160 keV (corresponding to an input charge range of Qin = 850e− − 45000e−). As 

illustrated in Fig. 2-12, each pixel of the IBEX ASIC integrates a preamplifier config-

ured in charge-sensitive mode with an advanced digital signal processing (DSP) unit. 

The preamplifier features a configurable feedback network, allowing precise tuning of 

gain and noise performance. The gain is adjusted by modulating the gate voltage of a 

transistor in parallel with the feedback network capacitor. The preamplifier is AC-cou-

pled to a pulse-shaping filter, which further amplifies the signal before it reaches two 

threshold discriminators designed to capture the input signal within the desired energy 

window. Additionally, each stage of the readout channel is powered by an independent 

power supply to minimize electronic crosstalk. 

The IBEX pixel achieves an ENC ranging from 89 − 150 erms− , supporting a count 

rate of up to 10 Mcps/pixel with a power consumption between 8 − 55 μW per chan-

nel. This design strikes a commendable balance between high performance and energy 

efficiency, making it a versatile readout frontend suitable for a wide range of applica-

tions, as highlighted in [27]. Its wide input dynamic range and low noise performance 

are particularly advantageous, enabling reliable detection across varying operational 

conditions. 

However, despite these advantages, the IBEX pixel's time resolution of 100 ns falls 

short of the stringent requirements of the target application for this thesis. Applications 

demanding precise event timing and high temporal resolution necessitate a significantly 

faster response to achieve accurate detection and registration of events. As such, while 

IBEX excels in noise and power efficiency, its limited time resolution makes it unsuit-

able for this specific application. 
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Fig. 2-12. Block diagram of the IBEX pixel readout electronics. 

2.5.5 Micro-channel Plate Readout ASIC (MIRA) 

The ASIC described in [28] is designed for reading out charge signals generated by 

electrons produced in a microchannel plate (MCP). Fabricated in 65 nm CMOS tech-

nology, the chip enables photon detection, hit counting, and spatial resolution correc-

tions, addressing challenges such as charge sharing to enhance performance in UV 

spectrometers. 

Figure 2-13 illustrates the block diagram of a readout pixel in the MIRA ASIC, 

which integrates a charge-sensitive preamplifier, a charge summing stage, a discrimi-

nator, and two 17-bit counters to enable zero-dead-time operation. The CSA stage em-

ploys a current conveyor (ICON Cell) to achieve a large feedback time constant on the 

order of tens of nanoseconds. The charge summing stage incorporates a specialized 

clustering mechanism that combines signals from adjacent pixels, effectively mitigat-

ing charge-sharing effects and preserving spatial resolution, as detailed in [28]. 

Key features of MIRA include its low ENC of 20 erms
− , which addresses the chal-

lenges of high-resolution, high-precision single-photon detection for low-energy pho-

tons (with charge signals ranging from Qin = 1000e− − 16000e−  at the input of 

readout). This is achieved through an advanced circuit architecture as described in [28] 

while maintaining a power consumption of 180 μW per pixel. Although MIRA ASIC 

achieves good detection accuracy due to its high SNR, the ASIC supports a maximum 
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count rate of up to 0.1 Mcps/pixel, and the provided time resolution of 10 μs does not 

meet the requirements for the application targeted in this thesis. 

 

Fig. 2-13. Block diagram of the MIRA readout electronics. 

2.5.6 Open Circuit Mode Readout Pixel 

The literature review revealed no existing pixel readout solutions based on the de-

tector's open circuit mode of operation (introduced in Section 2.3.2), apart from the 

concept described in [13]. A preliminary exploration of such a readout solution is pre-

sented in [29], conducted as part of an MSc graduation project under the author's daily 

supervision. 

Next to the advantages mentioned in section 2.3.2, , this method  presents several 

challenges, as highlighted in the preliminary study [29]. A reset mechanism is neces-

sary after each electron detection event or periodically when no events are registered 

within a given timeframe. This reset restores the PIN diode's voltage to a predetermined 

level, as depicted in Fig. 2-14, which shows the block diagram of the open circuit mode 

readout electronics. 

 
Fig. 2-14. Block diagram of the open circuit mode readout electronics. 
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The resetting process mitigates charge pileup and the slow discharging of the junc-

tion capacitor caused by leakage currents, but it also introduces additional complexity. 

To prevent missing counts, the reset duration must be extremely short. Even with a 

short reset time, high-frequency events could reduce detection efficiency, an issue that 

can be addressed by implementing a reset mechanism. 

Another critical challenge lies in the elevated performance demands placed on the 

discriminator, which must process relatively low input signals with high accuracy. Ef-

fective detection requires discriminators characterized by low noise, minimal offset, 

and a stable reference threshold. If the discriminator operates too slowly or lacks the 

necessary precision, it risks introducing two types of errors: erroneous detections, 

where noise is incorrectly identified as a signal, and missed detections, where valid 

electron impacts go unrecognized. These errors can significantly compromise system 

performance, especially in high-resolution applications that demand precise and accu-

rate detection. 

To optimize its performance, the discriminator must strike a careful balance be-

tween sensitivity and response time, ensuring it can rapidly and reliably distinguish 

genuine signals from noise. Offset compensation techniques, such as auto-zeroing, can 

address challenges related to offset and noise but often come at the cost of periodic 

deadtime. This deadtime, while compensating for certain performance limitations, may 

negatively impact system efficiency by reducing the detection window. 

Additionally, leakage currents of the reset switches can pose further challenges by 

distorting the charge stored in the diode's junction capacitor. This distortion is particu-

larly problematic when detecting small signals, as it can undermine the discriminator's 

ability to maintain accurate and consistent detection thresholds. Addressing these in-

terconnected issues requires meticulous design and tuning to ensure optimal system 

functionality. 

Simulation results from the preliminary study presented in [29] predict promising 

performance, though practical verification remains necessary. Chapter 4 presents the 

key conceptual and design choices presented in [29], followed by an improved design. 

The experimental verification of this improved design is detailed in Chapter 5. 
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2.5.7 Conclusions 

Table 2-3 summarizes and compares the key parameters of the readout frontends 

analyzed in this chapter, with a focus on their effectiveness in detecting fast and low-

energy charge signals. The noise performance of each frontend is quantified using the 

Equivalent Noise Charge (ENC) metric, which measures noise levels in units of elec-

tron charge, ensuring consistency across different architectures. 

Table 2-3. Performance summary of the state-of-the-art readout frontends. 

 [24] [25] [26] [27] [28] [29]* 

Process [𝐧𝐧𝐧𝐧] 40 130 40 110 65 40 

Pixel Area [𝛍𝛍𝐧𝐧𝟐𝟐] 50×50 75×75 100×100 75×75 35×35 80×90 

Input Charge [𝐊𝐊𝐞𝐞−] 4.1 – 8.3 2.4 2.2 0.85 – 45 1 – 16 0.8 – 1.2 

ENC [𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− ] 188 44 212 89 – 150 20 27 

Time Resolution [𝐧𝐧𝐫𝐫] 34 1666 81 100 10000 2.5 

Power/Pixel [𝛍𝛍𝛍𝛍] 26 42 45 8 – 55 180 190 

Pileup Correction Yes Yes No Yes No Yes 

#Threshold Bins 1 – 3 2 1 2 2 1 

FoM 

[𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− × 𝛍𝛍𝐫𝐫 × 𝛍𝛍𝛍𝛍] 
166.2 3078.7 772.7 71.2 – 825 36000 12.8 

 

*Simulation results 

To facilitate a fair and comprehensive comparison of the readout frontends, a figure 

of merit (FoM) is introduced. The FoM is defined as the product of the ENC, time 

resolution, and power consumption, providing an aggregate performance measure. A 

lower FoM value indicates superior performance, representing an optimal balance of 

noise, timing precision, and energy efficiency. 
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High time resolution and accuracy are critical for readout frontends that handle fast 

and low-energy charge signals. However, achieving these objectives often conflicts 

with maintaining low power consumption, as noted in references [8], [20]. While en-

ergy-efficient frontends excel at reducing power consumption, their detection accuracy 

typically degrades, particularly under high input flux conditions, as discussed in [30]. 

This highlights the need for new readout frontends that strikes a balance between high 

time resolution and accuracy for low-energy particle detection, while also maintaining 

acceptable power consumption. 

This thesis addresses this performance gap by developing a readout circuit specifi-

cally designed to detect charge signals from a single pixel implemented as a PIN-diode 

with junction capacitance in the range of CD = 30 fF − 50 fF. The objective is to en-

hance the detection capabilities for signals generated by external electrons impacting 

the detector at random intervals, achieving both high sensitivity and efficient power 

usage. 

Regarding the proposed solutions for the short circuit mode of operation, while their 

power consumption aligns with design specifications, they fall short of meeting the 

stringent time resolution requirements of the targeted application in this thesis. These 

solutions predominantly use a preamplifier operating in charge-sensitive mode, with a 

Krummenacher network in the feedback path. The Krummenacher network offers a 

large resistive path between the input and output nodes of the preamplifier and provides 

an inductive path to compensate for detector leakage current. While this configuration 

effectively handles leakage current, its inherent trade-off between noise and shaping 

time, combined with its sensitivity to noise variations caused by input charge fluctua-

tions, limits its suitability for applications that require low detector leakage currents 

and high time resolution [31]. 

An alternative approach is the use of the ICON Cell to implement the CSA. The 

ICON Cell offers enhanced stability and uniformity across varying input charge levels, 

making it an excellent choice for applications requiring high precision and consistency. 

However, its limited ability to compensate for detector leakage current makes it less 

suitable in environments with significant leakage. 
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Although the time resolution of the ASIC incorporating a CSA with the ICON Cell 

[28] significantly exceeds the targeted 2.5 ns, there is considerable potential for further 

improvement. Advanced design techniques and the optimization of circuit configura-

tions offer promising avenues to enhance the ASIC's response time. Strategies such as 

minimizing parasitic effects, refining the feedback network, and utilizing innovative 

amplifier architectures can help achieve the desired time resolution while simultane-

ously maintaining low noise levels and power consumption. These optimizations are 

crucial for meeting the stringent performance requirements of the targeted application. 

The promising simulation-based results presented in [29] for the open circuit oper-

ation mode provide a solid foundation for further investigation and experimental char-

acterization of the proposed readout frontend. However, to fully realize its potential, 

several additional components need to be integrated into the readout channel. These 

improvements are necessary not only to enhance performance and detection accuracy 

but also to facilitate experimental validation and qualification of the system's function-

ality. 

Chapters 3 and 4 present two novel readout frontend architectures, designed specif-

ically for the short circuit and open circuit operation modes of the PIN-diode, respec-

tively. These chapters explore the underlying design concepts, outline implementation 

strategies, and highlight the performance benefits of the proposed solutions, demon-

strating their potential to address the challenges of precision, speed, and noise. 
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3 Readout Solutions for Short 

Circuit Operation Mode 

3.1 Introduction  

This chapter presents circuit design solutions for the short circuit operation mode of 

PIN diodes in high-precision detection systems. It explores the preamplifier’s role in 

establishing a virtual ground for efficient charge collection, highlighting key design 

considerations such as input impedance, noise performance, bandwidth, and feedback 

mechanisms. Solutions for mitigating ISI-induced errors through additional threshold 

levels or signal shaping filters are also studied. Furthermore, threshold discriminators 

are investigated for accurate signal digitization. The impact of these design choices on 

signal integrity, noise performance, and detection accuracy is analyzed, providing a 

comprehensive evaluation of optimized circuit architectures for scanning electron mi-

croscopy applications. 

3.2 Analog Readout Frontend for Short Circuit Operation Mode 

As outlined in Section 2.1, the analog frontend converts the PIN-diode’s charge 

signal into a voltage and generates a logical '1' within the required time frame to register 

a BSE event. Figure 3-1 illustrates its key components: 

• Preamplifier: Converts weak charge signals into voltage while ensuring 

high bandwidth and low noise for precise detection. 

• Gain/Filter Stage: Amplifies and shapes the signal to enhance SNR and 

improve clarity. 

• Threshold Discriminator: Compares the processed signal to a threshold, 

digitizing valid events by outputting a logical '1' when the signal exceeds 

the threshold. 
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Fig. 3-1. Simplified block diagram of the analog frontend in a typical readout channel.  

The readout channel must minimize detection errors from noise and ISI, with the 

preamplifier playing a key role. It requires wide bandwidth for high time resolution, 

low noise for accuracy, and low power to meet system constraints. While higher power 

enhances noise performance through increased bias currents or advanced topologies, it 

raises power dissipation, potentially exceeding system limits [1], [2]. 

Narrowing bandwidth reduces noise but increases ISI, as shown in Figure 2-4. 

Noise, a statistical error, can be minimized by bandwidth limitation, whereas ISI, a 

deterministic error from signal overlap, may degrade performance if uncorrected [3]. 

To balance this tradeoff, circuit complexity can mitigate ISI, enabling narrower band-

width for improved noise and power efficiency [4], [5]. Additionally, periodic resetting 

of the preamplifier’s feedback capacitor (CF) prevents output saturation. 

 
Fig. 3-2. Block diagram of the proposed readout channel with ISI compensation stages. 

Power constraints inherently limit noise reduction, requiring a tradeoff between 

power, bandwidth, and SNR. ISI compensation methods include: 

• Auxiliary threshold levels: Multiple thresholds improve signal discrimi-

nation and reduce ISI. 
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• Signal shaping filters: These filters optimize timing to minimize ISI and 

enhance detection accuracy. 

Figure 3-2 presents the proposed readout channel, integrating ISI compensation to 

sustain detection performance while optimizing noise, bandwidth, and power. The fol-

lowing sections detail the design of each stage, including ISI mitigation strategies. 

3.3 Preamplifier Stage  

The preamplifier in short-circuit mode must establish a stable virtual ground to en-

sure efficient charge collection while minimizing signal degradation. Achieving ultra-

low input impedance is paramount to suppress voltage drops that could compromise 

signal integrity. Simultaneously, the design must maintain low noise and sufficient 

bandwidth to enable accurate charge signal conversion. These requirements are dictated 

by the detector capacitance (CD), count rate, and power efficiency constraints, necessi-

tating a careful balance between performance metrics. A high loop gain is essential to 

sustaining the virtual ground, minimizing impedance variations, and enhancing charge 

transfer efficiency. Through precise optimization of these parameters, the preamplifier 

can achieve high precision and low noise operation, ensuring robust performance in 

demanding detection environments [1]–[3]. 

Selecting the optimal operational mode for the preamplifier involves evaluating the 

trade-offs between the Charge Sensitive Amplifier (CSA) and the Transimpedance Am-

plifier (TIA) [3]. The CSA excels in high-sensitivity applications due to its superior 

charge integration capability, low noise characteristics, and power efficiency, making 

it particularly well-suited for detecting low-intensity signals [1]. In contrast, the TIA 

offers advantages in high-event-rate scenarios but suffers from higher noise and in-

creased power consumption, making it less suitable for this design [2], [3]. 

For this implementation, the CSA architecture was chosen to maximize charge con-

version accuracy while adhering to strict noise and power constraints. By integrating 

charge over time, the CSA enhances sensitivity to weak input signals, a crucial require-

ment for high-resolution detection. However, its inherently narrow bandwidth intro-

duces challenges in optimizing the trade-off between sensitivity and signal processing 
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speed. To address this, careful tuning of the feedback time constant (τF) is necessary to 

balance charge integration efficiency with bandwidth limitations. 

A key innovation in this work lies in refining the CSA design to meet the stringent 

demands of SEM applications. The primary focus is on optimizing bandwidth while 

preserving low noise performance and minimizing power dissipation. Additionally, en-

hancing stability under high-count-rate conditions is crucial for ensuring consistent sig-

nal processing. By systematically addressing these design challenges, this research ad-

vances the development of high-precision, low-power readout circuits, contributing to 

the next generation of high-resolution detection systems. 

3.3.1 Operation Principle 

A typical preamplifier for PIN-diode signal processing, shown in Fig. 3-3, operates 

in either charge-sensitive mode (τF ≫ tp) or transimpedance mode (τF ≈ tp), depend-

ing on the feedback time constant (τF = RF. CF), where tp is the peaking time at the 

preamplifier output.  

 
Fig. 3-3. Schematic of a typical preamplifier tailored to the PIN-diode. 

In CSA mode, the feedback time constant (τF) determines the discharge tail (ttail) 

of the signal and must satisfy τF ≫ tCollection to fully integrate the detector’s charge 

signal in the feedback capacitor (CF). The CSA’s transfer function, combining the for-

ward amplifier and feedback network, is given by: 

TCSA(s) = RF
(1+sτF)(1+sτCL)

                                             (3-1) 
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where τF  defines the discharge tail and τCL = 1
GBWP

∙ CF+CD+CG
CF

 determines the rise 

time, linked to the loop bandwidth [6]. The CG is the gate capacitance of the preampli-

fier input transistor. For impulse input Qin, the CSA output voltage is: 

VCSA(t) = Qin ∙
1
CF
�e−

t
τF�                                           (3-2) 

For an input charge signal of Qin = 160 aC, an output voltage signal in a range of 

15 − 30 mV can be achieved through a feedback capacitance in a range of CF = 5 −

10 fF. The time constant of the second pole (τCL) is set according to the desired time 

resolution of the voltage signal. For the target time resolution of 2.5 ns, the CSA volt-

age signal must have a peaking time of tp ≤ 2.5 ns, corresponding to a second pole 

beyond 400 MHz. 

The first pole’s time constant (τF) dictates the discharge tail (ttail) of the signal. As 

the amplitude decays while noise remains constant, maintaining signal stability is cru-

cial to prevent SNR loss. To ensure accurate detection, the CSA voltage must stay 

steady within each time frame. For a decay below 1% over 2.5 ns, ttail is set to 250 ns, 

preventing significant voltage drop during processing. With a femtofarad-range feed-

back capacitance (CF), achieving this requires a megaohm-range feedback resistance 

(RF). This design balances high SNR with timing and power constraints, optimizing 

signal processing in the readout channel. 

Noise performance is critical for maintaining a high SNR. The main noise sources 

include voltage noise (vn) and current noise (in), described by: 

SVn = 4KTγn
gm

+ Kf
CoxWL

∙ 1
f

= α + Af
f

                                  (3-3) 

Sin = 4KT
RF

+ 2qIleackage = β                                   (3-4) 

where K is the Boltzmann constant, T is the temperature in Kelvin, q is the electron 

charge, RF is the feedback resistance, Ileackage is the detector leakage current, Kf is the 

flicker noise coefficient, Cox is the gate oxide capacitance per area, γn is a noise pa-

rameter ranging from 1/2 (weak inversion) to 2/3 (strong inversion), and gm, W and L 
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are the transconductance and the dimensions of the preamplifier input transistor, re-

spectively. The total noise power spectral density at the preamplifier output can be ex-

pressed as: 

SVPreamp = β
(2.π.f.CF)2

+ �α + Af
f
� �CD+CG+CF

CF
�
2
                         (3-5) 

The total noise at the output, incorporating the transfer function TCSA(s), determines 

the Equivalent Noise Charge (ENC) as expressed in [1]: 

ENC2 = 1
CF
2 �β ∙ ts ∙ ap + (CD + CG + CF) ∙ �α

ts
∙ aw + Af ∙ af��             (3-6) 

where ts is the preamplifier shaping time, indicating the signal width after preamplifier, 

while ap, aw, and af are coefficients for different noise contributions. These coeffi-

cients characterize different aspects of noise contributions, such as current noise, white 

noise, and flicker noise, respectively. Figure 3-4 shows the interplay of three different 

noise sources in ENC as function of the shaping time (ts). 

 
Fig. 3-4. ENC as function of the shaping time (ts). 

Optimizing shaping time (ts) is key to minimizing ENC. Shorter ts increases band-

width but leads to ballistic deficit, while longer ts filters noise but raises ENC [1]. The 

optimum shaping time (tsopt) minimizes the ENC.  In CSA mode, the shaping time (ts) 

is proportional to the time constant of the feedback network (τF), allowing noise filter-
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ing via larger τF or higher RF [1]. Enhancing the transconductance (gm) improves sig-

nal gain and reduces voltage noise but must be balanced against power and bandwidth 

constraints. 

3.3.2 Core Amplifier 

The CSA’s core amplifier dictates the readout channel’s performance, requiring op-

timization of gain, noise, bandwidth, and power consumption. Different architectures 

offer distinct trade-offs: the Cascode amplifier delivers high gain and output impedance 

for strong signal amplification, the folded Cascode achieves wide bandwidth with low 

power consumption for energy-efficient designs [7], [8], and the telescopic amplifier 

provides speed and efficiency but is constrained by limited voltage headroom [8]. Se-

lecting the appropriate architecture is critical for meeting system specifications, as de-

tailed in the following sections. 

3.3.2.1 DC Gain 

The DC gain of the core amplifier (GAmpDC
) is critical for efficient charge collection 

and accurate signal amplification in a CSA. A high DC gain ensures that the feedback 

capacitor (CF) stores most of the input charge rather than the detector capacitance (CD), 

improving charge-to-voltage conversion accuracy—essential for detecting small sig-

nals in precision applications. 

According to Miller’s theorem, a sufficiently high gain amplifies the effective feed-

back capacitance (Ceff = CF × �1 + GAmpDC
�), ensuring that CF  dominates over CD 

and enhancing charge-handling capacity (Fig. 3-5). This leads to more accurate voltage 

outputs by minimizing charge retention in CD. The required condition is GAmpDC
≫

(CD CF⁄ ), ensuring efficient charge storage in CF. 

In practice, GAmpDC
 ranges from 100 to 1000 , depending on CD  and CF . While 

higher gain improves charge collection and sensitivity, it also increases noise and po-

tential instability. Thus, selecting an optimal gain involves balancing accuracy, noise, 

stability, and power efficiency to maximize CSA performance. 
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Fig. 3-5. Charge division between detector and feedback capacitors due to Miller effect. 

In this work, with CD = 50 fF, and a DC gain of 100 (40dB), the Miller effect in-

creases the effective feedback capacitance to Ceff = 505 fF. This means about 91% of 

the input charge is stored in the feedback capacitor, and only 9% is lost to the detector 

capacitance. A higher DC gain would further improve charge-to-voltage conversion 

efficiency, ensuring most of the charge is stored in the feedback network, thus enhanc-

ing signal detection accuracy for high-precision applications. 

A high DC gain is also crucial for maintaining the virtual ground at the CSA input. 

By ensuring a high loop gain, the inverting terminal remains stable, minimizing para-

sitic signal interference and drift-induced distortions. The attenuation of unwanted sig-

nals follows Aeff = 1 (1 + GainDC)⁄ . For instance, with GAmpDC
= 100 , Aeff =

1 101⁄ ≈ 0.0099, meaning only 1% of parasitic signals affect the virtual ground. This 

enhances charge transfer efficiency from the detector to the feedback capacitor, ensur-

ing precise charge measurement. 

3.3.2.2 Bandwidth 

To achieve the desired time resolution in the CSA, the output signal must have a 

rise time of less than 2.5 ns, ensuring that the signal quickly reaches its peak value for 

effective signal processing. The rise time is primarily determined by the loop band-

width of the CSA, which needs to exceed 400 MHz to meet this requirement. The loop 

bandwidth is defined by the point where the frequency response of the core amplifier 
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intersects with the transfer function of the feedback network which is at fCL frequency. 

Maintaining this high loop bandwidth is critical for achieving the necessary rise time 

and overall performance of the system. 

With a DC gain of 100 in the core amplifier, a detector capacitance CD = 50 fF, 

and a feedback capacitance CF = 5 fF, the first pole of the amplifier can be estimated 

to be around fp1 = 40 MHz. This corresponds to a gain-bandwidth product (GBWP) of 

more than 4.4 GHz. This high GBWP is essential for maintaining both the gain and the 

speed of the amplifier while ensuring the required time resolution and signal fidelity in 

high-precision applications. A GBWP of this magnitude allows the system to handle 

fast transient signals, making it possible to accurately detect and process signals with a 

rise time as short as 2.5 ns. 

3.3.2.3 Power Consumption 

In designing the CSA for low power consumption, maintaining a power budget of 

200 µW is crucial without compromising performance. Achieving this requires careful 

selection of power-efficient design techniques, focusing on minimizing current draw 

while preserving essential specifications like gain, bandwidth, and rise time. 

One approach is to employ low-power circuit architectures, such as using minimum-

sized transistors in non-critical signal paths. This reduces parasitic capacitance and 

leakage currents, conserving power. Additionally, adopting current-efficient topologies 

like folded Cascode designs can provide high gain and wide bandwidth while limiting 

current consumption. These topologies are particularly effective for applications like 

charge-sensitive amplifiers, where high performance must be maintained within strin-

gent power limits. 

Careful biasing is also critical. Properly setting the biasing points of the transistors 

ensures that each stage operates in its most efficient region, avoiding excessive power 

dissipation. Maintaining adequate voltage headroom ensures the amplifier remains 

within its linear operating range while using the minimum necessary supply voltage. 

By optimizing these design aspects, the CSA can achieve the necessary perfor-

mance—such as a DC gain of 100, a loop bandwidth exceeding 400 MHz, and a rise 
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time under 2.5 ns—while staying within the 200 µW power budget. This balance is 

essential for ensuring high-resolution, low-noise signal detection in power-constrained 

high-resolution applications. 

3.3.3 Feedback Resisistor 

In this research, the primary challenge in designing the charge-sensitive preampli-

fier lies in achieving a feedback resistance (RF) large enough to achieve a discharge tail 

(ttail) exceeding 250 ns ensuring the required  τF for a proper signal processing. This 

necessitates a feedback resistance of at least 10 MΩ, considering the feedback capaci-

tance of CF = 5 fF. However, implementing such large resistances introduces several 

issues that must be addressed to maintain signal integrity and system performance. 

One common solution is the use of polysilicon resistors, which can provide the nec-

essary resistance values. However, polysilicon resistors require a significant chip area, 

leading to increased parasitic capacitance, which can result in higher crosstalk and 

noise levels [7], [9], [10]. This directly affects the system's sensitivity and degrades 

detection accuracy, making this approach less ideal for high-precision applications. The 

large area requirement also adds to the complexity and cost of the design. 

An alternative solution, shown in Fig. 3-6, replaces the feedback resistor with a 

MOSFET biased in the ohmic region, providing the required resistance [11], [12]. The 

MOSFET’s equivalent resistance can be modulated by periodically driving its gate with 

a voltage signal. This method faces two key challenges: charge injection from the 

MOSFET's gate-drain capacitance (Cgd) can cause erroneous detection, and the varia-

bility of the MOSFET's resistance during each gate cycle introduces current noise fluc-

tuations (Sin), degrading the SNR and detection accuracy [1], [3]. While this technique 

enables dynamic control of the feedback resistance, these challenges hinder its suita-

bility for precise detection applications. 

These challenges underscore the necessity for more innovative and advanced solu-

tions to overcome the issues associated with implementing large resistances in parallel 

with the feedback capacitance. Two promising solutions, the Krummenacher Network 

and the ICON Cell, provide a configuration where the feedback capacitor is paired with 
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a large imaginary feedback resistor in parallel. While these circuit architectures offer 

an improvement over traditional resistor-based designs, each presents its own set of 

advantages and potential drawbacks, which must be carefully considered in the context 

of the specific application requirements. 

 
Fig. 3-6. Implementation of a large feedback resistance by a MOSFET device. 

3.3.3.1 Krummenacher Network 

 The Krummenacher network (Fig. 3-7) is commonly employed in photon counting 

frontend electronics due to its ability to manage both feedback resistance and detector 

leakage current [10], [13]. This network provides two feedback paths: a resistive path 

to implement an equivalent feedback resistance of RF ≈ 2 gm1⁄  (assuming gm1 =

gm2) and then discharge the feedback capacitance CF by a small constant current IKrum, 

and an inductive path through M3 and CKrum to compensate the detector leakage cur-

rent rather than it flowing into the feedback resistance RF.  

However, in applications where the detector leakage current is negligible, the 

Krummenacher network may not be ideal. Its current noise contribution (Sin) is directly 

proportional to the bias current IKrum, meaning that reducing Sin will increase the shap-

ing time since the shaping time is proportional to Qin IKrum⁄ . Any variations in the input 

charge Qin will consequently lead to changes in the shaping time, affecting the stability 

and performance of the system [6], [14]. 

In summary, while the Krummenacher network offers effective feedback resistance 

and leakage current compensation, its noise-shaping time tradeoff and sensitivity to 
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variations in input charge can limit its usefulness in applications with low detector leak-

age current. 

 

Fig. 3-7. Schematic of a CSA implemented by the Krummenacher network in the feedback. 

3.3.3.2 ICON Cell 

Another method for implementing a large feedback time constant in a CSA is based 

on the concept of using a current mirror to reduce the current flowing through the feed-

back resistor (RF), effectively making it behave like a resistor with a much higher value 

than its nominal resistance, as described in [9], [14]. This technique can be realized 

using a current conveyor, also known as an ICON Cell, in the feedback network, as 

shown in Fig. 3-8. 

The CSA in this methos comprises an amplifying stage designated as “Amp”, fol-

lowed by a source follower transistor stage Mb with negative feedback provided by ca-

pacitor CF. Additional negative feedback is introduced through the ICON Cell. The 

ICON Cell generates an equivalent large resistance, represented as RF = (K + 1) × R1, 

along with a corresponding feedback time constant given by τF = (K + 1) × R1 × CF. 

In this formulation, K denotes the current mirroring factor, while R1 refers to the phys-

ical resistor employed in the configuration. This setup effectively provides the desired 
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large resistance and time constant, all while utilizing a smaller physical resistor R1, 

thereby optimizing area. 

 
Fig. 3-8. Schematic of a CSA implemented by an ICON Cell in the feedback network. 

A significant advantage of this architecture lies in its influence on the current noise 

contribution (Sin). This contribution is directly proportional to the bias current Iout in 

the right branch of the current mirror within the ICON Cell (shown in Fig. 3-9). Con-

sequently, the feedback time constant (τF) remains unaffected by the current noise con-

tribution (Sin). This characteristic of independence from noise renders the ICON Cell 

an attractive option for implementing large resistances in the feedback network of a 

CSA, especially relevant to the application discussed in this thesis. The subsequent 

sections will delve deeper into the implementation of the CSA with the ICON Cell and 

present simulation results to illustrate its effectiveness. 

In steady-state conditions, the feedback loop ensures that the current flowing into 

resistor R1 matches the current generated by the source IR1 . This balance results in zero 

current being injected into the ICON Cell, making its bias current independent of the 

resistor bias current IR1 . Once the detector injects charge into the input, the output volt-

age signal begins to rise. This output voltage is subsequently converted into current 

through resistor R1, which flows into the ICON Cell. Within the ICON Cell, this cur-

rent is demagnified by the mirroring factor K. The demagnified current is then sent back 
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to the input node of the CSA, where it initiates the discharge of the feedback capaci-

tance (CF). 

 
Fig. 3-9. Schematic of the current conveyor known as an ICON Cell. 

A simple analysis of the circuit shown in Fig. 3-9 shows that Vout and Iin are related 

by the following equation: 

Vout
Iin

= KR1
�1+SCFR1(K+1)�(1+sτCL)

                                   (3-7) 

Table 3-2. Characteristics of the poular solutions for implementing a larger feedback resistor. 

Parameters Poly Resistor Krummenacher ICON Cell 

Resistance RF 2 gm1⁄  (K + 1) × R1 

Time Constant ∝ RF ∝ Qin IKrum⁄  ∝ KR1 

Noise 4KT RF⁄  ∝ IKrum ∝ Iout 

 

The dominant noise source in a CSA with an ICON Cell is the current noise contri-

bution coming from the output branch of the mirror (Iout). In fact, thanks to the mirror-
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ing factor K, all the noise contributions present in the input branch of the mirror, gen-

erator IR1 , transistor Mb, and resistor R1 are nullified by a factor of K2 [9]. Therefore, 

to keep the current noise contribution small, the output branch of the ICON Cell is 

biased in the subthreshold region with an ultra-small current in sub picoampere range. 

Table 3-1 presents and compares the characteristics of popular solutions for implement-

ing a larger feedback resistor. 

3.3.4 Noise 

The primary noise sources in the front-end electronics for this design are voltage 

noise (vn) and current noise (in), both significantly influencing overall noise perfor-

mance of the preamplifier system. As discussed in subsection 3.4.1, the feedback net-

work's time constant (τF) is critical for optimizing the noise characteristics of the CSA. 

 
Fig. 3-10. Theoretical ENC as function of the feedback time constant (τF). 

Figure 3-10 illustrates the theoretical ENC of the CSA stage as a function of the 

feedback time constant (τF). With a feedback capacitance of CF = 5 fF, the minimum 

noise (ENCopt = 39 erms− ) occurs at an optimum feedback time constant of τFopt =

32.7 ns, corresponding to an optimum feedback resistor value of RFopt = 6.6 MΩ. For 

feedback resistors of RF = 5 MΩ and RF = 10 MΩ, the calculated theoretical ENC val-

ues are 39 erms−  and 40 erms− , respectively. In the former case, voltage noise dominates, 
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while in the latter, current noise becomes the primary contributor. These results suggest 

that the theoretical SNR can range between 20 and 30 for the given input charge (Qin). 

3.3.5 Design and Implementation 

This subsection details the CSA design, optimized for the target application. A 

folded Cascode amplifier is chosen for its high gain, wide bandwidth, and power effi-

ciency. The feedback network incorporates an ICON Cell to achieve the required re-

sistance, ensuring optimal signal processing while mitigating space, noise, and parasitic 

capacitance challenges. CSA loop analysis and stability considerations are covered in 

Appendix A. 

3.3.5.1 Folded Cascode Amplifier 

As a tradeoff between achieving low noise and maintaining high gain and high input 

signal throughput, a Folded Cascode architecture is employed for the core amplifier, as 

illustrated in Fig. 3-11. This architecture allows for a balance between the noise perfor-

mance and the overall gain of the amplifier, while also supporting high-speed signal 

processing. 

 

Fig. 3-11. Schematic of the Folded Cascode amplifier. 

To ensure proper charge integration in the feedback capacitance (CF), the condition 

(Cin (CD + CG)⁄ ) > 10 must be satisfied, where CD is the detector capacitance, CG is 
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the gate capacitance of the amplifier input transistor (M1), and Cin = CF × �1 + GAmp ∙

CF
CF+CD+CG

� is the equivalent feedback capacitance seen from the input. Concerning the 

CF = 5 fF, CD = 50 fF, and CG = 9 fF, the DC gain of the amplifier should be GAmp >

100(40dB) to integrate the input charge with less than 10% charge loss. Additionally, 

given the aforementioned parameters, the amplifier should have the first pole (fp1) 

larger than 40 MHz and a GBWP of greater than 4.8 GHz for proper system perfor-

mance. 

The specific design of the Folded Cascode amplifier, including the dimensions of 

the transistors and their corresponding drain currents, is detailed in Table 3-2. These 

parameters are optimized to ensure that the amplifier operates efficiently while meeting 

the requirements for noise reduction, gain, and input signal handling capabilities. 

Table 3-2. Dimensions and Currents of the Transistors in Folded Cascode Amplifier. 

 M1 M2 M3 

𝛍𝛍 [𝛍𝛍m] 18 1.26 8.71 

𝐋𝐋 [𝛍𝛍m] 0.1 0.25 0.15 

𝐈𝐈𝐃𝐃 [𝛍𝛍A] 118 2 2 
 

 
Fig. 3-12. Bode diagram of the Folded Cascode amplifier. 

To enhance the DC gain, the amplifier is biased such that the output branch is driven 

by a small current (ID2 = 2 μA) while the input device (a high-threshold NMOS tran-

sistor) operates in the subthreshold region with a drain current of ID1 = 118 μA. Under 
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these conditions, a transconductance of gm1 = 1.5 mS is achieved, which is primarily 

determined by the drain current ID1. Figure 3-12 illustrate the simulated bode diagram 

of the Folded Cascode amplifier which indicates a DC gain of GAmp = 45.3 dB with 

poles at fp1 = 44 MHz and fp2 = 2.8 GHz as well as a GBWP of 8.1 GHz. In terms of 

noise performance, the simulated input-referred flicker noise power spectral density is 

4.51 μV2 Hz⁄ , while the white noise power spectral density is 32.91 fV2 Hz⁄ . 

3.3.5.2 Source Follower Stage 

The core amplifier is followed by a source follower stage to form a high speed neg-

ative feedback through capacitor CF. As shown in Fig. 3-13, the source follower stage 

contains a transistor Mb which is connected to a polysilicon resistor (R1) and a current 

source (IR1) at its source and drain pins, respectively. 

 

Fig. 3-13. Schematic of the source follower stage. 

The core amplifier is followed by a source follower stage that establishes a high-

speed negative feedback loop via the feedback capacitor (CF), as shown in Fig. 3-13. 

This stage uses transistor Mb, connected to a polysilicon resistor (R1) at the source and 

a current source (IR1) at the drain. This configuration ensures stable and consistent volt-

age delivery to the feedback capacitor, maintaining CSA performance. 
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A crucial design consideration for the source follower is placing its poles and zeros 

outside the loop bandwidth to avoid interference with the CSA's frequency response, 

preserving high-speed performance and time resolution. Additionally, a large equiva-

lent resistance is required at the drain of transistor Mb to maintain stability and ensure 

proper feedback loop operation. 

The source follower's noise contribution must also be managed to prevent degrada-

tion of the CSA's noise performance. Since the noise is propagated through the core 

amplifier or the ICON Cell, its effect is significantly reduced. For the core amplifier, 

the noise is divided by the square of the amplifier's gain, and for the ICON Cell, it is 

reduced by the mirroring factor K2. As a result, the source follower’s input-referred 

noise is negligible compared to other system noise sources and does not significantly 

affect the overall noise performance of the CSA. 

3.3.5.3 ICON Cell DC biasing 

The schematic of the ICON Cell, shown in Fig. 3-9, illustrates its primary function 

of demagnifying the signal current by a factor K. This is achieved by biasing the current 

mirror branches with different DC currents, ensuring that the current at the drain of the 

transistor Mb (Fig. 3-8) in the source follower stage is properly directed towards the 

ICON Cell. The transistors M6 and M7 (Fig. 3-9) act as common-gate transistors, pre-

senting a low resistance path for the current. The equivalent resistance seen at the input 

of the ICON Cell can be expressed as: 

Req = 1
gm6

|| 1
gm7

= 1
gm6+gm7

                                       (3-9) 

where gm6  and gm7 are the transconductances of M6 and M7, respectively. The total 

current noise contribution (Inoise) at the output branch of the ICON Cell can be ex-

pressed as: 

Inoise = ��2qIDS9�
2 + �2qIDS10�

2 + (Iin)2

K2
                          (3-10) 

where IDS9 and IDS10 are the bias currents in the output branch of the ICON Cell, and 

Iin is the total equivalent noise at the input branch of the ICON Cell. This input noise 
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includes contributions from the source follower stage and the transistor at the input 

branch. 

As Eq. 3-10 indicates, due to the large mirror factor K, only the noise contributions 

of transistors M9 and M10 significantly impact the total noise. These contributions are 

proportional to the DC current flowing in the output branch of the ICON Cell (Iout). To 

minimize the noise, the ICON Cell's output branch is biased in the subthreshold region 

with a very small current (Iout =  230 pA). This low current helps to reduce the current 

noise while maintaining the desired signal characteristics. The ICON Cell implements 

a mirroring factor K = 80, which effectively reduces the noise sources in the input 

branch and provides the required discharge tail for the voltage signal after the CSA. 

Table 3-3 presents the dimensions and currents of the transistors in the ICON Cell. 

Table 3-3. Dimensions and Drain Currents of the Transistors in ICON Cell. 

 M5 M6 M7 M8 M9 M10 

𝛍𝛍 [𝛍𝛍m] 9.4 0.55 1.09 12.15 0.12 0.24 

𝐋𝐋 [𝛍𝛍m] 0.7 0.21 0.2 0.31 3 2 

𝐈𝐈𝐃𝐃 [𝐧𝐧A] 18.5 18.5 18.5 18.5 0.230 0.230 
 

 
Fig. 3-14. Schematic of the ICON Cell bias driver. 
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The bias voltages Vb6  and Vb7  can be supplied externally or by the driver stage, as 

shown in Fig. 3.14. When provided by the driver stage, these voltages are dynamically 

adjusted based on the input signal at the ICON Cell's input node (VA). This adjustment 

creates a negative feedback loop, enabling the driver stage to control the gates of M6 

and M7. This reduces the equivalent resistance (Req) at the ICON Cell's input, directing 

more of the input signal to the ICON Cell, improving its performance, and minimizing 

dissipation in the source follower stage. The feedback loop also ensures the input node 

(VA) is maintained at a fixed level defined by an external reference voltage Vref, en-

hancing the stability and precision of the ICON Cell's operation under varying input 

conditions. 

3.3.5.4 CSA Programability 

The programmability of the CSA allows for dynamic adjustments in gain and tim-

ing, optimizing performance for different detection requirements. The gain of the CSA 

is inversely proportional to the feedback capacitance (CF); the smaller the CF, the larger 

the amplitude of the voltage signal after the CSA. Conversely, the CSA loop bandwidth 

is directly proportional to CF. Therefore, the value of CF is set based on the gain and 

bandwidth requirements [15], [16]. The gain of the CSA can be adjusted by adding an 

identical capacitor is added in parallel to the existing CF through a switch controlled by 

Gain_Prog signal. For Gain_Prog = ‘0’ (default mode), the CSA operates in high gain 

mode with CF = 5 fF while for Gain_Prog = ‘1’, the CSA operates in low gain mode 

with CF = 10 fF. 

For a fixed value of CF, the time width of the CSA voltage signal is proportional to 

the value of R1 [6], [16]. The CSA can operate in slow (R1 = 133 KΩ) or fast (R1 =

67 KΩ) modes, depending on the status of a switch controlled by the Width_Prog sig-

nal. The polysilicon resistor R1, as shown in Fig. 3-8, can be implemented in two ways: 

1) using one large resistor Ra = R1 = 133 kΩ, or 2) using two identical smaller resis-

tors Rb = R1 2⁄ = 67 kΩ in series. In the first case, illustrated in Fig. 3-15(a), the fast 

mode (Width_Prog = ‘1’) is achieved by adding an identical resistor in parallel to Ra. 

In the second case, illustrated in Fig. 3-15(b), the fast mode is achieved by shorting out 
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one of the Rb resistors. The smaller R1 resistance value in fast mode increases the DC 

current flowing through the source of Mb. To maintain the same biasing points in both 

modes, the drain current of Mb must be increased to compensate for the additional 

source current. Therefore, as indicated in Fig. 3-15, an additional current source IR 

should be added at the drain of Mb. 

 
Fig. 3-15. CSA configurations for realizing the fast mode. 

3.3.5.5 Simulation Results 

In the simulations for this work, the PIN-diode is represented by a digitally con-

trolled current source in parallel with a capacitance CD. This model emulates the detec-

tor's behavior by generating charge pulses with an area equivalent to Qin = 160 aC  

(equivalent to 1000 electrons) and a pulse width matching the charge collection time 

of the detector, tCollection = 1.8 ns. This setup ensures that the CSA is stimulated in a 

way that closely approximates the actual charge collection dynamics. 

Table 3-4 summarizes the post-layout simulation results for the designed CSA, de-

tailing how the circuit's performance characteristics change with CD = 50fF and differ-

ent feedback component values, which, in turn, adjust the effective time constants of 

the system. These simulated values provide insight into the CSA’s behavior under var-

ious configurations, ensuring that it meets the requirements for gain, speed, and noise 

across different operating modes.  
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The optimal operating point of the CSA, balancing both processing speed and SNR, 

is achieved with a feedback capacitance CF = 5 fF  and a feedback resistor R1 =

133 KΩ. In combination with a current mirror factor K = 80, this configuration yields 

an equivalent feedback resistance RF = 10.82 MΩ and a corresponding bandwidth of 

2.94 MHz for the CSA. The CSA has a power consumption of 140 μW. 

Table 3-4. Post-layout simulation characteristics of the CSA for different values of feedback 
components. 

𝐂𝐂𝐂𝐂𝐂𝐂 𝐌𝐌𝐌𝐌𝐌𝐌𝐞𝐞 
𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 𝐋𝐋𝐌𝐌𝐋𝐋 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 

Slow Fast Slow Fast 

𝐭𝐭𝐫𝐫 [𝐧𝐧𝐫𝐫] 2.35 2.1 1.94 1.91 

𝐭𝐭𝐭𝐭𝐆𝐆𝐇𝐇𝐭𝐭∗  [𝐧𝐧𝐫𝐫] 259.6 133.8 579.6 264.1 

ENC [𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− ] 44 43 52 50 

𝐂𝐂𝐒𝐒𝐒𝐒 22.7 23.2 19.2 20.3 
 

*Discharge tail of the CSA voltage signal 

Figure 3-16 shows the simulated voltage signal at the output of the CSA for both 

fast and slow operating modes, demonstrating the variations in speed achievable with 

CF = 5 fF for CD = 50fF. For different gain settings, Figure 3-17 illustrates the simu-

lated output voltage signal in low and high gain modes, with R1 = 133 KΩ and CD =

50fF. These simulations confirm the adaptability of the CSA, providing flexibility in 

both speed and gain configurations, which is essential for tailoring the amplifier to di-

verse detection conditions and optimizing its performance within the system’s design 

constraints. 

Tables 3-5 and 3-6 contain the parameter spread for fast and slow operation modes 

with a feedback capacitance of CF = 5 fF   and CF = 10 fF  resulting from a Monte 

Carlo Analysis in 200 points, respectively.  

As previously discussed, the bandwidth of the CSA, and consequently its SNR, is 

significantly influenced by the detector junction capacitance (CD). This relationship is 

illustrated in Figure 3-18, which presents the SNR as a function of CD for a CSA con-

figured in high-gain mode. Two scenarios are depicted: one with R1 = 67 KΩ (blue 

curve) and another with R1 = 133 KΩ (red curve). The plot demonstrates a clear trend: 
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as the detector junction capacitance (CD) decreases, the SNR improves. This improve-

ment is attributed to the reduced capacitive load, which enhances the loop bandwidth 

and minimizes the noise contribution from the CSA, underscoring the critical role of CD
 in optimizing system performance. 

 
Fig. 3-16. Simulated CSA output voltage signal for the fast and slow modes with CF = 5 fF. 

 

 
Fig. 3-17. Simulated CSA output voltage signal for the low and high gain modes with R1 =

133 KΩ. 
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Table 3-5. Parameter spread for fast and slow operation modes from a CF = 5 fF - Monte Carlo 
Analysis. 

Parameters 
Fast Mode Slow Mode 

𝛍𝛍 𝛔𝛔 𝛍𝛍 𝛔𝛔 

𝐒𝐒𝐅𝐅[𝐌𝐌𝐌𝐌] 5.29 1.32 10.96 1.36 

𝐭𝐭𝐭𝐭𝐆𝐆𝐇𝐇𝐭𝐭[𝐧𝐧𝐫𝐫] 135.6 32.3 261.6 44.6 

𝐭𝐭𝐩𝐩[𝐧𝐧𝐫𝐫] 2.24 0.31 2.43 0.29 

𝐂𝐂𝐇𝐇𝐇𝐇𝐧𝐧𝐆𝐆𝐭𝐭𝐧𝐧𝐆𝐆𝐦𝐦[𝐧𝐧𝐦𝐦] 29.5 0.5 30.8 0.7 
 

Table 3-6. Parameter spread for fast and slow operation modes from a CF = 10 fF - Monte Carlo 
Analysis. 

Parameters 
Fast Mode Slow Mode 

𝛍𝛍 𝛔𝛔 𝛍𝛍 𝛔𝛔 

𝐒𝐒𝐅𝐅[𝐌𝐌𝐌𝐌] 5.29 1.32 10.96 1.36 

𝐭𝐭𝐭𝐭𝐆𝐆𝐇𝐇𝐭𝐭[𝐧𝐧𝐫𝐫] 268.8 31.6 584.2 43.8 

𝐭𝐭𝐩𝐩[𝐧𝐧𝐫𝐫] 2.08 0.3 2.15 0.27 

𝐂𝐂𝐇𝐇𝐇𝐇𝐧𝐧𝐆𝐆𝐭𝐭𝐧𝐧𝐆𝐆𝐦𝐦[𝐧𝐧𝐦𝐦] 14.86 0.52 15.07 0.66 
 

 
Fig. 3-18. SNR as a function of CD for a CSA configured in high-gain. R1 = 67 KΩ (blue curve) 

and with R1 = 133 KΩ (red curve). 
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3.4 Signal Shaping Filter 

The primary objective of the analog frontend design is to detect and count BSEs 

impacting the detector pixel within 2.5 ns, with this data encoded in the rising edge of 

the CSA output. After the CSA, the signal can be processed digitally via comparison 

with a reference level. However, CSA's limited bandwidth can cause a prolonged tail 

in the output, leading to signal pileup and ISI errors, as shown in Figure 3-19. Addi-

tionally, while the CSA is optimized for noise performance and power consumption, it 

may suffer from offset drift, further compromising detection accuracy [16]. 

 

Fig. 3-19. Example of direct discrimination after the low bandwidth CSA. The blue solid line 
represents the voltage signal after the CSA while the red dashed line illustrates the threshold 

voltage level. 

To resolve these issues, a signal shaping filter is added to mitigate ISI errors and 

achieve the required time resolution. The filter attenuates the low-frequency offset 

components of the CSA output while preserving the high-frequency rising phase, im-

plementing a high-pass transfer function [17], [18]. 

The filter order affects output signal characteristics like amplitude, time width, and 

noise performance. Higher-order filters provide better low-frequency noise attenuation 

and improved signal clarity but may lead to increased complexity and signal loss [1], 

[19]. Lower-order filters, while maintaining signal amplitude, may result in slower rise 

times and longer time widths, heightening the risk of ISI in high-rate detection scenar-

ios [1]. Higher-order filters also excel at suppressing out-of-band noise, improving 

SNR, which is critical in high-speed applications. 
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Two filter solutions are considered: a passive CR network [18] and an active filter 

with baseline restoration (BLR) [17]. Passive filters, such as first-order CR networks, 

are simple, low-power, and suitable for lower-speed applications, but they attenuate 

signal amplitude. They offer sufficient high-frequency noise attenuation, but the longer 

tail in the output signal may impact high-speed performance. 

Active filters use amplifiers to boost signal levels and improve noise performance. 

A second-order active filter, like a band-pass filter with BLR, narrows the time width, 

enhances SNR, and ensures sharper transitions, reducing the risk of signal overlap [17], 

[19]. Second-order filters are chosen to balance noise performance with minimal am-

plitude loss, providing better signal isolation for accurate detection. 

However, higher-order active filters come with trade-offs, such as increased power 

consumption due to added amplifier complexity. This can be a limitation in low-power 

or portable applications, and the feedback network may introduce noise that needs to 

be managed carefully. 

Choosing between passive and active filters involves balancing filter order, signal 

amplitude, time width, noise performance, and power consumption. The passive filter 

is optimized for low power, providing adequate high-frequency noise suppression, 

while the active filter is selected for enhanced noise performance and sharper signal 

transitions, crucial for accurate detection in high-resolution applications. 

3.4.1 Passive High-pass Signal Shaping Filter 

The passive high-pass signal shaping filter enhances detection accuracy by elimi-

nating the ISI-induced errors and the offset, while consuming negligible power. Imple-

mented through passive components, Fig. 3-20 illustrates the circuit diagram and trans-

fer function of the passive signal shaping filter.  

The passive high-pass shaping filter is a first-order network with a transfer function 

which can be expressed as: 

THPF(S) = SRHPFCHPF
1+SRHPF(CHPF+CDisc)

                                    (3-11) 
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where CHPF and RHPF are the main components of the RC network, and CDisc repre-

sents the total capacitance seen at the input of the next block: the discriminator. This 

passive shaping filter passes signal frequency contributions that are higher than a cer-

tain cut-off frequency fC, which can be expressed as: 

fC = 1
2πτHPF

                                                    (3-12) 

where τHPF = RHPF(CHPF + CDisc) is the filter time constant which must be carefully 

set to maximize the SNR at the filter output and limit the signal time-width to fit in a 

time frame of 2.5 ns after discrimination. Regarding the rise time of the CSA voltage 

signal [16] and considering a margin of 80 MHz for the passband [17], the cut-off fre-

quency fC of the filter should be below 300 MHz. 

 
Fig. 3-20. Circuit diagram (a) and the transfer function (b) of a passive high-pass shaping filter. 

3.4.1.1 Design Considerations 

The passive shaping filter, unlike the active one, does not amplify the CSA output 

but attenuates it by a factor of CHPF (CHPF + CDisc)⁄ , where CDisc models the loading 

effect of the discriminator block. To minimize attenuation, CHPF should be larger than 

CDisc but not excessively large to avoid compromising CSA stability. For a CDisc of 

11.8 fF, the filter capacitor is set to 35 fF. Figure 3-21 presents simulation results show-

ing the signal after the passive high-pass shaping filter for various time constants τHPF.  

While the passive filter design is simple, variations in process and temperature af-

fect its transfer characteristics, potentially degrading detection accuracy. Additionally, 

the capacitor CL, representing the discriminator input capacitance, is also susceptible to 

process variations, altering signal amplitude, time width, and SNR. Table 3-7 summa-
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rizes the amplitude, time width, and SNR of the signal after the passive high-pass shap-

ing filter for different time constants τHPF. Simulation results show that the passive 

high-pass filter meets the desired requirements with a time constant of τHPF = 0.7 ns. 

 
Fig. 3-21. Signal after the passive high-pass shaping filter with different filter time constants THPF 

for an input signal provided by the CSA. 

Table 3-7. Amplitude, time width, and snr for the signal after the passive high-pass shaping filter 
for different time constants. 

𝛕𝛕𝐇𝐇𝐇𝐇𝐅𝐅 
[𝐧𝐧𝐫𝐫] 

𝐦𝐦𝐂𝐂𝐧𝐧𝐩𝐩 
[𝐧𝐧𝐦𝐦] 

𝐭𝐭𝛍𝛍𝐇𝐇𝐌𝐌𝐭𝐭𝐇𝐇 
[𝐧𝐧𝐫𝐫] 

𝛔𝛔𝐒𝐒𝐌𝐌𝐇𝐇𝐫𝐫𝐞𝐞 
[𝐧𝐧𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 

𝐂𝐂𝐒𝐒𝐒𝐒 

0.5 8.1 2.8 0.57 14.2 

0.6 9.3 3.1 0.63 14.6 

0.7 10.4 3.3 0.68 15.3 

0.8 11.2 3.6 0.71 15.8 

0.9 12 3.9 0.74 16.2 

3.4.1.2 Performance Verification 

The amplitude of the signal after the passive shaping filter reflects attenuation due 

to energy loss in the RC network. To maintain high detection accuracy, minimizing the 

discriminator input-referred noise and offset is crucial, although this increases power 

consumption. 

A drawback of the passive high-pass shaping filter is the signal undershoot, where 

the signal drops below the baseline during the falling phase, requiring a long recovery 
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time. Figure 3-22 shows the undershoot amplitude at the filter output as a function of 

the filter resistor RHPF  for various capacitors CHPF . For CHPF = 35 fF  and RHPF =

20 KΩ, the undershoot enters a plateau with a nearly constant amplitude. 

This undershoot can negatively impact detection accuracy, especially when multiple 

electrons hit the detector in consecutive frames. Figure 3-23 illustrates the filter output 

for CHPF = 35 fF and varying RHPF values, showing a decrease in signal peak due to 

the undershoot, which lowers the SNR. In the worst-case scenario, the signal may fail 

to exceed the discriminator threshold, resulting in missed detections. 

 
Fig. 3-22. Amplitude of the signal undershoot at the shaping filter output as a function of the filter 

resistor RHPF for several values of the filter capacitor CHPF. 

 

Fig. 3-23. Passive shaping filter output signal for three cascading electrons hitting the detector in 
three consecutive time frames. 
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3.4.2 Active High-Pass Signal Shaping Filter 

The active signal shaping filter uses active components to achieve the desired per-

formance and transfer function. As shown in Fig. 3-24, a common approach is to con-

figure the filter in a closed-loop mode, with amplifiers in the forward path and a low-

pass network in the feedback loop. This feedback network performs a BLR function, 

reducing the gain at low frequencies by a factor of GLoop(0). At higher frequencies, 

beyond the first pole, the transfer function mirrors the forward path response. 

 
Fig. 3-24. Block diagram of the active signal shaping filter. 

The BLR concept tracks low-frequency components of the amplified signal in the 

forward path and subtracts them at the input of the shaping filter [17], [19], [20]. This 

enables the desired transfer function, as shown in Fig. 3-25. Optimizing the attenuation 

factor A1 and the zero frequency fZ is crucial for enhancing the SNR and minimizing 

signal time width through the filter. 

 
Fig. 3-25. Expected transfer function of the active shaping filter. 
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The transfer function of the active shaping filter can be expressed as: 

TBPF(S) = A2 × (1+SτZ)
(1+SτP1)(1+SτP2)

                                 (3-13) 

where τZ represents the zero introduced by the BLR, and τP1  and τP2  correspond to the 

poles associated with the loop cutoff frequency and the amplifiers in the forward path, 

respectively. The active shaping filter’s bandwidth is primarily governed by these poles 

τP1  and τP2 , which define the filter's frequency response. At low frequencies, the be-

haviour of the transfer function is characterized by the attenuation factor A1, which 

must effectively suppress low-frequency noise. As frequency increases, the transfer 

function transitions toward the forward gain A2, providing the required signal amplifi-

cation. 

3.4.2.1 Operation Principle 

The negative feedback loop continuously monitors the shaping filter’s output volt-

age, stabilizing it at a reference DC voltage, Vref. This reduces low-frequency noise and 

mitigates offset from both the CSA and shaping filter by a factor of A1, while amplify-

ing the signal of interest by A2. The reference voltage Vref is set to establish the desired 

DC level at the filter’s output. 

The BLR consists of sub-blocks, including an operational transconductance ampli-

fier (OTA), a slew-rate limited stage, and a low-pass filter. The OTA compares the 

shaping filter output to Vref and activates the slew-rate limited stage when the reference 

voltage is exceeded. This stage produces a controlled voltage, driving the low-pass fil-

ter. The slew-rate limiting minimizes charge accumulation in the low-pass filter capac-

itor, reducing undershoot amplitude at the filter’s output [17]. 

By adjusting the BLR bandwidth, the low-pass filter captures low-frequency com-

ponents, tracking the CSA voltage tail. This signal is applied to the differential ampli-

fier in the forward path, closing the feedback loop and subtracting it from the CSA 

signal. Simulated signals at each sub-block of the shaping filter are shown in Fig. 3-26. 
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Fig. 3-26. Simulated signals generated after each sub-block of the active shaping filter: (a) CSA 

and BLR output signals, (b) active shaping filter output signal. 

3.4.2.2 Design Considerations 

To meet the application requirements, the parameters of the transfer function must 

be precisely configured. The attenuation factor A1 should exceed 20 dB to sufficiently 

suppress both the offset and the tail of the CSA voltage signal. Meanwhile, the gain in 

the passband A2 should be greater than 15 dB to ensure adequate signal amplification; 

however, excessive gain could potentially lead to stability issues. Given the CSA signal 

rise time of tr = 2.56 ns, the center frequency of the band-pass filter should be set at 

380 MHz, with an 80 MHz margin on each sideband. The first pole f1  of the BLR 

should be positioned at 25 MHz. Additionally, considering the power requirements of 
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the CSA and the overall system budget, the active shaping filter must operate within a 

power consumption limit of 200 µW. 

3.4.2.3 Stability Analysis 

The stability of the active shaping filter is critical, particularly due to the negative 

feedback loop, which, if not properly managed, could introduce oscillations. To ensure 

stability, the system’s phase margin and gain margin can be evaluated using Bode plots. 

For the shaping filter to remain stable, the phase shift introduced by the feedback net-

work must be constrained to less than 180 degrees at the unity-gain crossover fre-

quency. 

In addition, careful design of the amplifier stages is essential to ensure that the over-

all loop gain does not exceed the stability threshold. The selection of compensation 

techniques, such as pole-zero placement and feedback damping, is vital for maintaining 

stability. Another important consideration is the slew rate of the amplifiers; if the slew 

rate is insufficient, it can lead to distortion and reduced bandwidth, which would neg-

atively impact the filter’s performance. 

3.4.2.4 Amplifiers 

The signal shaping filter features two cascaded amplifiers in the forward path, de-

signed to amplify the signal voltage and reduce digitization errors in the discriminator. 

Two differential amplifiers (Fig. 3-27) are connected in series, balancing gain, noise, 

and power consumption. Both stages utilize short-channel devices for wide bandwidth 

and sufficient gain. The first stage provides a differential output, and the second stage 

delivers a single-ended signal to drive the discriminator. The overall DC gain is 17 dB, 

with the first pole at 460 MHz. Figure 3-28 shows the common mode feedback sche-

matic, and Table 3-8 lists the transistor dimensions and current values in the forward 

path. 
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Fig. 3-27. Schematic of the amplifiers in the forward path. 

 
Fig. 3-28. Schematic of the common mode feedback in the forward path. 

Table 3-8. Dimensions and the current of the transistors of the amplifier in the forward path. 

 M1, M2 M3, M4 M5, M6 M7, M8 

𝛍𝛍 [𝛍𝛍m] 0.29 1.75 0.5 0.98 

𝐋𝐋 [𝛍𝛍m] 0.1 0.1 0.1 0.1 

𝐈𝐈𝐃𝐃 [𝛍𝛍A] 25 25 23 23 

3.4.2.5  BLR Chain 

The BLR chain in the feedback network consists of key sub-blocks that influence 

the shaping filter’s performance and baseline stability [1]. As shown in Fig. 3-29, these 

include an OTA, a slew-rate limited buffer, and a low-pass filter, each contributing to 

the feedback loop’s operation. 
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Fig. 3-29. Schematic of the OTA, slew-rate limited stage, low-pass filter, and level-shifter in the 

BLR chain. 

The OTA, positioned as the first stage, functions as a differential amplifier that gen-

erates a corrective feedback signal when the output of the forward path amplifiers de-

viates from the reference voltage Vref, ensuring baseline stability at the shaping filter’s 

output. To minimize offset effects that could impair accuracy, the OTA is integrated 

into a negative feedback loop with careful transistor sizing. This design ensures high 

accuracy in baseline tracking while operating within the power constraints of the filter. 

The slew-rate limited buffer, following the OTA, regulates the feedback signal's 

rate of change. Configured as a source follower PMOS device (M25) with a 1 μA bias 

current, this stage produces a smooth voltage signal. A large capacitor CSR is used to 

limit the slope of the OTA-generated signal, preventing overshoot or undershoot and 

stabilizing the baseline. The discharge of CSR is faster than the charge phase due to the 

5:1 mirroring ratio between M26 and M27, helping restore the baseline steady-state after 

filter anomalies. 

The low-pass filter in the BLR chain introduces a pole that defines the zero of the 

overall transfer function (f1), filtering high-frequency components in the feedback sig-

nal. Implemented with a source follower branch (M28) with a 10 nA bias current and a 

programmable capacitor network CLPF, the low-pass filter stabilizes the BLR output, 

allowing accurate baseline drift correction without introducing noise. The time constant 

is τLPFBLR = gm28 CLPF⁄ . 

The final component, the level-shifter, restores the DC level of the feedback signal, 

ensuring the feedback signal matches the required DC level at the shaping filter's input. 
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This mechanism helps maintain baseline stability across varying signal conditions, en-

suring the output remains centered around the target baseline. 

Table 3-9 shows the dimensions and current values of the transistors in the BLR 

chain, while Fig. 3-30 illustrates its frequency response. Figures 3-31 and 3-32 display 

the simulated voltage signals after the active shaping filter for the CSA in both high 

gain and slow/fast modes. The signal at the output remains unaffected by the discharg-

ing tail of the CSA signal, demonstrating the filter’s robustness in shaping the desired 

signal. A minor undershoot is observed, with its amplitude depending on CLPF. Simu-

lation results indicate that this undershoot is small (about 3% of the signal amplitude), 

having a negligible impact on signal integrity. 

Table 3-9. Dimensions and the current of the transistors of the OTA in the BLR chain. 

 M19, M20 M21, M22 

𝛍𝛍 [𝛍𝛍m] 1.24 0.2 

𝐋𝐋 [𝛍𝛍m] 0.1 0.1 

𝐈𝐈𝐃𝐃 [𝛍𝛍A] 5.6 5.6 
 

 
Fig. 3-30. Frequency response of the BLR chain. 

Table 3-10 summarizes the amplitude, time width, and SNR of the signal at the 

active shaping filter output for various CSA configurations and tunable CLPF ranges. 

The time width is measured at the 1% amplitude crossing points. The results show that 

the signal width exceeds 2.5 ns, indicating ISI. However, when measured at the thresh-

old level (half of the signal amplitude), the time width remains below 2.5 ns [17]. The 

active shaping filter operates with a power consumption of 170 μW. 
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Fig. 3-31. Simulated voltage signal after the active shaping filter for the tunable range of CLPF for 

CSA configured in high gain and slow modes. 

 
Fig. 3-32. Simulated voltage signal after the active shaping filter for slow and fast operating modes 

of an CSA configured in high gain mode. 

To assess the impact of residual ISI, the readout channel was triggered by three 

consecutive charge signals, as depicted in Fig. 3-33, for CLPF = 400 fF and the CSA 

programmed in high gain and slow modes. The results demonstrate that the amplitude 

of the residual signal in the subsequent timeframe is only 7% of the maximum signal 

amplitude, effectively rendering the pileup effect negligible. Consequently, the active 

shaping filter successfully mitigates ISI-induced errors, producing well-defined signals 

that align within 2.5 ns timeframes after discrimination. 
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Table 3-10. Amplitude, time width, and SNR for the signal after the active shaping filter for 
different configurations of CSA and the tunable range of CLPF. 

𝐂𝐂𝐂𝐂𝐂𝐂 𝐌𝐌𝐌𝐌𝐌𝐌𝐞𝐞 𝐂𝐂𝐋𝐋𝐇𝐇𝐅𝐅 [𝐟𝐟𝐅𝐅] 𝐦𝐦𝐂𝐂𝐧𝐧𝐩𝐩 [𝐧𝐧𝐦𝐦] 𝐭𝐭𝛍𝛍𝐇𝐇𝐌𝐌𝐭𝐭𝐇𝐇 [𝐧𝐧𝐫𝐫] 𝛔𝛔𝐒𝐒𝐌𝐌𝐇𝐇𝐫𝐫𝐞𝐞[𝐧𝐧𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 𝐂𝐂𝐒𝐒𝐒𝐒 

Slow 

400 297.7 3.13 16.59 17.9 

500 329.4 3.67 16.23 20.3 

600 354.1 3.91 16.02 22.1 

Fast 

400 281.1 3.09 14.88 18.8 

500 310.3 3.59 14.61 21.2 

600 335.1 3.85 14.44 23.1 
 

 
Fig. 3-33. Simulated voltage signal after the active shaping filter in the case of three consecutive 

trigger pulses for CLPF = 400 fF and the CSA programmed in high gain and slow modes. 

3.5 Threshold Discriminator 

Threshold discriminators play a vital role in readout circuits for Scanning Electron 

Microscopy and particle detectors [21], [22]. Positioned after the shaping filter, these 

circuits digitize analog signals by comparing them to a predefined threshold (VTh), as 

illustrated in Fig. 3-34. This process enables event detection by indicating when the 

signal exceeds the threshold. The threshold level is crucial for balancing noise rejection 

and detection efficiency. While a higher threshold enhances noise rejection by improv-

ing the threshold-to-noise ratio, it may reduce detection efficiency by missing weaker 

valid signals [15]. This trade-off impacts system performance. For a PIN diode in short 

circuit mode, two main readout architectures are possible: one with a passive high-pass 
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RC filter and another with an active bandpass filter and a BLR chain. Each architecture 

has distinct requirements for the threshold discriminator, affecting noise performance, 

offset tolerance, and power consumption. 

 
Fig. 3-34. Discriminator operation to digitize the analog signal. 

3.5.1 Discriminator Design for Passive Shaping Filter 

In the passive high-pass RC filter configuration, the signal amplitude at the discrim-

inator input is typically lower [18], requiring a highly sensitive discriminator design 

with tight control over input-referred noise and offset. To achieve this, a differential 

preamplifier stage is often included to amplify the incoming signal before comparison. 

The preamplifier is designed for high gain and broad bandwidth, ensuring sufficient 

signal amplification without introducing significant noise or offset. A common ap-

proach is a two-stage amplifier topology with common-mode control, which provides 

the necessary gain while minimizing noise. This is followed by a series of inverters to 

maintain signal integrity and drive the output to the required digital levels. 

To address offset issues, particularly given the low SNR, an autozeroing technique 

is used [23]. This technique periodically samples and stores the offset value on a ca-

pacitor, allowing the circuit to reset its offset at regular intervals. This reduces mis-

match and drift, improving reliability and preventing false triggers from noise. While 

this configuration is more power-hungry than the active filter setup, it ensures precise 

event detection even at low signal amplitudes. 

3.5.1.1 Design Considerations 

The signal after the passive RC filter has a minimum amplitude of 9 mV, which is 

small compared to the noise level, increasing the risk of false triggers or output satura-

tion due to offset. As a result, controlling the noise and offset of the discriminator is 
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essential to prevent a reduction in detection accuracy and SNR at the discriminator 

input. 

To ensure that the noise and offset do not exceed the filter output noise, the input-

referred noise and offset of the discriminator must be kept below certain thresholds. 

Based on the results in Table 3-7, the discriminator should have an input-referred noise 

of σNoise < 0.6 mV and an offset of VOffset < 2 mV to maintain sufficient SNR and de-

tection accuracy. Achieving these requirements typically involves a more conservative 

design, resulting in higher power consumption. 

Offset, caused by mismatches in transistor dimensions and threshold voltages due 

to fabrication variations, can significantly degrade the discriminator’s performance. It 

can be evaluated using Monte Carlo simulations during the design phase to account for 

these uncertainties. 

Moreover, selecting the threshold level VTh is crucial for detection accuracy. Setting VTh 

to 6 – 8 times the total noise power at the discriminator input node (σtot) ensures that 

99.99% of noise samples fall below the threshold. Achieving this requires an SNR in the 

range of 12 to 16 at the discriminator input. 

3.5.1.2 Preamplifier 

To ensure proper signal digitization, the preamplifier must provide sufficient gain 

and bandwidth. A two-stage amplifier topology (Fig. 3-35) was chosen for this purpose. 

The first stage is a fully differential amplifier with a common-mode control loop, and 

the second stage is a differential amplifier with a single-ended output for driving cas-

cading inverters [24]. 

Simulation results show a total gain of 49.2 dB with a tolerance of 4.7 dB across 

process corners and a bandwidth of 181 MHz. Table 3-11 lists the transistor dimensions 

and current values for the preamplifier. The preamplifier consumes 104 μW of power 

and has an input-referred noise of 0.326 mV, which meets the target. However, the 

offset is 15.3 mV [18], higher than the design specification, which could impair perfor-

mance, especially at low signal amplitudes. Offset reduction techniques, discussed in 

the following subsection, are necessary to meet the required performance. 
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Fig. 3-35. Circuit diagram of a two-stage preamplifier with a common-mode control loop. 

Table 3-11. Dimensions and the currents of the transistors in the two-stage preamplifier. 

 M1, M2 M3, M4 M5, M6 M7, M8 

𝛍𝛍 [𝛍𝛍m] 1.98 0.87 1.08 3.3 

𝐋𝐋 [𝛍𝛍m] 0.25 0.12 0.2 0.66 

𝐈𝐈𝐃𝐃 [𝛍𝛍A] 30 30 25 25 

3.5.1.3 Offset Reduction Network  

A large offset in the preamplifier can degrade the detection accuracy of the ROIC 

by lowering the effective SNR at the discriminator input. Despite applying passive so-

lutions, such as increasing the size of the input transistor pairs during design and layout, 

the offset remains larger than specified. To mitigate this issue and maintain high detec-

tion accuracy, an active offset reduction technique is necessary, though these tech-

niques increase power consumption in the discriminator block. 

Two common active offset reduction methods are preamplifier autozeroing and sig-

nal chopping. Due to the high electron rate in the target application, signal chopping is 

not feasible as it requires an ultra-high chopping frequency. However, preamplifier au-

tozeroing can be implemented at much lower frequencies and is suitable for this appli-

cation. In this method, the preamplifier offset is periodically sampled onto a memory 

capacitor (Caz) during the "offset storage phase." In the subsequent "offset subtraction 
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phase," the stored offset is subtracted from the input signal [23]. Figure 3-36 illustrates 

the two phases of this technique. 

 
Fig. 3-36. Two phases of the autozeroing technique for preamplifier offset reduction: (a) offset 

storage phase, and (b) offset subtration phase. 

During the offset storage phase, the discriminator is disconnected from the ROIC's 

preceding blocks and cannot register events. This phase, known as the deadtime, causes 

missed electron events. To minimize missed events, the duration of this phase (t1) 

should be as short as possible, as it is proportional to the detection accuracy. The dura-

tion of t1 depends on the autozeroing capacitor Caz and the preamplifier time constant 

τpreamp. Figure 3-37 shows the voltage across Caz as a function of t1 for different val-

ues of Caz. For t1 = 5 × Caz × τpreamp, more than 99.33% of the offset is stored, com-

pleting the offset storage. 

During the offset subtraction phase, the voltage across Caz  gradually decreases, 

leading to offset degradation due to leakage gate currents in the preamplifier input pairs 

and auxiliary switches. The larger Caz and the lower the leakage currents, the slower 

the offset degradation. Figure 3-38 shows the voltage across Caz during t2, for various 

Caz values. The total leakage current discharging the capacitor is 18 pA. 

A large Caz requires a longer offset storage phase (t1), resulting in a longer deadtime 

and higher detection error rates. Based on post-layout simulations, the autozeroing ca-

pacitor is set to Caz = 1 pF, with  t1 = 10 ns and t2 = 90 μs. This configuration re-

duces the preamplifier's initial offset after autozeroing to 70 μV [18]. The qualification 

of the discriminator and detection accuracy assessment are detailed in [18]. 
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Fig. 3-37. Voltage across the autozeroing capacitor Caz (normalized with VOffset) as a function of 
the duration of the offset storage phase t1 for different values of the autozeroing capacitor Caz. 

 
Fig. 3-38. Voltage across the autozeroing capacitor Caz (normalized with VOffset) as a function of 

the duration of the offset subtraction phase t2 for different values of the autozeroing capacitor Caz. 

3.5.2 Discriminator Design for Active Shaping Filter 

The active shaping filter configuration, which includes a bandpass filter with BLR, 

provides a higher signal amplitude at the discriminator input compared to the passive 

RC high-pass filter. This increased amplitude results in a higher SNR, reducing the 

need for strict noise and offset specifications in the discriminator design. 

With a higher SNR, the discriminator can operate effectively with a simpler, less 

sensitive design, leading to a more power-efficient solution. This approach strikes a 

balance between performance and power consumption, enabling accurate detection 
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without the need for complex offset correction or higher power dissipation. As a result, 

the active shaping filter configuration enhances overall power efficiency while main-

taining the required detection accuracy. 

3.5.2.1 Design Considerations 

In the active shaping filter configuration, the discriminator uses a differential OTA 

followed by cascaded inverters. The OTA is optimized for fast response and low power 

while maintaining adequate noise performance. The higher signal amplitude from the 

active filter enables the discriminator to achieve a low input-referred offset (typically 

< 1 mV) and a rapid propagation delay (< 0.5 ns) [22], simplifying design by priori-

tizing speed over complex noise and offset management. 

The cascaded inverters efficiently drive the output to the required logic levels, mak-

ing this design ideal for power-constrained applications. The increased signal ampli-

tude enhances SNR, reduces noise interference, and allows the discriminator to focus 

on speed and responsiveness with less sensitivity to small signal variations. Therefore, 

the active shaping filter configuration is optimal for applications requiring both power 

efficiency and high-speed detection. 

3.5.2.2 Design and Implementation  

The differential OTA, shown in Fig. 3-39, is a five-transistor amplifier with an 

NMOS differential input pair and a PMOS mirrored load. The NMOS transistors align 

with 450 mV baseline of the signal shaping filter, with sizing optimized to minimize 

input-referred offset dispersion, ensuring reliable performance across variations [22]. 

The tail current (Itail) plays a crucial role in power consumption, noise, and propa-

gation delay. Simulation results indicate that Itail = 40 μA strikes the optimal balance 

between speed, noise, offset, and power, as detailed in Table 3-12. This tail current 

satisfies the system’s constraints. Table 3-13 lists the transistor sizes for Itail = 40 μA, 

chosen to optimize noise performance, offset, and event detection speed [22]. 

Cascaded inverters drive the output signal to the digital backend, with sizing se-

lected to minimize propagation delay and efficiently drive the load capacitance (CL), 
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which includes both the digital backend and the signal transmission line. Experimental 

qualification and characterization of the discriminator are provided in [22]. 

 
Fig. 3-39 . Schematic of the differential OTA and the inverters. 

Table 3-12. Simulated Operation Metrics of the Differential OTA as a Function of the Tail Current 
Itail 

Tail Current 𝑰𝑰𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 20 [𝛍𝛍𝐂𝐂] 30 [𝛍𝛍𝐂𝐂] 40 [𝛍𝛍𝐂𝐂] 50 [𝛍𝛍𝐂𝐂] 

Gain [dB] 25.14 25.52 24.57 24.29 

Bandwidth [𝐆𝐆𝐇𝐇𝐆𝐆] 0.811 0.891 1.075 1.137 

Rise Time [𝐩𝐩𝐫𝐫] 19.6 18.9 18.1 17.8 

Noise [𝛍𝛍𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 290.3 246.2 228.9 209.7 

Offset [𝐧𝐧𝐦𝐦] 0.64 0.57 0.52 0.48 

Power [𝛍𝛍𝛍𝛍] 28.9 37.53 52.17 63.74 

 

Table 3-13. Differential OTA transistor Sizes for Itail = 40 μA 

Transistors W [𝛍𝛍𝐧𝐧] L [𝛍𝛍𝐧𝐧] 

𝐌𝐌𝟏𝟏, 𝐌𝐌𝟐𝟐 1.44 0.3 

𝐌𝐌𝟑𝟑, 𝐌𝐌𝟒𝟒 7.2 0.48 
 

3.6 Preamplifier Reset Generator 

Incorporating a signal shaping filter into the readout channel effectively compen-

sates for ISI-induced errors, enabling the discriminator to detect and register the arrival 
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times of BSEs with a time resolution of 2.5 ns. However, at high BSE flux rates, the 

signal from the preamplifier becomes susceptible to pileup, which can lead to the satu-

ration of the CSA. To address this issue, a reset switch can be integrated into the feed-

back network to discharge the feedback capacitor (CF), as illustrated in Fig. 3-40. 

 
Fig. 3-40 . Reset switch in feedback network of CSA. 

The reset mechanism prevents CSA saturation but introduces deadtime—periods 

during which the readout channel cannot register incoming charge signals. This dead-

time affects both detection accuracy and the output count rate by limiting the ability to 

register consecutive BSEs. Therefore, the reset period and mechanism must strike a 

balance between preventing CSA saturation and maintaining high detection perfor-

mance, especially under high-rate conditions. 

Several methods for activating the reset switch exist [25]. One involves comparing 

the signal after the preamplifier with an auxiliary threshold close to its saturation limit. 

If consecutive BSEs cause the signal to exceed this threshold, the reset switch is trig-

gered. Although this method prevents saturation and improves BSE detection, it re-

quires extra circuitry, increasing power consumption and silicon area. It also depends 

only on the BSE rate, ignoring their temporal pattern. 

Another method activates the reset switch periodically, ensuring the preamplifier 

avoids saturation under high BSE flux rates. However, this method temporarily disables 
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the readout channel during reset intervals, increasing detection errors when BSE events 

occur during these periods. 

A more advanced approach triggers the reset switch based on the spatial and tem-

poral pattern of incoming BSEs. By calculating the expected number of BSEs per de-

tector pixel over consecutive time frames, a logic circuit integrated into the readout 

channel monitors the discriminator output and activates the reset accordingly. This 

method minimizes power consumption and reduces the chance of missing BSEs, bal-

ancing accuracy, power efficiency, and complexity for high-precision applications. 

As outlined in Chapter 2, a maximum of three BSEs can impinge on a single detec-

tor pixel across three time frames. This can be used to reset the feedback capacitor (CF) 

in the CSA. A 3-bit shift register can store the detection pattern, triggering the reset 

switch in the fourth time frame to prevent CSA saturation. 

 
Fig. 3-41. Schematic of the reset network and the associated logic. 

Implemented in the digital domain, this solution has negligible power consumption 

compared to the analog stages, efficiently preventing CSA saturation without increas-

ing power demands. Figure 3-41 shows the reset network and logic integration in the 

readout channel design. The experimental qualification and evaluation of output count 

rates under different reset mechanisms are detailed in [25]. 

3.7 Conclusions 

This chapter presented the design and implementation of the readout frontend for 

the short circuit operation mode of PIN diodes, emphasizing solutions that meet the 

stringent requirements of high-resolution BSE detection in SEM. Key design choices 
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were validated through simulations and experimental results, demonstrating the effec-

tiveness of proposed strategies. 

The preamplifier was optimized for low input impedance, minimal noise, and high 

bandwidth to accurately process weak signals from the detector while maintaining low 

power consumption. The signal shaping filter was designed with two alternatives: a 

passive CR filter for power-efficient operation and an active high-pass filter with gain 

to improve detection accuracy by relaxing the comparator’s noise and offset require-

ments. Comparative analysis highlighted that while the passive approach is power-sav-

ing, the active solution better supports reliable detection at high count rates. 

In conclusion, the design decisions presented in this chapter offer a balanced ap-

proach to achieving high performance and power efficiency in the short circuit opera-

tion mode, contributing to robust and energy-efficient electron detection systems. 
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4 Readout Solutions for Open 

Circuit Operation Mode 

4.1 Introduction  

The open circuit mode of a PIN-diode is characterized by a high-impedance config-

uration, where the load impedance is effectively infinite, allowing the charge generated 

from incident particles to accumulate in the diode’s junction capacitance (CD) and in 

this way to produce a voltage signal over the PIN-diode terminals. The voltage signal 

is then compared with a threshold level by a high-precision comparator. This mode of 

operation is often preferred for applications requiring high sensitivity and low power 

consumption. However, as described in Chapter 2, open circuit mode introduces chal-

lenges such as charge pileup and saturation, leading to non-linearity and loss of sensi-

tivity under high-rate BSEs. This chapter focuses on these challenges, detailing circuit 

techniques for charge management, signal integrity, and comparator-based detection, 

while optimizing power consumption and performance in the readout frontend. 

4.2 Readout Frontend for Open Circuit Operation Mode 

As shown in Fig. 4-1, the heart of the readout system is a high-impedance input 

stage, which ensures that the charge stored in CD is not discharged prematurely, allow-

ing the voltage signal to remain stable until it is processed [1]. A comparator typically 

interfaces the diode to realize the high-impedance load, ensuring minimal current flow 

while processing the voltage signal. The comparator is directly connected to the diode 

and it compares the signal to a reference threshold. 

In open circuit mode, the comparator is responsible for comparing the voltage across 

the diode to a predefined reference threshold, determining whether a signal event has 

occurred. The comparator’s design must prioritize both high precision and fast response 
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times. Precision is essential for detecting small voltage variations, particularly in appli-

cations that require high sensitivity, such as single-electron detection. At the same time, 

a fast response is equally critical to detect successive signals without overlap in high-

rate environments, avoiding errors caused by signal pileup [2].  

 
Fig. 4-1. Simplified block diagram of the readout frontend for open circuit mode of operaton.  

A practical and efficient solution is to incorporate a reset mechanism to clear accu-

mulated charge after each detection event. This reset mechanism is a key element in 

preventing charge pileup and maintaining system linearity. After each signal detection, 

the charge stored on the diode’s junction capacitance (CD) must be cleared to prevent 

further accumulation and potential saturation. By resetting CD to its initial state, subse-

quent signals can be accurately measured without interference from prior events. The 

reset circuit is typically synchronized with the comparator, ensuring that the system is 

ready to detect new signals immediately after processing the previous one. This ap-

proach ensures linearity and avoids the complications of multi-threshold designs, main-

taining accuracy over a wider range of input signals. 

Power efficiency is another crucial consideration in open circuit mode readout de-

sign. Since no power is consumed during the initial charge-to-voltage conversion, the 

focus shifts to minimizing the power used by the comparator and reset circuits. A dy-

namic comparator can significantly reduce power consumption during idle periods. Ad-

ditionally, low-leakage components in the input stage help to preserve the stored charge 
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without requiring continuous power input. These power-saving strategies further en-

hance the suitability of open circuit mode for energy-efficient applications while main-

taining high detection accuracy and reliability. 

4.3 Readout Frontend Architecture  

A high-precision readout frontend (Fig. 4-2), proposed in [2] and validated through 

simulations, integrates several critical elements, including detector charge extraction 

mechanisms, periodic sampling, offset compensation, and threshold generation. These 

components, working within a well-defined architectural framework, collectively ena-

ble the accurate detection of small signals, minimize power consumption, and enhance 

the SNR. 

The core of the proposed readout frontend is a 800 MHz comparator with active 

offset compensation to address inherent offset errors. When a hit is detected, the com-

parator resets the detector voltage to its bias level and injects a threshold charge onto 

the detector’s junction capacitance (CD). To suppress undesirable effects such as charge 

injection and kickback, a complementary dummy capacitor (Cdummy) is employed, 

connected to the comparator's opposite terminal and tied to the bias voltage via a reset 

switch. This configuration establishes a common-mode structure, converting these dis-

turbances into common-mode errors and enhancing the robustness of the comparator 

against such interferences.  

 
Fig. 4-2. A simplified circuit diagram  of the readout circuit proposed in [2]. 
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4.3.1 Matching of Detector and Dummy Capacitors 

The capacitor CD plays a crucial role in the readout system by converting charge 

into voltage. However, its external placement makes it highly vulnerable to parasitic 

effects (Cpar), such as those arising during the bonding process between the detector 

and the readout dies. These parasitic influences can degrade its performance and com-

promise its intended functionality. In contrast, Cdummy , being integrated within the 

readout chip, operates in a more controlled and stable environment. This difference 

highlights the critical importance of achieving precise matching between CD and 

Cdummy. Proper matching is essential to maintain the desired common-mode conditions 

at the comparator's input, thereby preserving the integrity and accuracy of the entire 

readout system. 

As shown in Fig. 4-3, any mismatch between CD and Cdummy can introduce an un-

intended differential signal, disturbing the comparator’s equilibrium. This disruption 

manifests as differential errors that can shift the comparator’s input away from its in-

tended balance. If left unaddressed, these errors could result in false electron detections, 

undermining the accuracy and reliability of the detection system. The sources of mis-

match include parasitic capacitances arising from the bonding process, as well as in-

herent variations in the values of CD and Cdummy due to fabrication tolerances. These 

effects collectively complicate the precise matching of the two capacitors, necessitating 

a robust design approach to mitigate their impact. 

 
Fig. 4-3. Differential signal at input of comparator due to the mismatch of the capacitors. 



Readout Frontend Architecture | 89 

 

To overcome these challenges, an active matching mechanism is indispensable. 

This mechanism dynamically compensates for mismatches between CD and Cdummy, 

effectively mitigating differential errors. By utilizing the comparator to correct these 

mismatches, the matching system ensures that the common-mode input conditions re-

main balanced. This, in turn, significantly improves the accuracy of the comparator and 

guarantees reliable electron detection. Subsection 4.5.4 elaborates on this active match-

ing mechanism, detailing its implementation and evaluating its effectiveness in mini-

mizing differential errors and preserving system integrity. 

4.3.2 Periodic Sampling 

In open circuit readout mode, the charge induced by BSEs accumulates on the de-

tector capacitance until a reset switch removes it. This setup enables periodic voltage 

monitoring instead of continuous operation, reducing power consumption. Periodic 

sampling is inherently more power-efficient because circuits operate only at defined 

intervals, but it introduces challenges such as timing precision, signal alignment, and 

noise sensitivity. 

Although a sampling frequency of 400 MHz logically aligns with a time resolution 

of 2.5 ns, the random arrival of hits often leads to timing misalignments. For instance, 

a hit occurring immediately after a sampling event may go undetected until the next 

sampling cycle. To address this issue, a higher sampling frequency of 800 MHz is em-

ployed, as generated on-chip and described in subsection 4.4.5. The increased sampling 

rate reduces timing misalignments and minimizes residual charge interference by cap-

turing hits closer to their actual arrival times. This not only ensures prompt resets but 

also significantly enhances detection reliability, particularly in high hit-rate applica-

tions. 

While doubling the sampling frequency inevitably raises power consumption, the 

periodic monitoring approach remains more energy-efficient than continuous opera-

tion. Moreover, the improved timing accuracy and reduced signal loss achieved at the 

higher frequency justify the additional power expenditure, ensuring robust performance 

under demanding operating conditions. 
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At 800 MHz, the reset duration (treset) becomes critical to prevent signal loss. For 

a maximum hit rate of 400 MHz (2.5 ns interval), the reset time must satisfy: 

treset < 1
fhitmax

− tclk − tcollection × VTh
Vsig

                           (4-1) 

where fhitmax is the maximum hit frequency of incoming events, tclk is the clock period, 

treset is the reset time, and tcollection is the charge collection time, VTh is the threshold 

voltage, and Vsig is the signal voltage. 

In the 40 nm CMOS process, reset times below 350 ps are achievable, ensuring re-

liable performance [2]. Among the evaluated solutions, sampling at 800 MHz provides 

the best balance between power efficiency and detection reliability. By reducing timing 

misalignments and preserving the benefits of periodic monitoring, it is well-suited for 

high-resolution, high-rate applications despite the higher power requirements. 

4.4 Design and Implementation  

The readout design consists of several specialized blocks. In addition to the primary 

blocks, supplementary circuits are needed to generate the high-speed 800 MHz clock 

signal and precisely control the reset pulse width. Both of these elements are crucial for 

maintaining timing accuracy and overall signal integrity. These additional components 

are important for the system seamless performance and will be discussed in more detail 

in this section. 

4.4.1 Dynamic Comparator  

The dynamic comparator design is based on the most popular topology shown in 

Fig. 4-4. It includes a preamplifier stage followed by a latch and an output buffer. The 

differential input signal is amplified by the preamplifier, allowing the circuit to tolerate 

the latch’s offset, which can be up to 100 mV [2]. The latch uses positive feedback and 

remains in an unstable equilibrium during reset. Upon comparison, the latch transitions 

into one of its stable states, with the preamplifier determining the final output, either 

‘1’ or ‘0’. 
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Fig. 4-4. Generic implementation of the dynamic comparator. 

The considerations taken into account for the comparator design include: 

1. Speed: The comparator must complete the comparison within 1.25 ns to meet 

the 800 MHz operating frequency, including a reset period for subsequent hits. 

2. Power Efficiency: A dynamic comparator was chosen for its low static power 

consumption, which drops to zero after a decision or reset. Dynamic power us-

age is minimized through optimized switching and clocking schemes, ensuring 

energy efficiency. 

3. Preamplifier Gain: The preamplifier, operating in weak inversion with low bias 

current, reduces noise and offset, enabling rapid decision-making. The latch, re-

quiring higher speed, operates with a higher bias current. These components typ-

ically use separate current branches. 

4. Kickback: Kickback noise is mitigated by minimizing gate-drain capacitance, 

controlling voltage variations, and ensuring common-mode kickback across ter-

minals, preserving input signal integrity. 

5. Noise and Clock Timing: Input-referred noise is analyzed to ensure precise de-

tection of small signals. A single clock trigger was employed to synchronize the 

latch and preamplifier, avoiding process-related gain variations. 

This combination of speed, power efficiency, noise management, and timing preci-

sion ensures the comparator’s suitability for the system’s demanding operational re-

quirements. 
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4.4.1.1 Miyahara’s Dynamic Comparator 

The Miyahara dynamic comparator was chosen as the core component for the 

readout design due to its ability to meet key performance requirements, such as speed, 

offset management, and low power consumption [3]. This topology offers significant 

advantages, particularly in handling differential signals efficiently in high-speed appli-

cations. Fig. 4-5 illustrates the comparator's circuit diagram and outlines the role of 

each functional block. 

 

Fig. 4-5. Miyahara’s dynamic comparator. 

During the reset phase, with the clock signal (CLK) low, the Di+ and Di− nodes are 

charged to VDD  through transistors M4  and M5 . Transistors M6  to M9  maintain the 

latch in an inactive state, while M10 and M11 set the latch output to zero volts. When 

the CLK switches to high, M3 discharges the Di+ and Di− nodes through M1 and M2. 

The discharge rates vary based on the differential input voltages, generating a con-

trolled differential signal that determines the latch’s output direction. M6 and M7 fur-

ther ensure that the latch sides receive different currents depending on the differential 

signal, improving latch control. 
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The latch stage uses positive feedback to quickly amplify the differential signal at 

the Di+ and Di− nodes, producing a definitive digital output. The preamplifier and latch 

operate on separate current branches, allowing independent current control. This setup 

optimizes power efficiency by matching the biasing of each component to its function: 

the preamplifier uses lower current for gain, while the latch uses higher current for 

speed. 

Furthermore, the latch does not require an additional CLK phase to trigger; it is 

automatically enabled once the preamplifier amplifies the input sufficiently, simplify-

ing the design and avoiding timing issues. Miyahara’s topology is thus power-efficient, 

consuming only dynamic power during switching and eliminating static power con-

sumption. 

Kickback, a common issue in dynamic comparators due to voltage shifts at the Di+ 

and Di− nodes, is managed in this design as common-mode errors. This approach pre-

vents kickback from interfering with input signals while maintaining accurate differen-

tial-mode signal detection. The Miyahara comparator’s architecture effectively ad-

dresses critical design challenges, making it ideal for high-speed, precision-oriented 

applications in low-power systems. 

4.4.1.2 Preamplifier Gain 

To optimize the gain of the preamplifier, it is crucial to consider the factors influ-

encing the differential voltage at the Di+ and Di− nodes, which directly impact noise 

reduction and offset management in the comparator. The differential voltage ∆VDi(t) 

across these nodes is determined by the transconductance (gm1,2) of the input transis-

tors, the differential input voltage ∆Vin, and the effective capacitance CDi on the nodes, 

as given in Eq. 4-2: 

∆VDi(t) =
gm1,2×∆Vin

CDi
× t                                       (4-2) 

This relation holds while the latch is disabled (before M6 and M7 activate to drive 

the latch to VDD). The latch triggers when the differential voltage on the Di+ and Di− 
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nodes fall below the threshold voltage of the top inverters (Vthinv). This enables the 

latch, resulting in a stable output decision. 

To estimate the time required to activate the latch, we approximate the discharge 

rate of the Di+ and Di− nodes using the average current Icm through M1 and M2. The 

discharge time is expressed as: 

t ≈ CDi ×
VDD−Vthinv

Icm
                                          (4-3) 

Combining Eq. 4-2 and Eq. 4-3, the effective gain of the preamplifier (AAmp) is: 

AAmp = ∆VDi
∆Vin

=
gm1,2
Icm

× (VDD − Vthinv)                        (4-4) 

Equation 4-4 illustrates that the preamplifier gain is independent of the parasitic 

capacitance at the Di+ and Di− nodes, provided the input signal remains constant dur-

ing the comparison period. However, if the input is changing during operation (e.g., 

when a hit signal is still arriving), the gain will depend on the parasitic capacitance, as 

detailed in [2]. 

To maximize gain, two primary design strategies can be employed. First, by adjust-

ing the sizing of M3, the input current through M1 and M2 can be limited, pushing the 

transistors into weak inversion. This increases the gm Id⁄  ratio, enhancing gain. Sec-

ond, setting the inverter threshold (Vthinv ) close to ground extends the time during 

which the input signal integrates on the Di+ and Di− nodes, further increasing gain. 

However, these methods to boost gain come with a trade-off: they reduce the overall 

comparison speed. Since the comparator operates at a high frequency of 800 MHz, the 

achievable gain will be constrained by speed requirements. Thus, careful balancing be-

tween gain and speed is necessary in the final design.  

4.4.1.3 Noise 

Dynamic comparators do not have a steady-state operating point, as the transistor 

operating regions constantly change during each comparison cycle. This characteristic 

makes traditional AC noise analysis unsuitable, as there is no fixed state to measure 
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noise consistently across all operating conditions. Instead, noise in dynamic compara-

tors must be analyzed using time-domain techniques, which can still provide valuable 

insights. For example, in [4], stochastic calculus was applied for time-domain noise 

analysis, yielding a noise expression that, although specific to a different comparator 

topology than the one shown in Fig. 4-4, offers generalizable conclusions for dynamic 

comparators. 

Minimizing the overdrive voltage of the input transistors is essential for reducing 

noise in dynamic comparators. To achieve this, three primary design techniques are 

applied. First, the width-to-length (W L⁄ ) ratio of the input transistors is increased to 

improve transconductance, which in turn reduces noise. However, this adjustment also 

increases the input capacitance, potentially attenuating the input signal amplitude and 

diminishing the signal-to-noise ratio, making it less desirable in some cases. Second, 

the current through the input transistors is reduced by adjusting the size of the tail tran-

sistor, M3. By lowering the W L⁄  ratio of M3, the current through the input pair (M1 and 

M2) is limited, which effectively reduces the noise generated during operation. Lastly, 

lowering the input common-mode voltage (VCM) further reduces the current through the 

input pair, thus minimizing noise. 

While these approaches successfully reduce noise, they also introduce a trade-off in 

the form of reduced speed, as the reduced current impacts the comparator’s response 

time. Therefore, careful optimization of these parameters is done to achieve an optimal 

balance between noise reduction and the required comparator speed for the application. 

4.4.1.4 Power Consumption 

The power consumption of a dynamic comparator is heavily influenced by the 

amount of parasitic capacitance that needs to be charged and discharged during each 

comparison cycle. The primary contributors to this parasitic load are the output capac-

itance and the capacitance at the differential input nodes, known as the Di+ and Di− 

nodes. A rough estimate of the total power consumption can be expressed by the fol-

lowing equation: 

P = fCLK × VDD2 × (2CDi + 1.25Cout)                          (4-5) 
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where P represents the power consumption, fCLK is the clock frequency, CDi represents 

the capacitance at the Di+ and Di− nodes, and Cout denotes the output capacitance. The 

factor of 2 accounts for the charging and discharging of both Di+ and Di− nodes, while 

the factor of 1.25 reflects the fact that only one output fully charges and discharges; 

the other output typically reaches approximately VDD 2⁄  before discharging back to 

ground. 

To minimize power consumption in the comparator design, the key approach is to 

reduce parasitic capacitances at the Di+ and Di− nodes. This is achieved through spe-

cific design techniques, such as optimizing the circuit layout by shortening trace lengths 

and selecting appropriate component sizes. By carefully managing these design factors, 

the parasitic capacitances are minimized, which in turn reduces the overall power con-

sumption of the comparator while maintaining its performance within the required 

specifications. 

4.4.1.5 Simulation Results 

In the dynamic comparator design, the input common-mode voltage (VCM) is set to 

600 mV. This choice is intentional, as it optimizes gain while minimizing noise in the 

preamplifier, ensuring that the speed requirements for operation are met. The input 

transistors are configured with a width-to-length (W L⁄ ) ratio of 4.8 μm 100 nm⁄ , 

which ensures that the non-calibrated offset remains within acceptable limits. This tran-

sistor sizing also increases the transconductance (gm), positively contributing to the 

overall gain of the preamplifier. The resulting input capacitance of the comparator is 

3.29 fF. 

In terms of transistor types, the M6 and M7 transistors are High Voltage Threshold 

(HVT) devices, while M8 and M9 are Low Voltage Threshold (LVT) devices. This con-

figuration brings the threshold of the top inverters closer to ground, further improving 

the preamplifier's gain. Additionally, M1 and M11 are LVT devices, ensuring that they 

can adequately pull the latch when the Di+ and Di− nodes are reduced to the inverter 

threshold voltage (Vthinv). 
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To assess the noise characteristics of the comparator, the input voltage difference 

(∆Vin) is swept over small values around zero. For each value of ∆Vin, the probability 

that the comparator outputs a ′1′ is recorded. The resulting curve of P(OUT = 1) ver-

sus ∆Vin exhibits an integrated normal distribution. The mean of this distribution cor-

responds to the comparator’s offset, while the standard deviation reflects twice the in-

put-referred RMS noise. The probability versus ∆Vin curve is shown in Fig. 4-6, with 

both schematic and post-layout results. 

 
Fig. 4-6. Probability of a positive output for different values of ∆Vin. 

Table 4-1. Dynamic comparator performance. 

Category Schematic Post-layout 

Power Consumption [𝛍𝛍𝛍𝛍] 36.0 56.9 

Energy per Conversion [𝐟𝐟𝐟𝐟] 45.0 71.1 

Comparison Delay [𝐩𝐩𝐫𝐫] 
(∆Vin = 2 mV) 153 240 

Input Referred Noise [𝛍𝛍𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 125 140 

ENC [𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− ] 24 27 

Offset [𝐧𝐧𝐦𝐦] 5.59 5.87 
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The final non-calibrated offset of the comparator shows a standard deviation of ap-

proximately 5.6 mV. It is determined in [2] that the threshold voltage (VTh) mismatch 

alone contributes about 4.0 mV to this standard deviation in offset. The remaining off-

set is attributed to other mismatches within the comparator, supporting the conclusion 

that a significant portion of the offset arises from the Vth mismatch of the input pair. A 

comprehensive summary of all simulation results for the dynamic comparator is pre-

sented in Table 4-1. 

4.4.2 Offset Compensation  

Miyahara pioneered a method of active offset compensation in his comparator de-

sign, which is similarly required for the application discussed in this work [3]. This 

subsection expands on Miyahara's original concept, detailing the offset compensation 

technique and its relevance to this application. It is important to note that traditional 

offset compensation methods commonly employed in analog circuits, such as chopping 

and auto-zeroing, are not suitable for this application. These techniques rely on linear 

amplifiers to function effectively, but since the comparator in this design provides only 

a digital output, it can indicate the polarity of the offset without revealing its magnitude. 

This limitation renders such methods inapplicable for dynamic circuits. Furthermore, 

the study in [2] demonstrated that, even under optimal conditions, passive offset com-

pensation fails to meet the stringent precision requirements of this application. This 

limitation underscores the necessity for more sophisticated active offset compensation 

techniques to achieve the desired performance. 

In Miyahara's approach, active offset compensation is implemented using auxiliary 

input pairs, as shown in Fig. 4-7. In this setup, the voltage VC− is fixed, while the voltage 

VC+ is dynamically adjusted to counteract the offset. The appropriate compensation volt-

age is determined during a calibration phase, where a charge pump incrementally in-

jects or removes charge into a storage capacitor CC connected to the VC+ node. This pro-

cess is governed by the comparator's output polarity, allowing the offset to be finely 

tuned. Figure 4-8 illustrates the example waveforms of the calibration process. 
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Fig. 4-7. Adjusted pre-amplifier with auxiliary input pair to allow for offset calibration. 

 
Fig. 4-8. Offset compensation technique used in [2]. 

After the calibration phase, both VC+ and VC− are held constant, limiting the post-cal-

ibration offset of the comparator to a maximum of one charge pump step. Ideally, the 

compensation voltage across the storage capacitor would remain stable indefinitely. 

However, in practice, gate leakage through transistors Mb1  and Mb2  causes gradual dis-

sipation of this voltage over time. To address this, the storage capacitor is designed 

with a large capacitance, ensuring that the compensation voltage remains effective over 

extended periods. 

4.4.2.1 Two-sided Compensation 

In the design, two-sided compensation is employed to enhance offset correction 

flexibility by allowing both sides of the compensation circuitry to be adjusted inde-

pendently. Although this approach initially seems counterintuitive due to the use of two 
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large capacitors instead of one, it offers a distinct advantage by effectively doubling the 

compensation range, as shown in Fig. 4-7. In contrast to single-sided compensation, 

where one side is fixed, two-sided compensation allows for more extensive offset cor-

rections, making the system more adaptable [2], [3], [5]. 

The maximum compensation range is determined by the sizing of the compensation 

transistors Mb1  and Mb2 . While the use of two capacitors might appear to increase the 

overall design complexity, reducing the size of the compensation transistors does not 

reduce the compensation range. Smaller transistors, with lower gate leakage, enable the 

use of smaller capacitors without compromising the compensation voltage VC [5], [6]. 

As a result, the overall design area may remain the same or even decrease, despite the 

inclusion of two capacitors. 

One of the key benefits of two-sided compensation is its ability to minimize the 

negative impact on preamplifier gain. The auxiliary input pair adds current to the Di+ 

and Di− nodes, introducing a common-mode current ICM, which reduces the preampli-

fier’s gain (Eq. 4-4) and increases noise and offset. By enabling independent control 

over both sides of the compensation, it is possible to reduce these currents, thereby 

minimizing the adverse effects on the preamplifier gain. Specifically, one side of the 

compensation circuitry can be switched off when not needed, reducing the average 

compensation voltages VC+  and VC− , thus preserving the comparator’s performance 

while extending the compensation range. 

This approach ensures both improved offset correction and overall efficiency with-

out compromising the reliability and accuracy of the comparator. The two-sided com-

pensation technique is adapted based on principles detailed in reference [3], with mod-

ifications tailored to meet the specific performance requirements of this design. 

4.4.2.2 Compensation Speed 

Compensation speed is a critical factor in the design of the comparator, particularly 

when addressing the issue of charge leakage from the compensation capacitors. Exces-

sive charge dissipation necessitates recalibration of the comparator, during which the 

system becomes unresponsive to incoming signals. To mitigate the impact of this 
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downtime, the calibration process can be synchronized with the scanning operation of 

the SEM, which is disruptive process.  Nevertheless, minimizing the calibration dura-

tion is essential to reduce the interruption to the system’s functionality. 

In linear step calibration, as demonstrated in [3], the maximum compensation time 

Tcomp can be determined using the equation: 

Tcomp = TCLK ×
Vcomprange

Vcompstep
                                       (4-6) 

where Vcompstep represents the step size, and Vcomprange  denotes the total compensa-

tion range. Achieving high precision requires smaller Vcomprange , which inevitably in-

creases the calibration time. To address this limitation, a more efficient binary search 

algorithm can be employed to identify the offset. In this method, the initial step size is 

set to half of Vcomprange , with each subsequent step halving the size of the previous one. 

The calibration time for this approach can be expressed as: 

Tcomp = TCLK × [log2(
Vcomprange

Vcompstep
)]                                   (4-7) 

While the binary search method significantly reduces calibration time compared to 

linear steps, its implementation introduces additional complexity. As a practical alter-

native, a compromise solution with decreasing step sizes is adopted. In this approach, 

although not as efficient as binary steps, the calibration time is still significantly short-

ened. The step size is reduced dynamically each time the comparator’s output signal 

flips. 

To enable this functionality, two key circuit blocks are used: an output sign swap 

detector and a charge pump with adjustable step size. The output sign swap detector 

circuit, illustrated in Fig. 4-9, monitors the comparator's output state. Each time the 

output is high, the corresponding latch is set to ′1′. When both latches are simultane-

ously high, indicating that both outputs have been activated, the latches are reset, and 

a short pulse is generated to signify an output swap. Simulation results for this circuit 

are presented in Fig. 4-10. 
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Fig. 4-9. Circuit used to detect swapping of the output sign. 

 
Fig. 4-10. Simulation results of the output swap detector circuit. 

 
Fig. 4-11. Charge pump implementation. 
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The charge pump plays a vital role in calibrating the offset by placing and removing 

charge from a storage capacitor. This process is contingent on the output of the com-

parator and should only occur during calibration, indicated by an active high calibration 

signal calb. When functioning correctly, the charge pump decreases the step size each 

time the swap signal is activated. The implementation of this functionality is depicted 

in Fig. 4-11, which showcases the charge pump for the VC+ side; for the VC− side, the 

output signals out+ and out− are swapped. 

 
Fig. 4-12. Simulation results of the charge pump circuit with decreasing step size. 

Prior to calibration, the calb signal is low, ensuring that the voltages Vpullup and 

Vpulldown are set to VSS and VDD, respectively. During the calibration phase, charge is 

extracted from the Cpullup and Cpulldown capacitors whenever the swap signal is trig-

gered. This charge reduction lowers the gate-source voltage (Vgs) of the current source 
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and sink transistors, thereby decreasing the current flow through these transistors. Ad-

ditionally, output switches direct the charge pump’s operation based on the compara-

tor's output. The simulation results of this process are provided in Fig. 4-12. 

4.4.2.3 Maximum Calibration Range 

The maximum calibration range of the offset compensation circuit is primarily de-

termined by the relative sizing of the Mb1  and Mb2  transistors compared to M1 and M2. 

This relationship defines the highest offset that can be effectively corrected. To calcu-

late the maximum calibration range, the voltages VC+ and VC− are set to their extreme 

values—specifically, VC+ to VDD and VC− to VSS (or vice versa). 

For optimal functionality in the targeted application, the maximum calibration range 

must be large enough to ensure that the probability of all comparators operating within 

this range is acceptable. For example, setting the maximum calibration range to 

Vcalbmax = 6 × σ(Voffset), where σ(Voffset) is the standard deviation of the offset, in-

creases the probability of all 10000 pixels functioning correctly to 99.5 %. 

It is important to note that the offset arises not only from the comparator itself but 

also from other factors, including mismatches in the reset switches and variations in the 

gate-drain capacitance (Cgd) of the input pair, both of which contribute to discrepancies 

in the comparator's kickback. Additionally, mismatches between the detector capaci-

tance (CD) and the dummy capacitance (Cdummy) further impact the kickback perfor-

mance. Based on these contributions, the total offset is estimated to be approximately 

10 mV, guiding the sizing of theMb1  and Mb2  transistors. 

As this design serves as a proof of concept, the maximum calibration range is inten-

tionally set high at 330 mV to ensure the system operates reliably under all conditions. 

For the final application, the Mb1  and Mb2  transistors can be scaled down by a factor 

of five, aligning with the relationship Vcalbmax = 6 × σ(Voffset). This adjustment sig-

nificantly reduces the size of the storage capacitors in the final design compared to the 

proof-of-concept version. 
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Post-layout simulations validated the effectiveness of the offset compensation strat-

egy. The implementation reduced the offset of the dynamic comparator from 1σ =

5.59 mV to 1σ = 172 μV, demonstrating a substantial improvement. This result con-

firmed the robustness of the offset compensation approach and highlighted its effec-

tiveness in enhancing the comparator performance for the intended application. 

4.4.2.4 Charge Leakage  

One notable challenge in the calibration process arises when the calibration mode 

remains active for an extended period. During such instances, the charge stored in the 

Cpullup and Cpulldown capacitors can become fully depleted due to the continuous pro-

cessing of swap signals. This depletion renders the calibration mode effectively inac-

tive. 

To address this issue, the switches S2 and S3 in the calibration circuit (illustrated in 

Fig. 4-11) are intentionally designed to be significantly larger than S1 and S4. This de-

sign ensures that, even if the system remains in calibration mode for an extended dura-

tion, the Cpullup and Cpulldown capacitors gradually recharge. The higher leakage cur-

rents through the larger switchesS2 and S3 offset the effects of the smaller switches S1 

and S4, enabling the stored charge to rebuild over time. As a result, if the output polarity 

remains unchanged, the system experiences a slow increase in the calibration step size 

as the capacitors recharge. This behavior ensures the calibration system retains a degree 

of responsiveness, even after prolonged inactivity.  

Moreover, the leakage characteristics of the Mb1  and Mb2  transistors, along with the 

S5 and S6 switches, introduce a critical challenge by causing a gradual drift in the cali-

bration voltages over time. This leakage-induced drift undermines the accuracy of the 

offset compensation once the calibration mode is deactivated, thereby diminishing the 

overall reliability and effectiveness of the system. 

With a total leakage current of 18 fA, maintaining the offset compensation within a 

5% error margin over a 1 ms period necessitates a storage capacitor (CC) larger than 

2 fF [2]. To address this, the CC is designed to be configurable, offering values of 2 fF, 
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5 fF, 10 fF, and 20 fF through programmable settings in the readout channel. This con-

figurability not only ensures robust offset compensation but also provides flexibility in 

characterizing and optimizing the offset compensation mechanism under various oper-

ational conditions. 

4.4.3 Threshold Generation 

To ensure accurate hit detection, the dynamic comparator compares the detector 

voltage to a predefined threshold, ensuring a ‘0’ output in the absence of hits. Precision 

in setting this threshold is crucial, as inaccuracies can affect detection reliability. Two 

methods have been considered and analyzed for implementing this threshold: 

1. At the Comparator Input: A voltage slightly below the detector's bias is ap-

plied to the comparator's input, ensuring a ‘0’ output when the detector is at its 

bias. A hit causes the voltage to drop, prompting the comparator to register a ‘1’. 

2. Within the Comparator: The threshold can also be embedded within the com-

parator by introducing an intentional asymmetry that biases the output to ‘0’. 

This must be switchable to avoid interference with offset calibration.  

Although both approaches are viable, applying the threshold at the comparator’s 

input offers distinct advantages [2]. This method addresses the issue of varying detector 

capacitance (CD), which can lead to inaccuracies when using a fixed voltage threshold. 

A more reliable solution is to use a fixed charge threshold, which ensures a consistent 

threshold-to-signal ratio, regardless of fluctuations in CD. Applying the threshold at the 

comparator input, where the detector is connected, ensures that the threshold charge 

Qth is converted to a voltage by CD. However, implementing this method requires that 

Qth be smaller than the signal charge (Qsig = 1000 e−). 

Generating the required small charge threshold presents a challenge. Two main 

methods can be considered for this: integrating a current over time or using a capacitor 

to convert a voltage into charge. The current integration approach demands precise 

control over both the current and the timing. The timing window is particularly tight—

charge generation must occur after the detector reset and before the comparator per-

forms the next comparison. For instance, with a reset time of Treset = 300 ps and a 
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comparator comparison time of Tcomp = 350 ps, only a narrow 600 ps window re-

mains for charge generation. This limited time frame makes the system highly sensitive 

to variations in process, voltage, and temperature (PVT), which presents a substantial 

challenge. Additionally, switching the current source introduces noise, which further 

degrades the threshold generation. Therefore, current integration is not the optimal so-

lution for this application. 

An alternative method involves converting a voltage into charge using a capacitor, 

as illustrated in Fig. 4-13. In this approach, when a voltage step Vstep is applied to the 

right side of the capacitor, the voltage across the detector changes according to the 

following equation: 

VDstep = Vstep×Cdec
Cdecop+CD

                                              (4-8) 

Assuming Cdec ≪ CD, this voltage can be approximated as: 

VDstep = Vstep×Cdec
CD

                                             (4-9) 

The corresponding charge generated is given by: 

QDstep = Vstep × Cdec                                        (4-10) 

This method ensures that the amount of charge generated is independent of the de-

tector’s junction capacitance CD. 

 
Fig. 4-13. Circuit diagram to convert voltage to charge. 

While this threshold generation method offers rapid operation, it has some signifi-

cant drawbacks. The condition Cdec ≪ CD requires the decoupling capacitor (Cdec) to 

be on the order of a few femtofarads, while maintaining high accuracy. While challeng-

ing, capacitors of this magnitude have been successfully fabricated in previous studies, 
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with reports of 2 fF capacitors achieving an accuracy of up to 0.43 % in a 0.35 μm 

technology [7]. 

Additionally, the introduction of Cdec increases the equivalent capacitance at the 

input, reducing the signal amplitude. The overall accuracy of charge generation de-

pends on the precision of the voltage step Vstep and the decoupling capacitor Cdec. The 

voltage step can be generated by toggling between VSS and VDD, using a capacitive di-

vider to achieve the desired step size. Although this method introduces a dependency 

on VDD, the external power supply typically remains constant. The main concern is 

managing ripple voltage, which can be minimized using decoupling capacitors and 

wide power traces near the threshold generation blocks. 

4.4.3.1 Design of Decoupling Capacitor 

The depletion capacitor (Cdec) plays a vital role in threshold generation by convert-

ing a voltage step (Vstep) into a precise amount of charge. For optimal performance, 

Cdec must be small and designed with high accuracy. In this technology, MOS capaci-

tors (MOSCAPs) are ideal for Cdec, as they exhibit minimal variance in Monte Carlo 

simulations, making them a suitable choice. However, MOSCAPs come with certain 

characteristics and limitations that must be considered. 

MOSCAPs have capacitance values that vary with the applied voltage, which can 

complicate consistent charge generation. To mitigate this, the applied step voltage Vstep 

must be kept sufficiently small to ensure that the capacitance remains nearly constant. 

While MOSCAP values fluctuate across process corners, this variation is systematic 

across all pixels and can be compensated manually. 

Another challenge with MOSCAPs is that their capacitance values depend on the 

observation point within the circuit. To minimize the load on the detector while achiev-

ing the desired threshold generation, testing both configurations—where the MOSCAP 

is connected either with the gate or another terminal to the detector—showed that con-

necting the gate to the detector resulted in the lowest load. This configuration was ulti-

mately selected. 
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With the detector voltage (VD) set to 600 mV, the dependence of capacitance on 

Vstep can be analyzed. By keeping Vstep near VDD, the capacitance value remains rela-

tively stable, as shown in Fig. 4-14. This stability suggests that biasing Vstep close to 

VDD is advantageous. 

For the final implementation, an NMOSCAP with dimensions of 800 nm  by 

400 nm is chosen, resulting in an additional load capacitance of 960 aF. This design 

approach minimizes loading effects on the detector and ensures consistent operation 

within the intended voltage range. 

 
Fig. 4-14. Capacitance Cdec vs Vstep voltage. The Cdec is implemented using a MOSFET with the 

source and drain shorted together. 

4.4.3.2 Circuit Design 

The threshold generation circuit, shown in Fig. 4-15, functions by creating a small 

voltage step at Vstep to adjust the detector's threshold, ensuring precise charge detec-

tion. During the reset phase, when the reset signal is high, the detector capacitance is 

pulled towards the reference voltage V1. When threshold generation is enabled, Vstepbig  

shifts from VDD to ground, creating a step-down of Vstep as determined by the capaci-

tive divider. This momentarily lowers the detector node voltage, though the reset switch 

quickly restores VD to V1. 
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Once the reset signal goes low, the threshold addition phase begins. At this point, 

Vstepbig  is pulled up to VDD. This upward shift in Vstep is transferred through Cdec to VD

, adding the threshold charge to the detector capacitance and setting the comparator 

threshold. Waveform simulations, as shown in Fig. 4-16, confirm the sequence, demon-

strating the detector’s response during reset and the subsequent threshold addition, 

which adjusts the detector voltage for accurate charge measurement. 

 
Fig. 4-15. The circuit used to generate a threshold charge on the detector capacitance. 

To provide flexibility in setting the threshold charge, the design incorporates an 

adjustable capacitance Cstep2 , controlled by digital logic. This adjustability allows fine 

control over the generated threshold, with Fig. 4-17 illustrating the achievable range of 

values. During post-layout simulations, the MOSCAP capacitance was found to be ap-

proximately 20% higher than expected, due to additional parasitics not fully accounted 

for in schematic-level simulations. This discrepancy slightly increased the generated 

threshold, but the calibration mechanism effectively compensates for this. 

The threshold generator achieves a low standard deviation of 12 electrons at a 

threshold setting of 500 electrons, maintaining stability across a wide range of detec-

tor’s junction capacitances (CD) from 30 fF to 50 fF. However, the threshold standard 

deviation shows temperature dependence, gradually increasing at a rate of 0.272 elec-

trons per degree Celsius. This minor thermal sensitivity is manageable with appropriate 
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thermal controls, ensuring consistent threshold levels across varying operating condi-

tions. 

 
Fig. 4-16. Signal waveforms of the threshold charge generation block. 

 
Fig. 4-17. Simulation results of the charge generated by the threshold charge generator. The charge 

generated is expressed as a number of electrons.  
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4.4.3.3 Layout Considerations 

In the layout design, the decoupling capacitor Cdec plays a critical role and requires 

special attention to minimize parasitic capacitance. To achieve this, the connections for 

the MOSCAPs are initially routed using poly and n-type silicon, before transitioning to 

metal layer 1. This routing strategy helps reduce the parasitic capacitance that metal 

traces could introduce, thereby preserving the precision of Cdec . Additionally, the 

MOSCAPs are completely enclosed within a guard ring, effectively isolating it from 

the surrounding p-substrate, which enhances its stability and minimizes potential inter-

ference. 

To ensure reliable operation of the capacitive divider, additional buffer circuits are 

incorporated into the design. These buffers improve the driving capability, ensuring the 

capacitive divider operates accurately without signal degradation. This comprehensive 

layout approach—minimizing parasitics, isolating sensitive components, and ensuring 

robust signal driving—contributes significantly to the overall accuracy and stability of 

the threshold generation circuit. 

4.4.4 Capacitor Matching Mechanism 

The mismatch between the detector capacitor ( CD) and the dummy capacitor 

(Cdummy) presents a critical challenge in maintaining common-mode conditions at the 

comparator’s input. This mismatch arises primarily due to parasitic capacitances intro-

duced during the bonding process between the detector and readout dies, as well as 

process variations. Such discrepancies convert clock kickback and reset-switching ar-

tifacts into differential signals instead of common-mode effects, resulting in potential 

erroneous detections. The root of this issue lies in the inherent physical differences 

between CD, located on the detector die and influenced by bonding-related parasitics, 

and Cdummy, integrated in the readout die. Combined, these factors can lead to a mis-

match of up to 20 % between the two capacitors. 

To address this issue, an active matching mechanism, depicted in Fig. 4-18, is pro-

posed. This mechanism employs a programmable binary-scaled capacitor network to 

implement Cdummy, enabling dynamic tuning of the total equivalent capacitance to 
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compensate for mismatches. The Cdummy network includes a static capacitor of 16 fF 

in parallel with programmable capacitors ranging from 2 fF to 16 fF. During the match-

ing process, CD (including parasitics) and the Cdummy  network are simultaneously 

charged with a fixed charge. The offset-compensated autozeroed comparator then eval-

uates the resulting voltage difference and identifies the capacitor with the smaller ef-

fective value. A successive approximation register (SAR) logic iteratively adjusts the 

configuration of the Cdummy network until the comparator’s output toggles, signifying 

that the input voltages are balanced. 

 
Fig. 4-18. Capacitor matching mechanism. 

This implementation uses the charge generation network described in subsection 

4.4.3, reusing existing circuitry for efficient operation. A replica of the charge genera-

tion network is implemented in parallel with the Cdummy network, ensuring that both 

networks are charged with identical amounts of charge. Consequently, the accuracy of 

the matching depends solely on the precision of the charge generation network. Since 

this block is composed entirely of capacitors and switches, achieving high matching 

accuracy is feasible by employing interdigitation techniques during layout to enhance 

process-dependent precision. Additionally, as both charge generation networks reside 

on the same die, they share similar parasitic characteristics, further improving matching 
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accuracy. Advanced layout techniques, including symmetrical placement and the use 

of dummy structures, are also applied to minimize variations and ensure consistent per-

formance. 

Simulation results demonstrate that the proposed matching mechanism can reduce 

the maximum mismatch between CD and Cdummy network to just 1 fF. This residual 

mismatch results in a differential voltage ranging from 85 µV  to 170 µV  for input 

charge signals between 500 and 1000 electrons. Such a voltage is well within the tol-

erance range of the comparator, as it remains smaller than the comparator’s offset after 

autozeroing. 

4.4.5 Additional Blocks 

In addition to the core components of the readout circuit, several auxiliary blocks 

are crucial for its comprehensive functionality. These supplementary blocks play a vital 

role in supporting various operational aspects, thereby enhancing the overall system 

performance and ensuring the seamless integration of each component within the 

readout architecture. This sub-section will explore the design and purpose of three spe-

cific additional blocks. These blocks are introduced to facilitate calibration, threshold 

generation, and stability under varying conditions, addressing key challenges and bol-

stering the robustness of the readout system. 

4.4.5.1 Reset Generation  

The reset generator plays a crucial role in generating a reset signal with a program-

mable duration, which is essential for initializing the system to a consistent state, par-

ticularly during calibration mode. This ensures that the input voltages of the comparator 

are balanced, enabling zero-offset calibration. The reset generator circuit, illustrated in 

Fig. 4-19, utilizes a programmable delay line to allow precise adjustment of the reset 

pulse width to meet specific operational requirements. Additionally, the latch design 

ensures that when both the set and reset signals are high, the output Reset�������� remains at 

‘1’, maintaining a stable reset pulse duration, irrespective of the comparator's output 

timing. 
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Fig. 4-19. Circuit diagram of the reset generator, the latch is designed such that it gives a Reset������� =

 ‘1’ output whenever set and reset are both ‘1’.  

 
Fig. 4-20. The output waveform of the reset generator (Reset�������).  

 
Fig. 4-21. Values for the different reset widths possible given an input bitcode.  
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Post-layout simulations, depicted in Figs. 4-20 and 4-21, reveal that this reset net-

work provides accurate control over the pulse width, remaining unaffected by varia-

tions in the input pulse width from OUT+ or OUT−. This robustness ensures the relia-

bility of the reset function, delivering consistent performance across different operating 

conditions. 

4.4.5.2 Asynchronous Reset 

For the readout system to function correctly, a clock frequency of 800 MHz is re-

quired, while the chip is driven by an external 400 MHz reference clock signal. To dou-

ble the frequency, the incoming 400 MHz CLK is converted to the 800 MHz CLKcomp 

using a circuit shown in Fig. 4-22. The top section of this circuit includes an edge de-

tector that generates a brief pulse, VSET, with each rising or falling edge of the CLK 

signal. Each time an edge is detected, CLKcomp is set to ‘1’, signaling the comparator 

to begin its comparison. Once the comparator evaluates its inputs, and either OUT+ or 

OUT− reaches ‘1’, indicating the comparison is complete, the circuit resets CLKcomp to 

‘0’ using an OR gate. This setup prevents premature resetting of the comparator, ensur-

ing accurate control over the timing of the comparisons. 

 

Fig. 4-22. Circuit used to asynchronously reset comparator and generate a 800 MHz CLK.  

The output of the circuit, CLKcomp, may not exhibit a 50 % duty cycle, as the com-

parator reset is triggered by the completion of the comparison rather than a fixed clock 

cycle. To support rapid resetting, the reset switches M4 and M5 (as shown in Fig. 4-5) 

are sized relatively large, ensuring that the comparator can reset quickly, even if the 

comparison takes slightly longer. 

Simulated waveforms, presented in Fig. 4-23, confirm the duty cycle variations, 

with schematic simulations showing 21.0 %  and post-layout simulations showing 
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30.3 %. The slight increase in the post-layout duty cycle is primarily due to additional 

delays within the dynamic comparator, as detailed in Table 4-1. Testing with the dy-

namic comparator in the loop replicates the performance expected in the final pixel, 

providing realistic timing and confirming that the circuit can sustain an 800 MHz ef-

fective clock frequency, despite the initial 400 MHz limitation. 

 
Fig. 4-23. Simulation results of the asynchronous reset circuit, simulated in combination with the 

dynamic comparator.  
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4.4.5.3 Output Buffer 

The comparator's output stream consists of brief pulses at 800 MHz on the OUT+ 

and OUT− lines. These high-frequency, short pulses cannot be directly detected by the 

FPGA, so an intermediate output buffer is used to convert the signals into two separate 

400 MHz streams. This output buffer allows the FPGA to process the comparator's re-

sults by splitting the high-frequency signal into two phases, one for each half of the 

clock cycle. In this configuration, one output represents the comparator’s signal during 

the first phase of the CLK cycle (when CLK= ′1′), while the other represents the signal 

during the second phase (when CLK = ′0′). 

The buffer circuit, shown in Fig. 4-24, consists of two latches with distinct base 

values: the top latch defaults to ‘0’, and the bottom latch defaults to ‘1’. During each 

CLK cycle, the latches reset to their respective base values. If OUT+ is high during the 

first phase (when CLK= ′1′), the top latch is set to ‘1’. Conversely, during the second 

phase (when CLK= ′0′), if OUT− becomes high, the bottom latch is set to ‘0’. At the 

beginning of each CLK cycle, the latch outputs are sampled by flip-flops, ensuring that 

each pulse spans a single CLK cycle. 

 
Fig. 4-24. Circuit diagram of the output buffer, there is a single clock cycle of delay between the 

input and the output of the buffer.  

Simulation results, as shown in Fig. 4-25, demonstrate a predictable, single-cycle 

delay in the output buffer. This delay, though consistent, can be accounted for when 

reconstructing images for SEM applications. The output buffer’s two channels are 

routed to separate FPGA inputs for processing. Although the final design would merge 
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these signals using an OR gate to form a single 400 MHz bitstream, the prototype mon-

itors each output independently to facilitate accurate classification and testing of signal 

integrity. 

 
Fig. 4-25. Simulation results of the output buffer given every third output of the comparator is 

positive.  

4.4.6 Pixel Overview 

With the integration of all these functional blocks, the pixel is now operational and 

capable of detecting incoming signals. The complete functional block diagram of a sin-

gle pixel, as introduced in this chapter, is illustrated in Fig. 4-26.  
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Fig. 4-26. Functional block diagram of the pixel.  

The pixel's operation will be evaluated using an ideal detector, and the simulation 

results are presented in Fig. 4-27. In this scenario, the current pulse generated by the 

detector, representing an input signal, is labeled Isig. While this signal is masked by the 

comparator's kickback, which is a common-mode disturbance, the differential compo-

nent remains discernible as ΔVin  =  Vdummy  −  VDet. This differential nature allows 

the comparator to effectively disregard the common-mode kickback, enabling it to 

make accurate decisions based on the incoming signal. 

The outputs of the comparator serve critical functions within the system. They are 

used by the output buffer to generate the signals Outph1  and Outph2 . Simultaneously, 

these outputs are fed into the asynchronous reset circuit to produce the CLKcomp signal. 

Additionally, the reset generator utilizes the comparator outputs to reset the voltages 

on both the detector and dummy, thereby enabling the generation of a new threshold 

for the detector. This threshold is reflected in the ΔVin signal, which stabilizes around 

∼ 2.5 mV in the absence of hits. 

The first 200 ns of the simulation is allocated to calibrating the dynamic compara-

tor. During this phase, the values of VC+ and VC− are adjusted to ensure the comparator 

achieves a zero offset. Following this, a capacitor matching mechanism is activated for 

350 ns, during which the configuration of the Cdummy network is optimized to match 
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the capacitance of  CD, including parasitics. After the matching process, offset cancel-

lation is reactivated for an additional 200 ns to reaffirm the comparator’s zero-offset 

state. 

 
Fig. 4-27. Simulation results of a single pixel, using an ideal detector model.  

Once the self-calibration procedures are complete, the system begins to process hits, 

following a recurring pattern of ′1110 0011 0010′. The design undergoes extensive 

verification across all process corners and over a wide temperature range from 0 °C to 

100 °C. Monte Carlo simulations are also conducted to validate the robustness of the 

calibration process. Furthermore, the clock phase for receiving hits is fine-tuned to en-

sure reliable functionality during hit arrivals. The impact of capacitance mismatches 

between the dummy and detector is evaluated as well, demonstrating that the system 

maintains proper operation even with a ±20% variation in capacitance. 
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The final power consumption of a single pixel is measured at 200 μW, marking a 

significant improvement over previously designed current mode readout circuits, which 

consumed 370 μW. This reduction in power consumption highlights the efficiency of 

the current design while maintaining performance standards. 

4.4.7 Conclusions 

The open circuit operation mode of the PIN diode presents a compelling solution 

for high-sensitivity, low-power readout applications by leveraging the intrinsic junction 

capacitance for charge-to-voltage conversion. This approach eliminates the need for 

traditional current or charge amplifiers, thereby significantly enhancing the power ef-

ficiency of the readout frontend. The ability to perform signal conversion without active 

amplifiers underscores its suitability for energy-constrained systems. 

However, the inherent memory effect of the detector in this mode necessitates re-

setting after each detection event. This operational constraint has been utilized to enable 

the use of dynamic comparators, which activate only at the end of each detection cycle. 

This selective activation helps reduce power consumption while maintaining high de-

tection accuracy. 

A notable design consideration is the temporary disengagement of the readout 

frontend during the offset compensation phase, leading to periodic deadtime. Nonethe-

less, this limitation can be tactically addressed in SEM applications by synchronizing 

offset compensation with natural scanning pauses, thereby mitigating performance 

trade-offs. 

In summary, the open circuit mode offers an effective trade-off between power ef-

ficiency and system complexity, particularly for scenarios where power conservation 

and high detection accuracy are paramount. The design strategies presented in this 

chapter demonstrate how circuit-level innovations, including dynamic comparator op-

eration and offset compensation synchronization, can address the inherent challenges 

of this mode, paving the way for robust and efficient readout solutions. 
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5 Experimental Results   
This chapter presents the experimental evaluation of the proposed readout frontends 

developed for high-precision charge detection. The fabricated prototype, implemented 

in a 40 nm CMOS process, serves as the Device Under Test (DUT), integrating two 

matrices of readout channels designed for short circuit and open circuit modes. The 

primary goal of these tests is to validate the DUT's ability to reliably detect charge 

signals from a PIN diode under stringent power and precision requirements. Compre-

hensive experiments assess key performance parameters such as gain, bandwidth, noise, 

and crosstalk, while also examining process-induced variations and noise coupling ef-

fects. The results offer insights for further design optimization. 

5.1 Qualifications Test Setup   

The qualification test setup is designed to evaluate the performance of the fabricated 

readout circuits comprehensively. The DUT features a 40 nm CMOS chip integrating 

readout matrices and auxiliary components for flexible testing. The setup includes a 

power supply for biasing the chip, a current source for generating input charge signals, 

and an oscilloscope for real-time signal monitoring. Additionally, an FPGA-based Data 

Acquisition Board (DAB) is employed to program the DUT and perform comprehen-

sive testing. 

5.1.1 Goals of the Qualification Tests 

The qualification tests aim to validate the ability of the proposed architectures to 

detect the charge signal from the PIN-diode and digitize it with high accuracy while 

adhering to a limited power budget. To achieve this, the readout channels are triggered 

using charge signals with tunable amplitudes, and the output signals from each func-

tional block within the readout channel must be systematically monitored and analyzed. 

Performance evaluation involves characterizing both analog and digital signals at 

various stages of the readout chain. This includes assessing the accuracy of the charge 
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signal detection under critical parameters such as gain, bandwidth, noise, and threshold 

levels. The readout channels are implemented within a matrix configuration to enable 

a thorough analysis of additional noise sources, including pixel crosstalk and substrate 

noise coupling. These evaluations guide further refinements of the readout architecture, 

ensuring its suitability for high-performance SEM applications. 

5.1.2 Device Under Test (DUT) 

The DUT is a chip fabricated in 40 nm CMOS technology including two matrix of 

readout channels: a 3 × 3 matrix of readout channels for short circuit mode of opera-

tion and a 3 × 4 matrix of readout channels for open circuit mode of operation as de-

picted in Fig. 5-1. Auxiliary blocks are included around the chip to enhance testability 

and facilitate the experimental qualifications. These blocks comprise a power regulator 

for biasing, a current source for generating test signals, a shift register and configuration 

switches for programming the readout channels and the peripheral blocks, and a 

dummy linear feedback shift register (LFSR) to introduce random digital noise into the 

chip substrate by generating random digital pulses synchronized with a given CLKIn 

signal.  

The block diagram of the DUT is shown in Fig. 5-2. The signal monitoring is facil-

itated by selecting the channel of interest using the Row_Sel and Col_Sel signals. The 

readout channels operating in short circuit mode are organized into three configura-

tions. Group I and Group II are shielded from substrate-coupled noise using a deep n-

well (DNW) layer, while Group II and Group III feature electrostatic discharge (ESD) 

protection at their input nodes, where the detector is bonded. 

For readout channels operating in open circuit mode, four configurations are em-

ployed, with each row featuring a different value of auto-zeroing capacitor to optimize 

performance. This grouping ensures operational accuracy and robustness by tailoring 

the circuit configurations to specific functional and environmental requirements. 
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Fig. 5-1. Micrograph of the DUT including two matrix of readout channels.  

 
Fig. 5-2. Block diagram of DUT including two matrix of readout channels and auxiliary blocks.  

5.1.3 Test PCB 

The external test setup devices are connected to the chip through isolation buffers 

implemented both on a test printed circuit board (PCB) and within the chip itself. These 

buffers serve to minimize noise injection from peripheral devices and prevent loading 

effects on the DUT. Communication between the DAB and the DUT is realized via a 

high-speed low-voltage differential signal (LVDS) interface. To ensure noise immunity 
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across the system, isolation buffers are used to channel all signals from the DAB. A 

photograph of the test PCB is provided in Fig. 5-3 while Fig. 5-4 illustrates the top-

level overview of the test PCB structure. 

 
Fig. 5-3. The test PCB designed for experimental qualification of the DUT.  

 
Fig. 5-4. The top-level overview of the test PCB.  
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5.1.4 Detector Emulating Circuit (DEC) 

For the purpose of qualifying the designed readout channels, the detector is substi-

tuted by an emulating circuit, providing freedom in tunability of the charge signal am-

plitude as well as the equivalent junction capacitance of the detector (CD) [1], [2]. 

The detector emulator circuit (DEC) consists of two functional blocks: a program-

able capacitor network and a programmable current source. The capacitor network sim-

ulates the detector’s equivalent junction capacitance (CD), adjustable between 30 fF 

and 50 fF during the chip programming. The DEC generates fast current pulses to em-

ulate the detector’s charge signal for the readout channels. 

The DEC is shown in Fig. 5-5. It comprises a current generator (IInternal) to supply 

the bias current, a programmable current mirror (ratio N) for adjusting pulse amplitude, 

a switch network to define pulse width based on the Trigger signal’s duty cycle, and a 

current buffer to deliver pulses to the CSA input. The Trigger signal, generated by the 

DAB, creates random logical patterns ( ‘0’  and ‘1’ ), with a pulse width match-

ing tCollection. The current generator and mirror are located at the chip periphery, while 

the other components are within each readout channel. The DCCS also supports exter-

nal biasing (IExternal) controlled by the I_MODE signal. 

The equivalent charge of the DCCS-generated pulses is calculated as: 

Qin = tcollection × is                                               (5-1) 

where Qin  is the input charge, and is is the pulse amplitude. With tCollection =

1.8 ns and is ranging from 73 to 115 nA, the DEC produces charge signals of Qin =

130 − 210 aC (800 − 1300 electrons). 

To achieve the required current levels, the DEC is biased by a low-noise precision 

current source. The programmable mirroring factor N of the current regulator relaxes 

biasing constraints. With N adjustable between 9 and 14, the internal current source 

(IInternal = 1 μA) generates the desired current range. For instance, with N = 11, the 

DEC produces a current pulse of is ≈ 90 nA, corresponding to 160 aC charge. Figure 

5-6 shows the simulated current pulses across the specified range. 
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Fig. 5-5. Simplified detector emulating circuit (DEC) diagram. 

The DEC can also be biased using an external precision current source (Yokogawa 

GS200), offering greater flexibility for tuning is and evaluating the current regulator's 

accuracy. With this setup, the current amplitude can be adjusted by modifying N or 

varying the external current source between 0.8 μA and 1.3 μA, with N = 11. 

 
Fig. 5-6. Simulated DEC current pulses for tunable range of is and IInternal = 1 μA. 
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5.1.5 Pulse Time Width Modulator  

The DEC is driven by a signal generated by the DAB, featuring a fixed pulse width 

of 2.5 ns. However, since the time width of the charge signal must align with the de-

tector’s charge collection time (tCollection = 1.8 ns), an intermediate block is required 

to adjust the pulse duration. 

This intermediate block generates the trigger signal with a programmable length for 

the DEC. A schematic overview of this block is shown in Fig. 5-7. It comprises a rising-

edge detector and a programmable delay line that allows selection of the desired pulse 

width. To ensure robust operation, an enable signal is integrated, and buffers are stra-

tegically placed within the delay line to maintain adequate signal strength. The resulting 

waveforms from an input step are depicted in Fig. 5-8, while Fig. 5-9 illustrates the 

dependence of DEC trigger signal's time width on the programmable SEL<0:2> signal. 

 
Fig. 5-7. Pulse width modulator schematic diagram. 

 

Fig. 5-8. Simulated resulting waveforms after the pulse 
width modulator. 

 

Fig. 5-9. dependence of the Trigger signal's time width on 
the programmable SEL<0:2> signal. 

5.1.6 Multiple Pulse Generator 

The pulse time width modulator can only generate a single pulse every other clock 

cycle. However, in practical scenarios, signal hits may arrive as closely as 2.5 ns apart. 
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To replicate these conditions and thoroughly test the system, the multiple pulse gener-

ator block is employed. This generator converts a single trigger signal from the pulse 

time width modulator into two or three consecutive trigger signals, with programmable 

spacing between them. The circuit implementation is depicted in Fig. 5-10. 

 
Fig. 5-10. Schematic diagram of the multiple pulse generator block. 

The second trigger signal is generated after the first programmable delay block, 

while the third trigger signal follows after the second programmable delay block. Both 

the second and third trigger signals can be independently activated or deactivated using 

the DOUBLE_EN<0:4> and TRIPLE_EN<0:4> signals, respectively. This flexibility 

allows precise control over the number and timing of the generated pulses. A simulated 

waveform demonstrating this functionality is shown in Fig. 5-11. It is worth noting that, 

due to the switching time required by the multiplexer, each successive pulse experi-

ences a slight reduction in width, which has been accounted for in the design. 

 
Fig. 5-11. The post-layout simulation results of the multiple pulse generator block. 

5.1.7 Shift Register 

The chip incorporates a 70-bit shift register to enable programmable configuration 

and dynamic adjustment of the readout channel parameters. This shift register functions 

as a serial-to-parallel converter, allowing input data to be sequentially loaded and then 
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distributed across 70 control bits. Each bit corresponds to a specific programmable el-

ement within the chip, such as switches or control lines, which define the operational 

settings of the readout channels. By leveraging this architecture, the readout parameters 

can be easily modified, such as gain, threshold levels, and capacitors values, without 

requiring hardware modifications or external components.  

The 70-bit shift register also governs the status of switches implemented within the 

readout channels, facilitating real-time reconfiguration. This capability is particularly 

useful for evaluating multiple channel configurations and mitigating effects such as 

substrate noise and pixel crosstalk. Programming is achieved through a serial input in-

terface, where the data is shifted in synchronously with a clock signal, and once all bits 

are loaded, a latch signal stores the settings in the respective control elements. 

5.1.8 Linear Feedback Shift Register 

To evaluate the readout architecture's robustness against substrate noise, a dummy 

Linear Feedback Shift Register (LFSR) is integrated into the chip. The LFSR generates 

random digital pulses synchronized with an external CLKIn signal, thereby introducing 

controlled random noise into the substrate. By injecting digital noise, the LFSR emu-

lates real-world operating conditions where noise from digital circuits can interfere 

with sensitive analog readout channels. Fig. 5-12 presents the schematic diagram of the 

12-bit LFSR. 

 
Fig. 5-12. Schematic diagram of the 12-bit LFSR. 

The generated pulses mimic stochastic digital transitions, which couple into the sub-

strate and affect the performance of the readout channels. This setup enables the sys-

tematic study of substrate noise coupling and its impact on the critical parameters of 

the readout system, such as SNR, gain stability, and noise floor. By varying the LFSR 

VDD and CLKIn frequency, the amplitude and frequency characteristics of the noise 
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can be tailored, allowing for comprehensive testing and validation of the readout archi-

tecture's resilience. This feature plays a pivotal role in identifying potential noise-in-

duced vulnerabilities and optimizing the system's design to mitigate substrate noise ef-

fects. 

5.1.9 Data Acquisition Board 

In the experimental evaluation of the DUT, the DAB is generating a series of trigger 

signals and is recording the output data from the DUT. The DAB, based on an FPGA 

platform (DE10-Standard), is responsible for controlling the sequence of operations 

and interacting with the DUT to assess its performance. The trigger signals are gener-

ated based on digital codes stored in a register labeled 'trigger register', which precisely 

delineates the status of the detector within 2.5 ns timeframes. A logic state of ‘1’ indi-

cates the detection of a BSE landing on the detector surface at the start of each 

timeframe. In this test series, it is assumed that the particle always lands on the detector 

surface at the beginning of the timeframe. This configuration of the DAB allows for 

easy adjustments of chip settings without the need for resynthesizing the FPGA for 

each test condition. 

To validate the accuracy of the detection timing, the DAB uses a reference clock 

generator operating at CLKIn = 400 MHz to achieve the necessary 2.5 ns resolution. 

The DAB simultaneously collects the digital data generated by the readout frontend, 

storing it in a register labeled 'data register'. The DAB then compares the logical state 

patterns in both the trigger register (which indicates the landing of a BSE on the detec-

tor surface) and the data register (which indicates the detection of the BSE by the 

readout channel in DUT). Comparing the digital data stored in these two registers ena-

bles the calculation of the detection error rate and operational accuracy of the readout 

frontend [2]. The performance algorithm of the DAB as depicted in Fig. 5-13. 

In addition to the basic trigger functionality, the DAB is responsible for configuring 

the shift register with the appropriate settings, initiating calibration when necessary, 

and controlling the execution of different tests. The full FPGA code is provided in Ap-

pendix B. 
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Fig. 5-13. Simplified block diagram of the DAB. 

5.1.10 Poissonian-Distributed Trigger Pulses 

In the detector, the charge signals are generated randomly. However, in the DEC, 

these signals are generated based on the trigger signals provided by the DAB. To emu-

late the random arrival of events at the detector, the DAB must send the trigger pulses 

at random time intervals. Furthermore, a trimmable delay can be applied to the DEC 

trigger pulses through chip programming, deferring the charge signal's arrival at each 

time slot. However, this delay is uniform for all trigger pulses.  

 
Fig. 5-14. Pattern of logical ‘0’ and ‘1’ with a Poissonian distribution and the corresponding trigger 

pulses generated by the DAB. 

The BSEs land on the detector following a Poissonian distribution [3], so the trigger 

pulses must exhibit the same behavior. To achieve this, a pattern of logical ‘0’ and ‘1’ 

with a Poissonian distribution can be generated using MATLAB. This pattern is then 

scanned by the DAB to produce Poissonian-distributed trigger signals. This approach 

simplifies the experimental setup, as it allows for a direct comparison between the pat-

tern of the DEC trigger signal and the one generated by the comparator, facilitating the 

evaluation of the DUT operation. Figure 5-14 illustrates the pattern of logical ‘0’ and 
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‘1’ with a Poissonian distribution, along with the corresponding trigger pulses gener-

ated by the DAB. 

5.2 Experimental Qualification Results 

This section presents the experimental assessment and evaluation of the readout 

channels introduced in Chapters 3 and 4, applying the test setup introduced in section 

5.1. To achieve this, the output signals from each functional block are plotted and ana-

lyzed under various test scenarios. Furthermore, the detection accuracy of charge sig-

nals through the readout channels is examined as a function of the discriminator thresh-

old levels. The impact of additional error sources, such as pixel crosstalk and substrate 

noise coupling, is also experimentally investigated and validated. In all conducted tests, 

each charge signal generated by the DEC consistently maintains a time width of 1.8 ns 

(corresponding to the detector charge collection time) while the signal amplitude and 

detector capacitance (CD) are tunable. 

5.2.1 Experiemental Qualification of Readout Channels Operating in 

Short Circuit Mode 

5.2.1.1 Characterization of CSA 

For a trigger signal generated by DAB and CD = 50 fF, Fig. 5-15 presents the meas-

ured voltage signal after the CSA operating in fast (red curve) and slow (blue curve) 

modes with a  CF = 5 fF (high-gain mode). Similarly, Fig. 5-16 presents the measured 

voltage signal after the CSA operating in fast (red curve) and slow (blue curve) modes 

with a  CF = 10 fF (low-gain mode). A summary of signal characteristics is presented 

in Table 5-1. As seen, in both the slow and fast modes, the CSA can fulfill the require-

ments of the SNR and rise time for either of the gain modes.  

As discussed in Chapter 3, the transfer function and noise performance of the CSA 

are strongly influenced by the total input capacitance, which comprises the detector 

capacitance (CD) and additional parasitic capacitances. Figure 5-17 illustrates the meas-

ured noise at the CSA output as a function of the total input capacitance, varying from 
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30 fF to 50 fF, for different CSA configuration modes. The data highlights the direct 

correlation between increased input capacitance and elevated noise levels, emphasizing 

the importance of minimizing parasitic capacitances to optimize the CSA's noise per-

formance. 

 
Fig. 5-15. Measured voltage signal after the CSA with CF = 5 fF (high-gain mode) for the slow 

and fast modes in blue and red, respectively. 

 
Fig. 5-16. Measured voltage signal after the CSA with CF = 10 fF (low-gain mode) for the slow 

and fast modes in blue and red, respectively. 

Figure 5-18 illustrates the measured rise time (tr) of the CSA output signal as a 

function of the detector capacitance (CD) for various CSA configuration modes, with 
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the input charge amplitude fixed at 160 aC. The results reveal a clear trend: as the de-

tector capacitance increases, the rise time also increases, primarily due to the combined 

effects of reduced bandwidth and the additional capacitive load. Furthermore, the meas-

urements indicate that the CSA operating in slow mode exhibits a significantly longer 

rise time compared to faster configurations, emphasizing the strong dependence of tr 

on the CSA bandwidth.  

 
Fig. 5-17. Measured noise at the CSA output as a function of the total input capacitance, varying 

from 30 fF to 50 fF, for different CSA configuration modes. 

 
Fig. 5-18. Measured signal rise time tr afthe the CSA as function of detector capacitance CD for 

different configuration modes of the CSA while the input charge is fixed at 160 aC. 
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Table 5-1. Measured characteristics of the voltage signal aftre CSA. 

𝐂𝐂𝐂𝐂𝐂𝐂 𝐌𝐌𝐌𝐌𝐌𝐌𝐞𝐞 
𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 𝐋𝐋𝐌𝐌𝐋𝐋 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 

Slow Fast Slow Fast 

𝐦𝐦𝐂𝐂𝐧𝐧𝐩𝐩 [𝐧𝐧𝐦𝐦] 29.45 28.53 16.47 13.64 

𝛔𝛔𝐒𝐒𝐌𝐌𝐇𝐇𝐫𝐫𝐞𝐞 [𝐧𝐧𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 1.43 1.38 0.91 0.82 

ENC [𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− ] 49 48 55 60 

𝐂𝐂𝐒𝐒𝐒𝐒 20.59 20.67 18.1 16.63 

𝐭𝐭𝐫𝐫 [𝐧𝐧𝐫𝐫] 2.56 2.41 2.27 2.11 

𝐭𝐭𝐭𝐭𝐆𝐆𝐇𝐇𝐭𝐭∗  [𝐧𝐧𝐫𝐫] 286.9 159.3 537.6 249.6 
 

*Discharge tail of the CSA voltage signal 

As direct interface with the detector, CSA plays a pivotal role in ensuring a suffi-

cient SNR across all operating conditions. The performance metrics becomes particu-

larly critical in the worst-case scenarios, where the detector produces a charge signal 

that is 20% below the nominal value, equivalent to approximately 130 aC (or 800 

electrons). In such cases, the CSA must effectively amplify the weak signal while main-

taining a robust SNR. Figure 5-19 presents the experimentally measured SNR of the 

CSA as a function of the quantized levels of the input charge signal for various CSA 

configuration modes and CD = 50 fF.  

Furthermore, Figure 5-20 depicts the measured SNR of the CSA as a function of the 

quantized levels of the input charge signal for different detector capacitance (CD) val-

ues, with the CSA configured in high-gain and fast modes. The results reveal a clear 

trend: the SNR diminishes as CD increases. This behavior can be attributed to the addi-

tional capacitive loading, which degrades the CSA bandwidth and amplifies noise con-

tributions, underscoring the critical trade-off between detector capacitance and signal 

fidelity in the readout interface. 

Studying the CSA's response to consecutive trigger pulses provides critical insights 

into its performance under conditions of signal pileup, a common challenge in high-

rate applications. To evaluate this behavior, the DEC is triggered using two logical 
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patterns: ‘1100’ and ‘1010’. The ‘1100’ pattern tests the CSA's response when trig-

gered in consecutive time frames, while the ‘1010’ pattern introduces an idle time 

frame between two trigger pulses. By analyzing the amplitude of the voltage signals 

generated in each case, the extent of gain compression and amplitude loss due to idle 

time frames can be quantified. 

 
Fig. 5-19. Measured SNR of the CSA as a function of the quantized levels of the input charge 

signal for various CSA configuration modes and CD = 50 fF. 

 
Fig. 5-20. Measured SNR of the CSA as a function of the quantized levels of the input charge 

signal for different CD values, with the CSA configured in high-gain and fast modes. 
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Fig. 5-21. Voltage signals of the charge-sensitive ROIC for ‘1100’ and ‘1010’ logical trigger 

patterns in blue and red once the CSA is configured in slow and high-gain modes. 

Figure 5-21 presents the CSA voltage signals corresponding to these two trigger 

patterns. The blue line represents the response for the ‘1100’ pattern, while the red line 

shows the response for the ‘1010’ pattern when the CSA operates in slow and high-

gain mode. For the ‘1100’ pattern, the amplitude of the second voltage signal is meas-

ured at 58.78 mV, while for the ‘1010’ pattern, it is slightly reduced to 58.57 mV. 

Comparing the amplitudes of the first and second pulses in the ‘1100’ pattern reveals a 

0.4% gain compression under signal pileup conditions. This behavior is observed due 

to the nonlinear transfer characteristics and limited dynamic range of the CSA. Addi-

tionally, a detailed comparison of the two patterns indicates an amplitude loss of 

0.21 mV within 2.5 ns, attributed to the idle time frame in the ‘1010’ pattern. This loss 

reflects the CSA's transient behavior and highlights the challenges associated with idle 

intervals, which can degrade signal integrity.  

5.2.1.2 Characterization of the Active Shaping Filter 

Figure 5-22 illustrates the measured voltage signals of the active shaping filter for 

a low-pass filter capacitance of CLPF = 500 fF  and a reference voltage of Vref =

450 mV, generated in response to a single trigger pulse from the DAB. Two program-

ming modes of the CSA—high-gain with slow and fast configurations—are evaluated 

to assess the shaping filter's performance. These measurements reveal that the active 

shaping filter effectively compresses the signal in the time domain while maintaining a 
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relatively consistent time-width across different CSA operating modes. The elimination 

of  CSA signal's long tail ensures a more compact signal suitable for further processing. 

 
Fig. 5-22. Measured voltage signal of the active shaping filter for CLPF = 500 fF and Vref =

450 mV for a high gian CSA programmed in slow (blue line) and fast (red line) modes. 

Despite the slight variations in amplitude and time-width between modes, the gen-

erated signals exhibit time-widths larger than the 2.5 ns target timeframe for discrimi-

nation. However, as confirmed by Table 5-2, the signal time-width at the discrimination 

level—set at eight times the noise power—meets the required specification. This ob-

servation highlights the active shaping filter's ability to adaptively refine the signal, 

ensuring that it remains within the acceptable limits for subsequent discrimination and 

processing stages. The experimental results validate the active shaping filter's function-

ality in both modes of the CSA operation.  

Table 5-2. Characteristics of the active shaping filter for CLPF = 500 fF and Vref = 450 mV and 
different programming modes of the CSA. 

𝐂𝐂𝐂𝐂𝐂𝐂 𝐌𝐌𝐌𝐌𝐌𝐌𝐞𝐞 
𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 𝐋𝐋𝐌𝐌𝐋𝐋 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 

Slow Fast Slow Fast 

𝐦𝐦𝐂𝐂𝐧𝐧𝐩𝐩 [𝐧𝐧𝐦𝐦] 337.4 313.9 186.5 147.3 

𝛔𝛔𝐒𝐒𝐌𝐌𝐇𝐇𝐫𝐫𝐞𝐞 [𝐧𝐧𝐦𝐦𝐫𝐫𝐧𝐧𝐫𝐫] 16.63 14.85 10.35 8.84 

𝐂𝐂𝐒𝐒𝐒𝐒 20.2 21.1 18.1 16.6 

𝐭𝐭𝛍𝛍𝐇𝐇𝐌𝐌𝐭𝐭𝐇𝐇 [𝐧𝐧𝐫𝐫] 3.72 3.64 2.61 2.43 

𝐭𝐭𝛍𝛍𝐇𝐇𝐌𝐌𝐭𝐭𝐇𝐇 @𝟖𝟖𝛔𝛔𝐒𝐒𝐌𝐌𝐇𝐇𝐫𝐫𝐞𝐞 [𝐧𝐧𝐫𝐫] 2.25 2.17 1.22 1.15 
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Figure 5-23 demonstrates the dependency of the signal time-width after the active 

shaping filter on the value of the trimmable capacitance (CLPF) in the BLR chain for 

various configuration modes of the CSA. The results indicate a clear trend: as the CLPF 

increases, the time-width of the output voltage signal broadens. This behavior aligns 

with the expected dynamics of the low-pass filter in the feedback network, where a 

larger CLPF effectively reduces the cut-off frequency, extending the signal duration. 

This feature provides design flexibility, enabling fine-tuning of the signal time-width 

to meet specific application requirements. 

 
Fig. 5-23. Measured signal time-width after active shaping filter as a function of a capacitor CLPF 

in a BLR chain for varous configuration modes of the CSA. 

 
Fig. 5-24. Measured SNR after the active shaping filter as a function of the quantized levels of the 

input charge signal for various values of CLPF in the BLR chain. 
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Figure 5-24 presents the measured SNR after the active shaping filter as a function 

of the quantized levels of the input charge signal for various values of the trimmable 

capacitance (CLPF) in the BLR chain. In these measurements, the CSA is configured in 

high-gain and slow modes. The results reveal a noticeable decline in SNR with increas-

ing CLPF values, attributed to the widening of the filter passband. This observation un-

derscores the trade-off between bandwidth expansion and noise suppression in the 

shaping filter design. 

Probing the performance of the active shaping filter under a sequence of consecutive 

trigger pulses is crucial to evaluating its ability to compensate for ISI-induced errors. 

This test scenario demonstrates how the shaping filter handles harsh conditions with 

closely spaced signals, ensuring minimal signal distortion and accurate discrimination. 

Figure 5-25 presents the voltage signals generated by the active shaping filter for three 

consecutive trigger pulses, with the CSA programmed in both slow and fast modes. 

Despite the filter's ability to significantly reduce signal pileup, a small residual signal 

remains in subsequent timeframes. This is attributed to the generated voltage signals 

slightly exceeding the targeted timeframe of 2.5 ns. However, the amplitude of the re-

sidual signal in the following timeframe is only 7% of the maximum signal value, ren-

dering the pileup effect negligible. Consequently, the shaping filter effectively miti-

gates ISI-induced errors and produces well-defined signals that can fit within 2.5 ns 

timeframes after discrimination. 

When the threshold level (Vth) is set within the appropriate range, the discriminator 

can accurately generate three distinct digital pulses corresponding to the three trigger 

pulses. This demonstrates the system's ability to maintain high detection accuracy even 

in the presence of consecutive signals. 

Interestingly, as shown in Fig. 5-25, the amplitude of the second and third signals 

does not exhibit a strictly linear relationship. This deviation is caused by gain compres-

sion in the CSA, as noted in previous subsection. The CSA does not provide uniform 

gain for successive signals due to its nonlinear transfer characteristics and limited dy-

namic range, leading to slight variations in the amplitude ratios of the residual signals 

to the pileup. Nonetheless, the residual errors are sufficiently small to ensure reliable 

operation in practical applications. 
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Fig. 5-25. Measured voltage signals after the active shaping filter for three consecutive trigger 

pulses and CLPF = 500 fF for a high gain CSA programmed in slow (blue line) and fast (red line) 
modes. 

Table 5-3 summarizes the DC offset values measured at the output of the CSA and 

the active shaping filter for various programming modes of the CSA. As shown, the 

DC baseline offset at the CSA output is significantly larger than the amplitude of the 

voltage signals and the noise power. This large offset poses challenges for accurate 

signal discrimination, as it may hinder the differentiation of small signal variations 

from the baseline level. The active shaping filter effectively addresses this issue 

through the implementation of its BLR chain and internal negative feedback loop. 

These mechanisms work synergistically to suppress the DC offset by a factor of 17. 

This substantial reduction in the baseline offset is crucial for improving the accuracy 

of signal discrimination, as it minimizes interference from the DC level and enhances 

the filter’s ability to isolate the true signal components. 

Table 5-3. Measured DC offset after the CSA and active shaping filter. 

𝐂𝐂𝐂𝐂𝐂𝐂 𝐇𝐇𝐫𝐫𝐌𝐌𝐇𝐇𝐫𝐫𝐆𝐆𝐧𝐧 
𝐌𝐌𝐌𝐌𝐌𝐌𝐞𝐞 

𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 𝐋𝐋𝐌𝐌𝐋𝐋 𝐆𝐆𝐆𝐆𝐇𝐇𝐧𝐧 

Slow Fast Slow Fast 

𝐦𝐦𝐎𝐎𝐟𝐟𝐟𝐟𝐫𝐫𝐞𝐞𝐭𝐭|𝐂𝐂𝐂𝐂𝐂𝐂 [𝐧𝐧𝐦𝐦] 2.7 5.1 2.4 5.6 

𝐦𝐦𝐎𝐎𝐟𝐟𝐟𝐟𝐫𝐫𝐞𝐞𝐭𝐭|𝐂𝐂𝐇𝐇𝐆𝐆𝐩𝐩𝐞𝐞𝐫𝐫 [𝐧𝐧𝐦𝐦] 0.16 0.29 0.14 0.33 
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These results highlight the active shaping filter's ability to stabilize the DC level, 

mitigate baseline drift, and ensure accurate signal discrimination. Its robust design ef-

fectively handles ISI, processes signals within the required 2.5 ns timeframes, mini-

mizes signal pileup, and demonstrates resilience against gain compression. These char-

acteristics make the active shaping filter a reliable and indispensable solution for high-

speed, high-precision detection and imaging applications. 

5.2.1.3 Charge Detection Challenges 

After characterizing the core building blocks of the readout channel and identifying 

the optimal configuration to enhance performance, further optimization of functionality 

and detection accuracy requires addressing and mitigating additional error sources, par-

ticularly noise. Extrinsic noise arises from digital switching noise such as substrate 

coupled noise and crosstalk among the readout channels in the chip. This part explores 

the impact of these additional noise sources on the operational accuracy of the readout 

channels, emphasizing the need for the building blocks to maintain an adequate SNR 

under all operating conditions. 

5.2.1.3.1 Substrate Coupled Noise 

Mixed-signal integrated circuits, combining sensitive analog stages with digital 

blocks, are susceptible to substrate noise coupling, primarily due to high-frequency 

digital signals. These signals can induce voltage fluctuations in the substrate, affecting 

analog transistors by modulating their threshold voltages and gains. Digital switching 

noise is the primary contributor to this effect. 

Mitigation strategies for substrate noise coupling fall into three categories: reducing 

noise strength, minimizing circuit susceptibility, and reducing noise coupling [4]. 

While the first two require fundamental design changes, the third approach can be ap-

plied to existing circuits without major modifications. 

A practical method for reducing noise coupling is limiting the swing range of digital 

pulses by lowering the digital power supply voltage. This approach decreases the noise 

generated by digital transitions; however, it comes at the cost of slower switching 

speeds and increased signal propagation delays, which can compromise performance 
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in high-speed applications [4], [5]. Another widely used technique is employing an 

ohmic guard ring tied to the power supply or a low-noise analog supply pin. This sta-

bilizes the substrate voltage and mitigates noise propagation [4]. 

For more robust isolation, a triple-well structure is an effective solution. By incor-

porating separate DNW regions for analog and digital circuits, the structure creates a 

high-impedance depletion region that blocks substrate noise coupling [4]. Additionally, 

isolating critical analog circuits with individual DNWs provides superior protection 

compared to a shared DNW for the entire analog section. As illustrated in Fig. 5-2, this 

technique is applied to shield critical stages of the readout pixels in Groups I and II, 

demonstrating its efficacy in preserving signal integrity in noise-sensitive designs. 

To evaluate these techniques, the LFSR generates random digital pulses with a max-

imum frequency of 400 MHz to simulate substrate noise. During this test, the DEC 

blocks of the readout channels are left untriggered, and the noise power is quantified 

by analyzing the signal histogram. This analysis captures both the substrate coupled 

noise and the inherent random noise of the readout channel. The inherent noise is then 

subtracted, allowing for the isolation of the substrate noise contribution. 

Figure 5-26 presents the peak-to-peak substrate noise measurements for three 

groups of readout channels, emphasizing the DNW layer's effectiveness in mitigating 

substrate noise. A comparison across the three groups reveals that the DNW layer 

achieves an attenuation of approximately 10 dB, demonstrating its ability to effectively 

isolate noise-sensitive components. Additionally, the average measured noise gradient 

is −3.68 dB across the readout channels relative to their position to the LFSR. These 

results highlight the DNW layer's consistent performance in reducing substrate noise 

and affirm its critical role in enhancing noise resilience within the readout channel ar-

chitecture. 

Figure 5.27 presents the peak-to-peak substrate noise of readout channels in Group 

II for various power supply levels used to bias the LFSR. The results reveal that low-

ering the LFSR bias level reduces the digital swing range, which in turn decreases the 

amplitude of the coupled noise by limiting the available energy for substrate coupling. 
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However, this approach also reduces the digital circuitry's switching speeds and in-

creases signal propagation delays, which can impact overall system performance. 

 
Fig. 5-26. Measured peak-to-peak substrate coupled noise of the readout channels. Group I 

(green), Group II (blue), and Group III (red). 

 
Fig. 5-27. Measured peak-to-peak substrate coupled noise of the readout channels in Group II for 

various power supply levels used to bias the LFSR. 

5.2.1.3.2 Pixels Crosstalk 

Each readout channel is susceptible to signal interference from neighboring pixels 

due to capacitive or conductive coupling, leading to crosstalk signals that have a net 

area of zero. The timing of these crosstalk signals is influenced by the pulse duration 

within the readout channel [6]. 
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Fig. 5-28. Measured crosstalk after PIX 5 as a function of the quantized levels of input charge 

signal for different configuration modes of the CSA. 

 
Fig. 5-29. Measured crosstalk to 3σNoise ratio for PIX 5 as a function of the quantized levels of the 

input charge signals for different configuration modes of the CSA.  

To assess crosstalk, PIX 5, positioned centrally within the 3 × 3 matrix (Fig. 5-2), 

was selected for testing while all other readout channels were triggered by the DAB. 

Figure 5-28 displays the measured crosstalk amplitude at PIX 5 as a function of the 

quantized input charge levels generated by the DEC, with the analysis conducted under 

various CSA stage configurations and a fixed total input capacitance of CD = 50 fF. 

The results indicate that the crosstalk amplitude increases proportionally with both the 

input charge signal amplitude and the CSA stage gain. 
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Figure 5-29 shows the measured crosstalk-to-3σ noise ratio for PIX 5, plotted as a 

function of the input charge levels generated by the DEC. For input charges exceeding 

160 aC, the crosstalk amplitude becomes comparable to the intrinsic noise, leading to 

signal distortion. This interference reduces the accuracy of the readout channel in de-

tecting the charge signals, highlighting the need to manage crosstalk to maintain high 

detection fidelity. 

5.2.1.4 Assessment of Detection Accuracy 

To experimentally assess the detection accuracy of the readout channels, the DAB 

generates a series of trigger signals based on digital codes stored in the trigger register. 

Comparing the logical state patterns in both the trigger and data registers, the DAB 

performs a comparative analysis to evaluate the detection error rate and operational 

accuracy of the designed readout channel. The ‘true’ counts represent the number of 

bits where the logical state of the trigger and data registers align. However, in certain 

instances, due to the inherent noise of the readout channel, the discriminator may gen-

erate additional digital pulses and assign them to subsequent time frames in the data 

register, resulting in ‘erroneous’ counts. Furthermore, any triggers missed by the dis-

criminator are categorized as ‘missed’ counts. The combined total of erroneous and 

missed counts is denoted as ‘incorrect’ counts. The error rate is subsequently computed 

as the ratio of incorrect counts to the total number of logical states of ‘1’ in the trigger 

register. This comprehensive evaluation methodology enables a thorough assessment 

of the readout channel performance and detection accuracy under various conditions. 

To ensure precise and consistent data across all experimental test scenarios, the 

readout channel undergoes 100 firing cycles via the trigger code, and the outcomes are 

subsequently averaged. For detector charge signal Qin = 160 aC, Fig. 5-30 illustrates 

the average count of erroneous and missed counts relative to the threshold level in the 

discriminator. This evaluation is conducted under the condition where the readout chan-

nel is triggered by 108 well-separated charge pulses in each firing cycle, with a trigger 

period of 250 ns (equivalent to an event rate of 4 MHz). 
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Analyzing the presented data, the optimal threshold level is identified as Vth =

105 mV. At this threshold level, the average count of erroneous and missed counts is 

nearly equivalent. This equilibrium signifies a balanced performance where the readout 

channel effectively mitigates both types of errors (in applications where this is accepta-

ble) highlighting the efficacy of this particular threshold setting. Such an experiment 

can be performed for other values of detector charge signal to evaluate the optimum 

threshold level. 

 
Fig. 5-30. Average number of erroneous (blue) and missed (red) counts as a function of the 

discriminator threshold level for Qin = 160 aC. 

 
Fig. 5-31. Digital pulses generated by the readout channel for ‘110000….’ and ‘111000….’ trigger 

codes in blue and red, respectively. 

To probe the operation accuracy of the readout channel when 2 or 3 consecutive 

events occur in consecutive time frames, using the optimum threshold level, a trigger 
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code is used in every trigger period of 250 ns, which can be illustrated by logic states 

‘110000 … . ’ and ‘111000 … . ’, respectively. Figure 5-31 illustrates the digital pulses 

generated by the readout channel for the aforementioned trigger codes, indicating the 

ability of the readout channel to accurately respond to and register consecutive events 

within consecutive timeframes. The measured propagation delay of the readout channel 

is 1.83 ns, attesting to its swift and accurate response in capturing consecutive events 

occurring in quick succession. 

 
Fig. 5-32. Average number of dark counts as a function of the threshold level. 

 
Fig. 5-33. Average error rate along with the corresponding standard deviation, as well as the 3-

sigma error rate, as a function of the threshold level for Qin = 160 aC. 

Furthermore, it is imperative that the readout channel refrains from generating any 

digital pulses at its output in the absence of charge generated by the detector, indicated 
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by an all-zero trigger code. Digital pulses generated in this scenario are termed “dark” 

counts, attributed to the inherent noise within the readout channel building blocks. To 

evaluate this aspect, the digital output of the readout channel is systematically recorded 

for a specified duration while the entire trigger register maintains a logic state of ‘0’. 

Conducting this test 100 cycles, Fig. 5-32 illustrates the average dark counts as a 

function of the threshold level, spanning a measurement time equivalent to 1010 time 

frames in each cycle. The average number of dark counts diminishes with a larger 

threshold; however, these counts remain negligible in comparison to the number of 

incorrect occurrences across all threshold levels. This is attributed to the conservative 

setting of the threshold, maintained at levels greater than 6 times the noise power. 

To evaluate the effectiveness of the proposed architecture and estimate the detection 

error rate, the readout channel is activated by a trigger code consisting of 1010 Pois-

sonian-distributed logic states of ‘1’. In a series of 100 iterations of experimental test 

for Qin = 160 aC, Fig. 5-33 illustrates the average error rate μerror (in blue) along with 

the corresponding standard deviation σerror (in black) as a function of threshold level.  

Additionally, the 3-sigma error rate, calculated through Error3σ = μerror +

 3 × σerror , is highlighted in red. This visualization provides a comprehensive 

overview of the system performance and the impact of threshold levels on error rates. 

For instance, at the optimum threshold level VTh = 105 mV, the average error rate of 

the proposed architecture is calculated as μerror = 0.63 ppm with a standard deviation 

of σerror = 0.28. This corresponds to a 3-sigma error rate of Error3σ = 1.47 ppm. 

Figure 5-34 denotes the 3-sigma error rate as a function of threshold level for various 

detector charge signals (Qin) spanning from 140 aC to 200 aC. As anticipated, larger 

input charge provides further improved performance this adjustment would likely result 

in a better SNR. The readout channels have a power consumption of 370μW per pixel. 

Figure 5-35 illustrates measured Error3σ across nine readout pixels in five chip dies 

for a detector charge signal of Qin = 160 aC and a threshold level of VTh = 105 mV. 

The maximum Error3σ across these nine pixels in five dies is less than 1.485 ppm. 
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Fig. 5-34. The maximum error rate as a function of the threshold level for various detector charge 

signals (Qin) spanning from 140 aC to 200 aC. 

 
Fig. 5-35. The measured Error3σ across nine readout pixels in five chip dies for a detector charge 

signal of Qin = 160 aC and a threshold level of VTh = 105 mV. 

5.2.2 Experiemental Qualification of Readout Channels Operating in 

Open Circuit Mode 

The performance of the readout channels in open circuit mode is evaluated by ana-

lyzing OUTph1  and OUTph2 . Tests include verifying offset compensation and capacitor 

matching, optimizing the threshold level, and assessing the detection accuracy. 
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5.2.2.1 Offset Compensation 

For offset compensation, the inputs of the comparator are shorted to enable the 

mechanism. This compensation process is executed within a 200 ns time window and 

must be repeated periodically every 1 ms to maintain accuracy. Figure 5-36 illustrates 

the output buffer signals during the offset compensation procedure for a storage capac-

itor value of CC = 2 fF.  

Initially, due to the inherent offset of the comparator, the output OUTph2  is forced 

to a logic ′1′. However, after approximately 160 ns, the comparator outputs begin tog-

gling, demonstrating the success of the proposed mechanism in actively compensating 

for the offset. This ensures robust operation by mitigating offset-induced errors. 

 
Fig. 5-36. The output buffer signals during the offset compensation procedure for a storage 

capacitor value of CC = 2 fF. 

5.2.2.2 Capacitor Matching 

After compensating for the comparator’s offset, the capacitor matching mechanism 

is activated to correct the mismatch between the detector capacitor (CD) and the dummy 

capacitor (Cdummy), thereby preventing the generation of differential signals at the 

comparator’s input. This self-calibration process is executed within a 350 ns time win-

dow during the startup phase of the readout channel. For a detector capacitor of CD =

40 fF and a dummy capacitor of Cdummy = 30 fF (resulting in a 10 fF mismatch), Fig-

ure 5-37 illustrates the output buffer signals during the capacitor matching process. 
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Initially, the differential voltage caused by the capacitor mismatch drives the com-

parator output OUTph2  to logic ‘1’. Sparse pulses then appear on OUTph1 , reflecting the 

SAR logic's attempts to align Cdummy with CD. After approximately 140 ns, the com-

parator outputs begin toggling, demonstrating the successful matching of the input ca-

pacitors. After the capacitor matching mechanism, the offset compensation is reac-

tivated to account for offset drift over the storage capacitor (CC) during the matching 

process. This results in a total initial self-calibration time of 800 ns, which includes 

two 25 ns idle periods between the offset compensation and capacitor matching pro-

cesses. 

 
Fig. 5-37. The output buffer signals during the capacitor matching process for a 10 fF mismatch. 

5.2.2.3 Assessment of Detection Accuracy 

To experimentally assess the detection accuracy of the readout channels, the DAB 

generates trigger signals based on digital codes stored in the trigger register. By com-

paring the logical state patterns in the trigger and data registers, the DAB evaluates the 

detection error rate and operational accuracy of the readout channel. To ensure con-

sistent results, the readout channel undergoes 100 firing cycles using the trigger code, 

with the outcomes averaged for reliability. 

As previously mentioned, during the offset compensation phase, the readout chan-

nel is temporarily blind to incoming charge signals as it disconnects from the detector, 

resulting in a period of deadtime during which electrons landing on the detector surface 



Experimental Qualification Results | 157 

 

go undetected. The duration of this phase is directly correlated with the detection accu-

racy. However, in specific SEM applications, periodic intermediate breaks in the scan-

ning process can be repurposed for offset compensation [7]. Utilizing these breaks al-

lows the detection error rate to be minimized, ensuring enhanced performance without 

compromising accuracy. The subsequent experimental tests are conducted under these 

conditions. 

 
Fig. 5-38. Average number of erroneous (blue) and missed (red) counts after the comparator as a 

function of the threshold level for Qin = 160 aC. 

 
Fig. 5-39. Average error rate as a function of the threshold level for Qin = 160 aC in a temperature 

range of 20oC to 43oC. 

For a detector charge signal of Qin = 160 aC and detector capacitance of CD =

30 fF matched with Cdummy , Fig. 5-38 shows the average counts of erroneous and 
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missed detections after the comparator as a function of the threshold level. This evalu-

ation is conducted with the readout channel triggered by 108 well-separated charge 

pulses per firing cycle, at a trigger period of 250 ns (equivalent to a 4 MHz event rate). 

The data reveals that the optimal threshold level is Qth ≈ 88 aC (equivalent to 550 e−), 

where the average counts of erroneous and missed detections are nearly equal. This 

methodology can be extended to other detector charge signal values to determine their 

corresponding optimal threshold levels. 

To assess the effectiveness of the proposed architecture and estimate the detection 

error rate, the readout channel is activated using a trigger code comprising 1010 Pois-

sonian-distributed logic states of ‘1’ . Over 100  iterations of experimental tests for 

Qin = 160 aC, Fig. 5-39 depicts the average error rate μerror as a function of the thresh-

old level within a temperature range of 20oC to 43oC for a detector capacitance of 

CD = 30 fF matched with Cdummy.  

The results show that the error rate sharply increases at the extreme ends of the 

threshold level, particularly at higher temperatures. This degradation in accuracy arises 

from the substantial rise in leakage currents caused by elevated temperatures, leading 

to increased occurrences of false positives and false negatives in the comparator. The 

leakage currents introduce additional noise charge at the comparator inputs, which, at 

higher temperatures, can rival the signal and threshold charge stored in the detector and 

dummy capacitors. Lowering the die temperature effectively reduces leakage currents, 

thereby enhancing the detection accuracy of the readout channel. In the targeted appli-

cation of this thesis, the open circuit mode readout channels are designed to operate at 

a controlled temperature of 20°C using active cooling mechanism [7], and all subse-

quent results adhere to this operating condition. 

For a series of experimental tests conducted at 20oC, Fig. 5-40 illustrates the aver-

age error rate, μerror (blue), alongside its standard deviation, σerror (black), as a func-

tion of the threshold level for Qin = 160 aC. Additionally, the 3-sigma error rate, cal-

culated as Error3σ = μerror +  3 × σerror, is shown in red. This representation pro-

vides an insightful analysis of system performance and highlights the influence of 

threshold levels on error rates. The measured propagation delay of the readout channel 
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is 0.7 ns at 20°C, demonstrating its rapid and precise response, enabling reliable detec-

tion of consecutive events occurring in consecutive timeframes. 

 
Fig. 5-40. Average error rate along with the corresponding standard deviation, as well as the 3-

sigma error rate, as a function of the threshold level for Qin = 160 aC at 20oC. 

 
Fig. 5-41. The 3-sigma error rate as a function of the threshold level for various detector charge 

signals (Qin) spanning from 140 aC to 200 aC at 20oC. 

At the optimum threshold level of Qth ≈ 88 aC (equivalent to 550 e−), the pro-

posed architecture achieves an average error rate of μerror = 0.85 ppm with a standard 

deviation of σerror = 0.29. This corresponds to a 3-sigma error rate of Error3σ =

1.72 ppm. Figure 5-41 illustrates the 3-sigma error rate as a function of the threshold 

level for various detector charge signals (Qin) ranging from 140 aC to 200 aC at 20oC. 
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As expected, higher input charge signals result in improved performance due to an en-

hanced SNR, further validating the effectiveness of the proposed architecture in high-

accuracy detection scenarios. 

 
Fig. 5-42. The 3-sigma error rate as a function of the threshold level for a fixed input charge signal 

of Qin = 160 aC, with CD values ranging from 30 fF to 50 fF. 

 
Fig. 5-43. Average number of dark counts as a function of the threshold level in different 

temperatures. 

As discussed in Chapter 4, the signal amplitude at the input of the comparator is 

inversely proportional to the value of the detector capacitance (CD), meaning that a 

larger CD results in a smaller signal amplitude. Consequently, higher detection error 

rates are anticipated for largerCD values. Figure 5-42 illustrates the 3-sigma error rate 

as a function of the threshold level for a fixed input charge signal of Qin = 160 aC, 
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with CD values ranging from 30 fF to 50 fF, each matched with Cdummy. As shown, the 

detection accuracy deteriorates noticeably for larger CD values due to the reduced sig-

nal amplitude at the comparator input. The readout channels have a power consumption 

of 200μW per pixel. 

To evaluated the dark counts of the readout channel, the digital output of the 

comparator is systematically recorded for a specified duration while the entire trigger 

register maintains a logic state of ‘0’ . Conducting this test 100  cycles, Fig. 5-43 

illustrates the average dark counts as a function of the threshold level, spanning a 

measurement time equivalent to 1010 time frames in each cycle. The test is repeated in 

different temperatures. The average number of dark counts diminishes with a larger 

threshold; however, higher temperatures gives rise to a rise in the dark counts. For 

larger threshold levels, the number of dark counts becomes less significant; however, 

in lower threshold levels, especially at higher temperatures, they play a more significant 

role in operational accuracy of the readout channel. 

Figure 5-44 illustrates the measured Error3σ across twelve readout pixels in five 

chip dies for a detector charge signal of Qin = 160 aC, detector capacitance of CD =

30 fF and a threshold level of Qth ≈ 88 aC (equivalent to 550 e−). The maximum 

Error3σ across these twelve pixels in five dies is less than 1.74 ppm. 

 
Fig. 5-44. The measured Error3σ across twelve readout pixels in five chip dies for a detector 

charge signal of Qin = 160 aC, detector capacitance of CD = 30 fF and a threshold level of Qth ≈
88 aC (equivalent to 550 e−). 
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6 Conclusions and Future Works 

6.1 Conclusions 

This thesis has presented a comprehensive investigation into the development of 

advanced readout frontend electronics for high-precision charge detection, addressing 

key challenges in noise reduction, time resolution, detection accuracy, and power effi-

ciency. The analysis in Chapter 2 demonstrates that state-of-the-art solutions, while 

capable of achieving low power consumption and reasonable noise levels, often fall 

short in balancing these attributes with high time resolution, particularly under high 

input flux conditions.  

To bridge these performance gaps, this work proposed, designed, and experimen-

tally validated two distinct readout frontends tailored for short circuit and open circuit 

operation modes of a PIN diode detector. These frontends are optimized to detect weak 

charge signals generated by external electrons striking the semiconductor-based detec-

tor at random intervals, with a focus on achieving high sensitivity to low-energy signals 

while conserving power. The designs demonstrate a strategic balance between signal 

amplification, noise reduction, and power efficiency, meeting the demanding require-

ments of precision charge detection. 

A comparative analysis of the proposed frontends, summarized in Table 6-1, em-

phasizes their capability in detecting fast, low-energy charge signals with enhanced 

noise performance, quantified through the Equivalent Noise Charge (ENC) metric. For 

the sake of the comparative study considering the targeted performance requirements 

we introduced a figure of merit (FoM), defined as the product of ENC, time resolution, 

and power consumption, providing a holistic measure of performance. A lower FoM 

signifies superior design, optimizing the trade-offs among noise, timing precision, and 

energy efficiency. It is worth noting that this FoM, although useful in this research, 

does not pretend for universality.  
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The experimental findings demonstrate that the proposed readout frontends achieve 

a comparable FoM with state-of-the-art solutions while surpassing them in certain crit-

ical metrics. Notably, both frontends achieve a remarkable time resolution of 2.5 ns—

more than ten times faster than existing designs—and maintain low noise performance, 

enabling detection accuracy below 6 ppm . These advancements are accomplished 

while sustaining power consumption below 400 μW, highlighting the efficiency of the 

proposed solutions. 

Table 6-1. Performance summary of the state-of-the-art readout frontends. 

 [1] [2] [3] [4] [5] [6]* 

This Work 

Short  
Circuit 
Mode 

Open  
Circuit 
Mode 

Process  
[𝐧𝐧𝐧𝐧] 40 130 40 110 65 40 40 40 

Pixel Area  
[𝛍𝛍𝐧𝐧𝟐𝟐] 50×50 75×75 100×100 75×75 35×35 80×90 130×50 150×100 

Input Charge 
[𝐊𝐊𝐞𝐞−] 4.1 – 8.3 2.4 2.2 0.85 – 45 1 – 16 0.8 – 1.2 0.8 – 1.2 

ENC  
[𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− ] 188 44 212 89 – 150 20 27 48 27 

Time Resolution 
[𝐧𝐧𝐫𝐫] 34 1666 81 100 10000 2.5 2.5 

Power/Pixel  
[𝛍𝛍𝛍𝛍] 26 42 45 8 – 55 180 190 370 200 

Pileup Correction Yes Yes No Yes No Yes Yes 

#Threshold Bins 1 – 3 2 1 2 2 1 1 

𝟑𝟑𝛔𝛔 Error Rate 
[ppm] - - - - - - 1.72 1.47 

FoM 
[𝐞𝐞𝐫𝐫𝐧𝐧𝐫𝐫− × 𝛍𝛍𝐫𝐫× 𝛍𝛍𝛍𝛍] 166.2 3078.7 772.7 71.2 – 825 36000 12.8 40.7 13.5 

 

*Simulation results 

 



Conclusions | 165 

 

A comprehensive comparative analysis highlights the unique strengths of each op-

erational mode. The open circuit mode frontend stands out for its remarkable energy 

efficiency, achieving 45 % lower power consumption compared to its short circuit 

counterpart. This makes it particularly well-suited for applications where minimizing 

power consumption is a critical requirement. However, despite its efficiency advantage, 

the open circuit mode introduces periodic deadtimes during charge detection due to the 

offset compensation phases, during which the readout frontend becomes temporarily 

blind to incoming charge signals, potentially leading to undetected events. Nevertheless, 

this limitation is mitigated in specific SEM applications, where natural scanning pauses 

can be strategically utilized for offset compensation, minimizing detection errors and 

maintaining performance without degradation. Additionally, this mode's temperature-

sensitive nature necessitates active cooling to maintain stable and accurate detection. It 

is noteworthy that this design represents the first experimentally implemented and 

tested prototype for open circuit operation. Further investigations and deeper studies 

are expected to address the current limitations and unlock pathways to significantly 

enhance its performance. Thanks to its competitive performance, it remains a promising 

candidate for future advancements. 

On the other hand, the short circuit mode frontend offers several critical advantages 

that make it indispensable for applications requiring continuous and highly accurate 

monitoring. Foremost among these is its superior detection accuracy, evidenced by sig-

nificantly lower average and 3-sigma detection error rates compared to the open circuit 

mode. Furthermore, the absence of periodic deadtime in this mode allows for uninter-

rupted signal acquisition, making it highly suitable for applications where every event 

must be captured without fail. The short circuit mode's stability and reliability, despite 

higher power consumption, render it the preferred choice for scenarios where maintain-

ing operational accuracy and stability are of paramount importance. 

These findings underscore the complementary strengths of the both proposed de-

signs. The short circuit mode excels in scenarios prioritizing detection accuracy and 

stability, while the open circuit mode provides a compelling solution for energy-con-

strained applications. This flexibility demonstrates the adaptability of the designs for 

optimized deployment across a diverse range of operational requirements. 
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In conclusion, this thesis contributes a significant advancement in the design and 

evaluation of high-precision readout frontends, providing both theoretical insights and 

practical solutions for charge detection in scanning electron microscopy and similar 

high-resolution detection systems. The proposed designs demonstrate a successful 

trade-off among key performance metrics, establishing a foundation for further inno-

vations in low-power, high-precision readout systems. 

6.2 Main Findings and Contributions 

The proposed solutions in this research were rigorously qualified and tested through 

the design and fabrication of five custom chips (Appendix C), which were used to ex-

perimentally evaluate the operational accuracy and performance of the developed 

readout circuits. The key findings and contributions of this research work are summa-

rized as follows: 

• A thorough investigation of state-of-the-art readout ASICs identified crit-

ical limitations in detecting weak charge signals with high time resolution, 

precision, and low power consumption. This research addresses these lim-

itations by proposing the design of two optimized readout frontends, fea-

turing enhanced transfer characteristics to achieve high precision and time 

resolution for low-energy charge detection, all while maintaining low 

power consumption. (Chapters 2, 3, and 4) 

• In the short circuit operation mode, a low-bandwidth preamplifier inter-

faces the detector, ensuring sufficient SNR to maintain precision in charge 

detection. The signal shaping filter achieves nanosecond-level time reso-

lution by selectively passing relevant frequency components. The pro-

posed designed solutions explore the trade-off between active and passive 

filter structures, which impacts the comparator's complexity and power 

consumption. This approach demonstrates an effective balance between 

speed, accuracy, and energy efficiency, addressing key challenges in high-

performance charge detection systems. (Chapter 3) 
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• In the open circuit operation mode, significant power efficiency is 

achieved by leveraging the detector's intrinsic junction capacitance for 

charge-to-voltage conversion, effectively eliminating the need for power-

hungry preamplifiers. Additionally, the detector’s inherent memory char-

acteristic allows for dynamic comparator operation to further minimize the 

power consumption. This design not only demonstrates improved energy 

efficiency but also represents the first experimentally implemented and 

tested prototype for open circuit operation, marking a novel contribution 

to the field. (Chapter 4) 

• A comparative analysis demonstrated that the short circuit mode frontend 

delivers lower average and 3-sigma detection error rates, making it ideal 

for high-precision detection applications. In contrast, the open circuit mode 

design offers a 45% reduction in power consumption, making it a viable 

option for energy-efficient applications. However, for optimal high-preci-

sion performance, periodic offset compensation phases must be synchro-

nized with scanning pauses. Additionally, active cooling is recommended 

to maintain detection accuracy in temperature-sensitive environments. 

(Chapter 5) 

These findings collectively underscore the advancements made in readout electron-

ics design for high-precision charge detection, demonstrating a successful balance be-

tween high performance and energy efficiency. The solutions developed in this thesis 

have the potential to contribute to more advanced and power-efficient readout systems 

for future high-resolution detection applications. 

6.3 Future Works 

While the work presented in this thesis represents a significant step in improving 

the performance and operational accuracy of the charge detection readout frontends, it 

does not represent the end of this pursuit. Below are some aspects of this work that 

could be explored for further improvement, based on innovative architectures or circuit 
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designs, which pose challenges due to insufficient knowledge or feasibility at the cur-

rent moment. 

6.3.1  Short Circuit Operation Mode 

The architecture of the readout frontend presents opportunities for further optimi-

zation to achieve lower power consumption while maintaining high performance and 

detection accuracy. Several potential improvements, which are not immediately appli-

cable but could be explored in future work, can be identified based on the proposed 

solutions. 

In the readout frontend employing a CSA, passive signal shaping filter, and preci-

sion comparator, two critical challenges are the small signal amplitude and baseline 

drift after the passive shaping filter. These factors can adversely affect event detection 

accuracy. One possible innovative solution to mitigate baseline drift could involve de-

veloping a hybrid baseline restoration mechanism integrated with the shaping function 

itself, possibly through advanced adaptive feedback loops, instead of the conventional 

external baseline restoration approaches, as suggested in [1]. This would aim to stabi-

lize the signal baseline with minimal additional power consumption, but would require 

novel circuit designs to balance efficiency and baseline stabilization. Leveraging ad-

vanced CMOS process nodes could facilitate the integration of such adaptive feedback 

circuits by providing higher transistor density and improved analog performance at 

lower power. 

For the readout frontend incorporating a CSA, active signal shaping filter, and com-

parator, a promising direction for improvement involves integrating the signal shaping 

function directly into the CSA's transfer characteristics, for example, by employing an 

adaptive DC servo loop to suppress low-frequency contributions, as proposed in [7], 

[8]. However, this concept requires the development of dynamic servo mechanisms that 

could adjust in real-time to varying input signals, which currently faces challenges in 

terms of control loop stability and response time. Utilizing advanced CMOS nodes 

could enable the implementation of dynamic servo loops with enhanced speed and sta-

bility, given the faster transistor switching speeds and reduced parasitics. 
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Implementing this approach would require a substantial redesign of the CSA's core 

amplifier with a differential topology, which inherently increases power consumption. 

Although this topology offers superior common-mode rejection and stability, its design 

poses a significant challenge in optimizing power efficiency without compromising 

performance, particularly for high-precision tasks. The comparator would also need to 

be redesigned to handle low-noise, low-offset detection at the reduced signal ampli-

tudes resulting from the CSA’s limited gain. 

Despite the complexity at the CSA and comparator levels, integrating the shaping 

function into the CSA and reducing the need for a separate active shaping filter could 

offer a more power-efficient solution, without sacrificing detection accuracy. This ap-

proach would require new circuit design techniques that combine both signal pro-

cessing and shaping into a single stage, which is currently an unexplored area that needs 

further development. The design complexity associated with such integrated functions 

may be mitigated by exploiting the benefits of advanced CMOS process technologies 

that support mixed-signal circuit integration. 

These architectural enhancements highlight the potential for energy-efficient de-

signs and the importance of developing innovative circuit topologies to overcome the 

trade-offs between noise performance, signal stability, and power efficiency in high-

precision readout frontends. 

6.3.2 Open Circuit Operation Mode 

The architecture of the readout frontend could be redesigned and optimized to elim-

inate the deadtime associated with the offset compensation mechanism. One potential 

approach involves exploring a Ping-Pong readout architecture where one comparator 

detects the input charge signals while the other is dedicated to self-calibrating for offset 

compensation. By alternating between these two comparators, this architecture could 

enable continuous operation without deadtime during offset compensation. However, 

this method requires the development of fast switching mechanisms and precise syn-

chronization, which are currently not fully feasible due to limited circuit performance 

and control mechanisms. The use of advanced CMOS technologies could offer faster 
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switching and better synchronization due to their superior transistor performance and 

reduced parasitic effects. 

While the Ping-Pong architecture presents a promising direction for eliminating 

deadtime, it involves considerable trade-offs, including the need for doubling the power 

consumption and increasing area occupation, as an additional copy of the readout chan-

nel would be implemented within the pixel. Furthermore, the switching process be-

tween comparators needs to be optimized, as any misalignment could result in missed 

detections, undermining the accuracy of the readout system. Advanced CMOS nodes 

with smaller feature sizes could alleviate the area constraints while offering power-

efficient solutions for high-frequency switching circuits. 

Thus, while the Ping-Pong architecture offers significant potential for eliminating 

deadtime, its implementation poses challenges that require a deeper understanding of 

fast comparator switching, synchronization, and resource optimization. A thorough in-

vestigation of these aspects is needed to balance the advantages of continuous readout 

with the inherent costs and complexities introduced by increased resource usage. 
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Appendix A 

A.1  CSA Loop and Stability Analysis 

In analyzing the loop gain and stability of the CSA, the circuit can be conceptualized 

as two nested loops: the internal loop and the total loop. The internal loop consists of 

the core amplifier, source follower stage, and feedback capacitor (CF). The total loop 

incorporates the ICON Cell in addition to the internal loop, as shown schematically in 

Fig. A-1. 

 

Fig. A-1. Schematic of the CSA as well as the division of the loops. 

A.2  Internal Loop Analysis 

The ICON Cell receives current at its input and outputs a proportional current, mak-

ing the current transfer function the most convenient way to study the internal loop. In 

the ideal case, the current transfer function (Tideal) of the internal loop (Fig. A-2) is: 

Tideal(s) = Iout
Iin

= 1+SCFR1
SCFR1

                                        (A-1) 

To determine the real transfer function (Treal), the singularities of the loop must be 

calculated. Given the structure of the internal loop, calculating the voltage transfer 
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function is simpler. Once the loop's singularities are obtained from the voltage transfer 

function, they can be applied to Tideal to yield Treal. 

 
Fig. A-2. Internal loop of the CSA. 

 The voltage transfer function includes a forward path, from the core amplifier’s 

input (Vf) to its output (Vt), and a feedback path, from Vt back to Vf through the internal 

loop network. The feedback transfer function (β) is given by: 

β(s) = Vf
Vt

=
gmbR1

1+gmbR1
×

SCFRoutICON
(1+sτLF)(1+sτHF)

                             (A-2) 

where τLF = CtotRoutICON  and τHF = CAR1  while Ctot = (CD + CG + CF)  and CA =

�(CD + CG) × CF� Ctot⁄ .  

To assess stability, the feedback network's inverse transfer function 1 β⁄  is mapped 

over the forward path transfer function (AF) as shown in Fig. A-3. The crossover fre-

quencies where these functions intersect are calculated as: 

fcut1 = 1
2πCtotRoutICONA(0)

                                        (A-3) 

fcut2 = GBWP × CF
Ctot

×
gmbR1

1+gmbR1
                                  (A-4) 

Since RoutICON  is on the order of GΩ, fcut1  occurs at very low frequencies (a few 

Hz), allowing it to be neglected for high-frequency stability analysis. The real transfer 

function (Treal) then closely follows (Tideal) below fcut2  and aligns with AF afterward: 

Tideal(s) = Iout
Iin

= A(0) ×
gmbR1

1+gmbR1
×

RoutICON
R1

× 1+SCFR1
�1+sτcut1��1+sτcut2��1+sτp2�

   (A-4) 
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where τp2  corresponds to the second pole of the core amplifier. 

 
Fig. A-3. Stability analysis of the internal loop in the CSA. 

A.2.1  Total Loop Analysis 

The total loop gain (Glooptotal) combines the real transfer function (Treal) of the 

internal loop and the transfer function of the ICON Cell (TICON) which, considering the 

dominant contributions, can be written as: 

TICON(s) = 1
K

×
1−sτzICON
1+sτpICON

                                      (A-5) 

where τpICON = ��Cgs5 + Cgs9� �gm5 + gm8�� � + ((Cgs6 + Cgs7) (gm6 + gm7)⁄ )  and 

τzICON = Cds6 (gm9 + gm10)⁄  represent the dominant pole and zero of the ICON Cell. 

The total loop gain (Glooptotal) is: 

Glooptotal(s) = Treal ×
RoutSF

RoutSF+
1

gm6+gm7

× TICON(s)                 (A-6) 

where RoutSF is the resistance seen from source follower output node while gm6 and 

gm7  are the transconductances of the transistors at the input branch of the ICON Cell. 

Substituting the relevant transfer functions, we get: 

Glooptotal(s) = A(0)
K

×
gmbRoutICON
1+gmbR1

×
RoutSF

RoutSF+
1

gm6+gm7

× 1+SCFR1
�1+sτcut1��1+sτcut2�

1−sτzICON
1+sτpICON

 (A-7) 



176 | Appendix A 

 

A.2.2  Stability Assessment 

In Fig. A-4, the total loop gain (Glooptotal) is plotted, and the total loop cutoff fre-

quency ( fcuttotal ) is determined by finding the frequency at which 

�Glooptotal�fcuttotal�� = 1 which is: 

fcuttotal = 1
2πCFKR1

                                              (A-8) 

Based on simulations, the DC loop gain is Glooptotal(0) = 93 dB with a phase mar-

gin of 82 degrees. 

 
Fig. A-4. Total loop gain of the CSA. 
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Appendix B 

B.1  FPGA Code 

 
Fig. B-1. Overview of the top-level schematic used for programming the FPGA. 
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Appendix C 

C.1  Chip Gallary 

 
Fig. C-1. Chip 1 – Taped-out on 8 June 2022. 

 
Fig. C-2. Chip 2 – Taped-out on 19 October 2022. 

 
Fig. C-3. Chip 3 – Taped-out on 19 April 2023.

 
Fig. C-4. Chip 4 – Taped-out on 27 March 2024. 

 
Fig. C-5. Chip 5 – Taped-out on 27 March 2024. 
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Summary 
This Ph.D. dissertation focuses on designing high-precision readout frontends for 

low energy charge detection in scanning electron microscopy (SEM), achieving a time 

resolution of 2.5 ns, a detection error rate below 6 ppm, and power consumption under 

400 μW. Novel techniques at both the system and circuit levels were developed to en-

hance operational accuracy and meet the target specifications. Two prototypes were 

presented and experimentally tested to demonstrate the effectiveness of these tech-

niques. 

Chapter 1 introduces the motivation, research objectives, and organization of the 

thesis, highlighting the advancements in SEMs for nanometer-resolution imaging and 

the challenges posed by high scanning speeds. It emphasizes the need for sensitive de-

tectors and low-noise, power-efficient readout electronics, which often conflict. The 

main research question is defined as developing a frontend readout architecture with 

power consumption below 500 μW, time resolution of 2.5 ns, and an electron count 

error under 10 ppm. To address this, the thesis employs a systematic study and iterative 

design process, resulting in two novel readout frontend architectures. The chapter also 

outlines the structure of the thesis, covering the operating principles of the PIN diode, 

design details, experimental evaluations, and conclusions. 

Chapter 2 provides a detailed review of the target application specifications, focus-

ing on the design and requirements for detecting weak charge signals with high preci-

sion and time resolution. It critically analyzes the current state-of-the-art readout 

frontends, highlighting their strengths and inherent limitations, particularly in terms of 

noise performance, time resolution, and power consumption. This chapter also intro-

duces the concept of short and open circuit readout modes for PIN-diodes, offering 

insights into their potential advantages for addressing the challenges identified in the 

existing systems. 

Chapter 3 presents the design of readout solutions for the short circuit operation 

mode of PIN-diodes, critical for BSE detection in electron microscopy. It examines the 

use of a preamplifier to create a virtual ground, effectively simulating a zero-impedance 

load and ensuring accurate charge transfer. The chapter further explores the analog 
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frontend components: preamplifier, signal shaping filters, and threshold discriminators. 

Signal shaping filters, both passive and active high-pass types, are discussed for their 

role in signal optimization by reducing noise and improving signal clarity. Addition-

ally, the threshold discriminator design is analyzed for both filter types, emphasizing 

the importance of accurate signal discrimination to minimize detection errors. A key 

focus is the tradeoff between power consumption, noise performance, and detection 

accuracy, with each stage's design detailed to ensure optimal performance and signal 

integrity in the short circuit mode. 

Chapter 4 explores readout solutions for the open circuit mode of PIN-diodes, fo-

cusing on high sensitivity, low power consumption, and signal integrity. It highlights 

challenges like charge pileup and saturation, proposing solutions such as a reset mech-

anism and dynamic comparators. The chapter discusses an advanced frontend architec-

ture with offset compensation and active capacitor matching for improved accuracy. 

Periodic sampling at 800 MHz minimizes timing misalignments, balancing power ef-

ficiency and reliability for high-resolution, high-rate applications. 

Chapter 5 discusses the experimental setup and qualification of the proposed 

readout architectures. The device under test (DUT), a 40 nm CMOS chip with short 

and open circuit mode readout matrices, is tested to validate its ability to detect and 

digitize charge signals within the specified power budget. The test includes evaluating 

performance across gain, noise, bandwidth, and threshold levels, using a programmable 

detector emulating circuit (DEC) to simulate charge signals. The setup features a 

FPGA-based Data Acquisition Board (DAB) for signal monitoring and a test PCB to 

run experimental qualifications.  

Chapter 6 concludes the thesis by highlighting the development of advanced readout 

frontends for high-precision charge detection, achieving improved time resolution, ac-

curacy, and power efficiency. The proposed designs, optimized for short circuit and 

open circuit modes, demonstrate excellent performance. This chapter also proposes and 

discusses some aspects of this work that could be explored for further improvements.  
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Samenvatting 
Dit proefschrift richt zich op het ontwerpen van high-precision readout frontends 

voor lage-energie ladingsdetectie in scanning-elektronenmicroscopie (SEM), met een 

tijdsresolutie van 2,5 ns, een detectiefoutpercentage onder de 6 ppm, en een energie-

verbruik onder de 400 μW. Nieuwe technieken op zowel systeem- als circuitniveau 

zijn ontwikkeld om de operationele nauwkeurigheid te verbeteren en de doelspecifica-

ties te halen. Twee prototypes werden gepresenteerd en experimenteel getest om de 

effectiviteit van deze technieken te demonstreren. 

Hoofdstuk 1 introduceert de motivatie, onderzoeksdoelen en structuur van het 

proefschrift, waarbij de vooruitgang van SEM’s voor beeldvorming met nanometerre-

solutie en de uitdagingen van hoge scansnelheden worden belicht. Het benadrukt de 

noodzaak van gevoelige detectoren en ruisarme, energie-efficiënte readout-elektronica, 

welke vaak conflicteren. De belangrijkste onderzoeksvraag is gedefinieerd als het ont-

wikkelen van een frontend readout-architectuur met een energieverbruik van minder 

dan 500 μW , een tijdsresolutie van 2,5 ns  en een elektronenfout van minder dan 

10 ppm. Om dit te bereiken wordt een systematische studie en iteratief ontwerpproces 

gehanteerd, wat resulteert in twee nieuwe readout frontend-architecturen. Het hoofd-

stuk beschrijft ook de structuur van het proefschrift, inclusief de werkingsprincipes van 

de PIN-diode, ontwerpdetails, experimentele evaluaties en conclusies. 

Hoofdstuk 2 biedt een gedetailleerd overzicht van de specificaties van de doeltoe-

passing, met de nadruk op het ontwerp en de vereisten voor het detecteren van zwakke 

ladingssignalen met hoge precisie en tijdsresolutie. Het analyseert kritisch de huidige 

state-of-the-art readout frontends, hun sterke punten, en inherente beperkingen, met 

name op het gebied van ruisprestaties, tijdsresolutie en energieverbruik. Dit hoofdstuk 

introduceert ook het concept van short en open circuit readout-modi voor PIN-diodes, 

met inzicht in hun potentiële voordelen ten opzichte van de uitdagingen in bestaande 

systemen. 

Hoofdstuk 3 presenteert het ontwerp van readout-oplossingen voor de short circuit-

operationele modus van PIN-diodes, essentieel voor BSE-detectie in elektronenmicro-

scopie. Het onderzoekt ook het gebruik van een preamplifier om een virtuele massa te 
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creëren, waardoor effectief een nul-impedantiebelasting wordt gesimuleerd en een 

nauwkeurige ladingsoverdracht wordt gewaarborgd. Het hoofdstuk verkent verder de 

analoge frontend-componenten: preamplifier, signaalvormfilters en drempeldiscrimi-

natoren. Signaalvormfilters, zowel passieve als actieve high-pass types, worden be-

sproken vanwege hun rol in signaaloptimalisatie door ruis te verminderen en signaal-

helderheid te verbeteren. Bovendien wordt het ontwerp van de drempeldiscriminator 

geanalyseerd voor beide filtertypes, waarbij het belang van nauwkeurige signaaldetec-

tie wordt benadrukt om detectiefouten te minimaliseren. Een belangrijk aandachtspunt 

is de afweging tussen energieverbruik, ruisprestaties en detectienauwkeurigheid, waar-

bij elk ontwerpstadium gedetailleerd wordt beschreven om optimale prestaties en sig-

naalintegriteit in de short circuit-modus te waarborgen. 

Hoofdstuk 4 onderzoekt readout-oplossingen voor de open circuit-modus van PIN-

diodes, met de nadruk op hoge gevoeligheid, laag energieverbruik en signaalintegriteit. 

Het belicht uitdagingen zoals ladingsophoping en verzadiging, en stelt oplossingen 

voor zoals een resetmechanisme en dynamische comparatoren. Het hoofdstuk be-

spreekt verder een geavanceerde frontend-architectuur met offsetcompensatie en ac-

tieve capacitormatching voor verbeterde nauwkeurigheid. Periodieke sampling bij 

800 MHz minimaliseert timingmisalignments en balanceert energie-efficiëntie en be-

trouwbaarheid voor toepassingen met hoge resolutie en hoge snelheid. 

Hoofdstuk 5 bespreekt de experimentele setup en kwalificatie van de voorgestelde 

readout-architecturen. De Device Under Test (DUT), een 40 nm  CMOS-chip met 

short- en open circuit-modus readout-matrices, wordt getest op zijn vermogen om la-

dingssignalen te detecteren en digitaliseren binnen het gespecificeerde energieverbruik. 

De test omvat prestatie-evaluatie op het gebied van versterking, ruis, bandbreedte en 

drempelniveaus, met behulp van een programmeerbare detector-emulatiecircuit (DEC) 

om ladingssignalen te simuleren. De setup omvat een FPGA-gebaseerde Data Acquisi-

tion Board (DAB) voor signaalmonitoring en een test-PCB om experimentele kwalifi-

caties uit te voeren. 

Hoofdstuk 6 sluit het proefschrift af door de ontwikkeling van geavanceerde readout 

frontends voor high-precision ladingsdetectie te benadrukken, met verbeterde tijdsre-
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solutie, nauwkeurigheid en energie-efficiëntie. De voorgestelde ontwerpen, geoptima-

liseerd voor short circuit- en open circuit-modi, tonen uitstekende prestaties. Dit hoofd-

stuk stelt ook aspecten van dit werk voor die verder onderzocht kunnen worden voor 

verbeteringen. 
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