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Abstract

This thesis aims to find out whether electrokinetic transport of a calcium chloride solu-
tion can be controlled by adding sodium ions by performing molecular dynamics simula-
tions. The idea that electrokinetic transport control is a possibility originates from research
that found that charge inversion is reduced when monovalent ions are added to a multiva-
lent solution. Consequently, flow reversal suppression is expected. Many mechanisms are
known to contribute to charge inversion and ion competition, but it is unclear how they
exactly relate to charge inversion reduction and flow reversal suppression.

This work aims to replicate charge inversion reduction and flow reversal suppression in
a system with an amorphous silica interface for mixed electrolytes with calcium, sodium
and chloride. To allow insight into the structural behaviour of the electrical double layer
and the electrokinetic properties for varying concentrations, molecular dynamics simula-
tions are used.

No variation in charge inversion and flow reversal reduction was found for the simu-
lated concentrations. However, the adsorption behaviour of ions in the electrical double
layer changed due to ion competition between sodium and calcium, where sodium out-
competes calcium for inner sphere surface complex adsorption. This work also shows that
the electroosmotic flow behaviour for mixtures is sensitive to the dynamic adsorption be-
haviour of ions, emphasizing the importance of correctly tuned force field parameters be-
tween surface and ions.
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1
Introduction

One of the first things we learn about science while growing up is the importance of water
on life on earth. More than 70% of the earth is covered in water, and on average 60% of the
human body consists of water [2, 3]. On a nanoscale level, most of these natural systems
do not only consist of water, but also mixtures of ion species can be found. Many nanoflu-
idic applications are being developed, for example, for water desalination [4]. However, the
focus of fundamental studies researching nanofluidics has been mostly on aqueous elec-
trolytes composed of a single salt species. This work researches the electrokinetic proper-
ties of aqueous electrolyte mixtures confined by amorphous silica by performing molecular
dynamics experiments. The electrokinetic behaviour is established by using an electrical
field. This chapter gives an introduction to the rest of the report, including an explanation
of the relevance of the presented research. First the background information on the topic
is explained in section 1.1, followed by the identification of the research gap in section 1.2.
Then the research questions are presented in section 1.3. Finally, the outline of the work is
given in section 1.4.

1.1. Background Information
Nanofluidics is the field where transport of liquids confined by nanostructures (1-100 nm)
is investigated. Many biological phenomena, such as DNA transport and drug delivery, take
place at this length scale. Research into nanofluidic devices has become increasingly inter-
esting due to their possible applications. Power harvesting, DNA and RNA experiments in
biotechnology and desalination of water are a few examples [4–6]. To establish transport
in nanofluidic devices, electroosmotic flow can be used. Electroosmotic flow is fully deter-
mined by the electrical double layer. The electrical double layer and electroosmotic flow
are two definitions that are crucial to understanding the research in this thesis. They are
briefly explained below.

The electrical double layer
When an aqueous ionic solution and solid are brought in contact, the solid will become
charged, and the ions in the liquid form a layer on the solid to compensate for this charge.
Together, the charged wall and the compensating ions are called the electrical double layer
(EDL). This thesis uses amorphous silica surface material. Silica is one of the earth’s most
abundant elements. It is easily produced and manipulated, making it a suitable material for

1



2 1. Introduction

Figure 1.1: A schematic overview of the system in this work.

nanofluidic devices [7]. For example, it has been used in a study investigating nano transis-
tors that can be used as a blood diagnostic tool [8]. When amorphous silica is submerged
in a liquid with a neutral to high pH, the surface becomes negatively charged. Anions are
therefore repelled from the surface, whereas cations are attracted to the surface, compen-
sating for the surface charge. Together, the charged surface and the ions close to the wall
form an electrical double layer, in which the net charge is zero. The EDL is important for
nanofluidic systems, because the system size is the same order of magnitude as the size of
the EDL (large surface-to-volume ratio). In systems with a high ionic strength, charge in-
version (CI) might occur, which means that the cations in the EDL overcompensate for the
bare surface charge. For more information about the EDL, refer to section 2.1.

Electroosomotic flow
Transport through a nanochannel can be established with various methods, for example by
applying a pressure difference, a temperature difference or an electric field. The coupled
transport of fluid and movement of charges that follows leads to different electrokinetic
phenomena. These phenomena have great importance in the applications of nanofluidic
devices, such as blue energy harvesting, enhanced oil recovery, chemical separation and
DNA sensing [4, 9–11]. It also has its applications in biotechnology [8]. This research will
consider the transport through a system that is driven by an electric field. If an electric
field is applied to the system, the charged ions will move, and the water will be dragged
along. This transport of water is called electroosmotic flow (EOF). The direction of this
flow in the channel is entirely determined by the EDL because the net charge is neutral in
the bulk. For a negatively charged surface, the EDL generally contains more cations than
anions. This means that the net flow is expected to move in the positive direction. When
the flow moves into the negative direction instead, which might happen when CI occurs,
this is called flow reversal (FR). More information about electrokinetic phenomena can be
found in section 2.2.

Figure 1.1 shows a simplified image of the system in this research, which uses an electric
field to establish transport of fluid in the channel. The fluid exists of an aqueous mixture of
monovalent and divalent electrolyte, and the solid walls consist of amorphous silica.

1.2. Literature Review
Currently, the electrokinetic transport properties of electrolyte mixtures are barely being
investigated. At the same time, almost all natural electrolytes exist of such mixtures. One
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of the key studies investigating charge inversion for electrolyte mixtures has been the re-
search done by Van Der Heyden et al. [1]. They used streaming currents as their method to
investigate charge inversion. A pressure difference is applied, which leads to a streaming
current due to the imbalance of charges in the EDL. The streaming conductance (Sstr ) is
the streaming current per pressure unit. With this method, ionic strengths up to 1 mol/L
(M) can be accurately considered, which is needed to access the regime in which charge
inversion occurs.

The system used in the study by Van der Heyden et al. had an amorphous silica wall
and the measurements were performed at a near-neutral pH of 7.5. They did the exper-
iment for divalent magnesium chloride (MgCl2) and calcium chloride (CaCl2), trivalent
cobalt(III)sepulchrate chloride (CoSepCl3), and mixtures of CoSepCl3 and monovalent potas-
sium chloride (KCl) solutions. Charge inversion was found for divalent and trivalent elec-
trolytes, starting from a certain ionic strength. The critical concentration (c0) is the concen-
tration at which charge inversion starts occurring. For CoSep, the critical concentration is
3.3 ·10−4 M. For MgCl2 and CaCl2, the critical concentration is around 0.4 M. The trend
seems to be that charge inversion increases with increasing ionic strength.

Where most studies only consider the electrokinetic properties of single electrolytes,
Van der Heyden et al. have also conducted the experiment for electrolyte mixtures. Adding
monovalent KCl to trivalent CoSepCl3 causes an ionic strength increase; thus the expecta-
tion is that charge inversion increases as well. However, the experiment showed that charge
inversion decreases due to the addition of the monovalent salt, up to a certain point, after
which it increases again. Consequently, flow reversal and flow reversals reduction are also
expected. The result is schematically shown in figure 1.2.

This phenomenon was also found in studies that research colloidal electrophoresis [12–
14]. They measured the electroosmotic mobility of a charged colloid. Because the particle’s
size is considerably larger than the width of the EDL, the system can be compared to a sys-
tem with a flat surface on which an EDL forms. Mobility reversal of the colloid is similar
to flow reversal of EOF. They found that for trivalent and other higher valency electrolytes,
colloid mobility reversal is suppressed when lower valency ions are added.

A clear in-depth explanation for decrease of charge inversion is currently lacking. It is
known that calcium uptake on a surface decreases when monovalent sodium chloride is
added [15]. This can explain the CI reduction measured by Van Der Heyden, assuming that
monovalent sodium ions replace the divalent calcium ions [16]. This also indicates that
ion valency is not the only driving factor for ion adsorption onto the surface, since higher
valency ions experience a higher attractive electrostatic force from the surface [17]. Under-
standing the ion competition in the EDL might be the key to explaining the decreasing CI
when monovalent ions are added to a multivalent solution.

Molecular dynamics (MD) simulations can be used to study the phenomena in the EDL
on an atomic scale without performing physical experiments. The movements of ions in
the system can be directly analysed. Döpke et al. [18] studied the adsorption competition in
a system of calcium chloride and sodium chloride. Calcium ions have a stronger hydration
shell than sodium ions, due to their higher valency. They found that this hydration shell
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Figure 1.2: Schematic results for streaming conductance of a trivalent/monovalent mixture. The red squares
below zero depict charge inversion, which disappears when the monovalent concentration increases.

might cause steric hindrances for calcium adsorption on rough surfaces like amorphous
silica. This results in preferential adsorption of sodium on some spots on the surface.

Bourg and Sposito [19] have used MD simulations for calcium chloride and sodium
chloride mixtures on a smectite surface, which has a regular structure. They found that for-
mation of CaCl+ ions occurs, which contributes to the occurrence of CI. Szymanek et al. [17]
and Brugman et al. [20] both also found that inclusion of co-anion adsorption was needed
to fit their surface complexation models on their data on ion adsorption in mixtures.

It is shown that charge inversion can be related to decreased mobility of the counteri-
ons in the EDL, which contributes to flow reversal [21, 22]. Although it is clear that charge
inversion and flow reversal are related, it is not exactly known how. In section 2.4, a more
in-depth overview of the current state of the art is described.

Although we have many indications of which mechanisms can cause charge inversion
and contribute to ion competition, there has not been an MD study that aims to replicate
the charge inversion suppression and flow reversal reduction in a system with amorphous
silica. MD simulations can concurrently sample the structural and dynamic properties of a
system, allowing insight into the ion competition in the EDL and how that translates to the
EOF. If the EOF of multivalent electrolytes can be controlled by adding monovalent ions,
the development of nanofluidic devices can be improved.

This thesis will use MD simulations to study a system consisting of calcium chloride and
sodium chloride, applying an electric field to establish electroosmotic flow. The aim is to
replicate the phenomenon of decreasing charge inversion and flow reversal upon increas-
ing sodium chloride concentration. This is possible because the critical concentration for
CaCl2 was found to be 0.4 M, which is a concentration that can be accessed by MD simula-
tions. With MD the adsorption in the EDL will be closely studied, providing insight into the
charge inversion phenomenon. Also, the effect of adding monovalent ions on flow reversal
and flow reversal reduction can be studied. This thesis also aims to give insight into the
relation between the structural properties of the EDL and the electrokinetic properties of
the system.
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1.3. Research Questions
This thesis aims to determine how charge inversion and electrokinetic properties are af-
fected by adding monovalent NaCl to a divalent CaCl2 solution around the critical concen-
tration. To research this, molecular dynamics simulations are used.

The hypothesis is:

Adding sodium ions to a calcium chloride solution leads to a decrease of charge
inversion, which also reduces the flow reversal effect.

Coupled to the following research question:

Can the transport of a calcium chloride solution be controlled by adding sodium
chloride?

If the answer to this question is yes, this would be a step forward towards designing
nanofluidic applications suitable for electrolyte mixtures. This research question can be
divided into the following subquestions:

• How does adding sodium chloride to a calcium chloride mixture affect the charge
inversion and the flow reversal?

This research aims to replicate the decrease of charge inversion when monovalent ions
are added to a multivalent solution.

• How do different ion types adsorb at the surface?

Competitive adsorption behaviour on the surface will affect the electrokinetic proper-
ties of the system. Therefore, it is important to see how the addition of monovalent elec-
trolyte impacts the EDL.

• How do electrokinetic properties relate to the EDL structure for mixed electrolytes?

There is a link between charge inversion and flow reversal. This research aims to inves-
tigate how flow properties relate to the structural properties of the EDL for an electrolyte
mixture.

1.4. Outline
This report consists of a theoretical background in chapter 2, giving all information needed
to fully understand the research performed. It is followed by chapter 3, which explains the
methodology of this thesis. It contains a detailed explanation of how Molecular Dynamics
simulations work, and the steps followed to establish the results of the research. Chapter
4 contains the verification of the simulations and post-processing to confirm that they are
carried out properly. In chapter 5 the results are shown and discussed in the context of
existing literature. Finally, the conclusion and recommendations can be found in chapter
6.





2
Theoretical Background

This chapter will provide the necessary background knowledge to understand the work car-
ried out in this work. First, several aspects of the electrical double layer (EDL) are explained
in section 2.1. Second, the electrokinetics that are involved with this thesis are described in
section 2.2. In section 2.3, analytical models and experimental and computational meth-
ods that are commonly used to characterize and measure the EDL are explained. Finally,
the state of the art is illustrated in section 2.4.

2.1. The Electrical Double Layer
A closer look at the electrical double layer is needed to explain the macroscopic properties
of the system. This section describes the models used for interpretation of the EDL, charge
inversion (CI), the properties of amorphous silica and the description of different ions in
the solution.

2.1.1. Interpretation of the EDL
The most basic description of the electrical double layer defines two charged layers parallel
to the surface. The first layer coincides with the surface, containing the bare surface charge
and the ions that are chemically adsorbed onto the surface. The second layer contains the
other ions that are adsorbed in the liquid due to Coulombic interactions. The net charge of
the electrical double layer is zero: the two layers compensate for each other.

There are different models that interpret the EDL further. An example is the Gouy-
Chapman-Stern-Grahame (GCSG) model. It defines a Stern layer and the diffuse layer. In
the Stern layer, it is assumed that the ions are immobile due to their adsorption on the
surface. Within the Stern layer, the inner Helmholtz plane (IHP) and the outer Helmholtz
plane (OHP) are defined. The IHP coincides with the nuclei of the ions adsorbed directly
to the surface, whereas the OHP coincides with the center of the ions adsorbed with a wa-
ter molecule between the wall and the ion. The second layer is the diffuse layer, whose
width scales linearly with the Debye length λd [23]. The Debye length is defined as the
length at which it is assumed that ions do not interact anymore. λd scales with the inverse
of the salt concentration, so the higher the concentration, the more narrow the EDL. The
wall interface, Stern layer and the diffuse layer form the EDL together. The middle of the
channel is called the bulk. This GCSG-model or similar descriptions are at the base of the

7
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conventional analytical models to describe the EDL. Figure 2.4 shows a schematic of the
GSGC-model.

2.1.2. Charge Inversion
This section describes charge inversion by means of the screening function. The screening
function describes to what extent the surface charge is compensated for by the interfacial
ions in the EDL. Equation 2.1 shows its definition.

Γ(z) =σ0 +
∫ z

mi n(z)

∑
i
ρn,i (z)Zi d z (2.1)

σ0 represents the bare surface charge, z is the distance to the wall and ρn,i and Zi are
the number density and valency per ion species. In figure 2.1, the blue line represents what
the screening function classically should look like for a negatively charged surface. The
line starts at a negative value, which is the bare surface charge. Throughout the EDL a
decrease in absolute charge is visible, due to the excess of counterions, until the net charge
ultimately becomes zero in the bulk.

Figure 2.1: The screening function. The blue line depicts regular screening of a surface, the red line shows
charge inversion, also called overscreening.

The ionic strength (I) of an electrolyte influences the screening in the EDL. The ionic
strength is described in equation 2.2. It is a combination of the valency (Zi ) of the ions
present and their concentration (ci ).

I = 0.5
∑

i
ci Z 2

i (2.2)

For electrolytes with a high ionic strength, the situation might deviate from the blue
line in figure 2.1. The interfacial ions can overcompensate for the bare surface charge. This
phenomenon is called charge inversion, or overscreening. It is represented by the red line
in figure 2.1.

2.1.3. The Solid Part of the EDL: Amorphous Silica
This thesis will use an amorphous silica interface. This section explains what amorphous
silica is, and which properties influence the adsorption behaviour.



2.1. The Electrical Double Layer 9

Structural properties of amorphous silica
Amorphous silica consists of a random network of silicon dioxide (SiO2). Each silicon atom
is bonded to four oxygen atoms and each oxygen atom is bonded to two silicon atoms.
At the surface, not every oxygen atom has two silicon neighbours. These dangling oxygen
atoms form a bond with a hydrogen atom instead, forming silanol groups (SiOH). They are
also called surface groups.

Due to the patternless structure of the silica, the surface groups may vary in height. It
can vary up to multiple nanometers, which is in the same order of magnitude as the De-
bye length for higher concentrations [24]. Consequently, it is not possible to define a clear,
straight IHP or OHP through the center of the ions [25]. This is visualised in figure 2.2.
Therefore, the commonly used GSCG-model of the EDL is not accurate for amorphous sil-
ica, whereas for other surfaces that are less rough and unstructured, for example smectite,
the different planes can indeed be distinguished [19, 26].
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Figure 2.2: A visualisation of how the surface roughness prevents the IHP to be defined in straight planes, as
is done in the GSGC-model.

Deprotonation and protonation
The silanol groups can protonate or deprotonate according to reaction 2.3 and 2.4 respec-
tively. It has been shown that protonation (equation 2.3) of the silicon surface groups does
not occur in the normal pH-range (3-9) of experiments [27], which explains why the bare
surface charge of silica in this work is negative.

≡ SiOH +H+ ⇔≡ SiOH+
2 (2.3)

≡ SiOH ⇔≡ SiO−+H+ (2.4)

Deprotonation of the silica surface shifts more to the right-hand side of equation 2.4
for an increasing pH-value [17, 28]. This results in an increasingly negative surface charge,
as can be seen in figure 2.3. Similarly, the surface charge decreases for an increasing ionic
concentration [17, 29].

2.1.4. The Liquid Part of the EDL: Classification of Ions
The ions in the electrolyte can be classified according to their adsorption behaviour. In
this work, four different types are distinguished: Inner Sphere Surface Complexes (ISSC),
Outer Sphere Surface Complexes (OSSC), Diffuse Species (DS) and Free Ions (FI). They can
be seen in figure 2.4.
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Figure 2.3: The surface charge decreases for increasing pH and increasing ionic concentration. Taken from
Szymanek et al. [17].

ISSC’s are directly connected to the surface and thus have a disrupted hydration shell
and OSSC’s are separated from the wall by one water molecule. ISSC and OSSC species are
considered to be practically immobile. The diffuse species are still loosely associated to the
wall, so they do not exhibit bulk flow behaviour. The free ions are not influenced by the
wall.

A typical EDL model such as the GCSG-model assumes that all ISSC’s lay within the
inner Helmholtz plane, all OSSC’s lay within the outer Helmholtz plane, all DS’s lay in the
diffuse layer and are free ions are in the bulk. In section 2.1.3, it is explained that this is not
accurate for amorphous surfaces.

2.2. Electrokinetics
This work will investigate the electrokinetic properties of a system with electroosmotic flow.
This section first describes the three most relevant electrokinetic phenomena for this the-
sis. Then, flow reversal (FR) is explained.

2.2.1. Electrokinetic Phenomena
Transport of fluid and charged particles in the fluid through a nanochannel can be realised
by applying a gradient, for example, a pressure difference, a temperature difference or an
electric field. The origin of electrokinetic effects lies in the coupling between fluid motion
and the motion of charged particles. This section describes streaming currents, electroos-
motic flow and electrophoresis. Streaming currents are driven by pressure and the latter
two by an electric field. The impact of the EDL on these three electrokinetic phenomena is
very similar, which makes research into one of the phenomena also applicable to the other
two.
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Figure 2.4: On the top: classification of ions into ISSC (Inner Sphere Surface Complex), OSSC (Outer Sphere
Surface Complex), DS (Diffuse Species) and FI (Free Ions). On the bottom: the layers that define the system
according to the GCSC-model.

Streaming currents
If a pressure difference is applied to a confined electrolyte, the fluid will move as a Poiseuille
(parabolic) flow, dragging the ions along in the same direction. Because of the imbalance
of cations and anions in the EDL on the static solid surface, a current is generated along
the channel. This is visualised in figure 2.5. The generated current is called the streaming
current (Istr ).

A positive streaming current means that there is an abundance of positive ions in the
mobile part of the EDL. If charge inversion occurs, the adsorbed (immobile) positive ions
overcompensate the surface charge, resulting in an abundance of negative ions moving
through the EDL. This results in a negative streaming current. The streaming current per
unit of applied pressure is called the streaming conductance (Sstr ).

Figure 2.5: A schematic overview of streaming current.
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Electroosmosis

If an electric field is applied to a confined electrolyte, the charged ions will move, and the
water will be dragged along. The net charge in the bulk is zero, as the anions and the cations
compensate for each other. The direction of this flow in the channel is therefore entirely
determined by the EDL.

Figure 2.6: A schematic overview of electroosmotic flow.

For a negatively charged surface, the EDL generally contains more cations than anions.
This means that the net flow is expected to move in the positive direction. This results in a
plug flow velocity profile, which is constant in the bulk. The flow in the bulk is called the
electroosmotic flow (EOF). Concluding, the EOF is independent of the channel width and
is entirely determined by what happens in the EDL. A schematic of the system, the EDL and
the velocity profile can be seen in figure 2.6.

Electrophoresis

If solid colloids are submerged into an aqueous ionic solution, the colloid surface will be-
come charged and an EDL is formed. If an electric field is applied to such a system, the
colloids will move depending on their surface charge and the screening by the EDL. The
movement of the colloids is called electrophoretic mobility. Electrophoresis and electroos-
mosis are thus similar phenomena, but electrophoresis has a moving solid (colloids) and
electroosmosis has a static solid (the wall).

2.2.2. Flow Reversal
Generally speaking, there is an abundance of counterions present in the EDL. The velocity
profile that one would consequently expect for EOF (in a system with a negatively charged
surface) has the shape of a plug flow as shown by the blue line in figure 2.7.
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Figure 2.7: The velocity profile for EOF in a channel with a negatively charged surface. The blue line shows a
regular plug flow profile, the red line shows flow reversal and the orange line shows a flow reversal tendency.

However, if the cations are strongly attracted to the wall, for example when CI occurs,
they become partially immobilized. If they are immobilized to such an extent that the co-
ions dominate the flow in the EDL, the flow direction of the fluid in the bulk reverses. This
is called flow reversal (FR), represented by the red line in figure 2.7. The orange line shows
a tendency towards FR. In electrophoresis, a similar phenomenon to FR can happen: If
the counterions on the colloids become dominant to their mobility, the electrophoretic
mobility flips sign.

2.3. Methods to Investigate the Electrical Double Layer
Various methods exist to investigate and represent the EDL. Generally, three large cate-
gories of methods are distinguished: analytical models, experiments and computational
models. This section will discuss the relevant methods for investigating the EDL and its
electrokinetic properties.

2.3.1. Analytical Models
This section describes the Poisson-Boltzmann equation, the Navier-Stokes equation and
surface complexation models. These are commonly used analytical models that describe
the structural and electrokinetic properties of the EDL.

The Poisson-Boltzmann equation

The Poisson-Boltzmann (PB) equation is the standard textbook description of the struc-
tural properties of the electrical double layer. The PB-equation and the Navier-Stokes equation
(described in section 2.3.1) also referred to as continuum theory. The PB equation com-
bines the Poisson equation of electrostatics and the Boltzmann distribution from statisti-
cal physics [30]. The diffuse layer can be accurately described by the Poisson-Boltzmann
equation for dilute solutions. In figure 2.8, the shape of the electric potential and the pre-
dicted density profiles obtained by PB can be seen.
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Figure 2.8: The negative and positive charge density profiles and the electric potential along the channel as
predicted by Poisson-Boltzmann. Figure taken from Werkhoven [30].

The Poisson equation as shown in equation 2.10 relates the electric potential φ to the
local charge density ρe . ε is the permittivity of the solvent, e is the electron charge, and zi

and ρi are the valency and number density of the ions.

∆2φ(r) =−ρe (r)

ε
= e

ε

∑
Ziρn,i (r) (2.5)

The Poisson equation is often used by MD studies to relate their obtained structural
profiles to the electric potential [25]. This work will also use the Poisson equation as de-
scribed in section 3.3. To solve the Poisson equation, two boundary conditions are applied.
The first one is a Dirichlet boundary condition for the bulk as described in 2.6. Because the
net charge in the bulk is neutral, the electric potential goes to zero.

φ(bulk) = 0 (2.6)

The second boundary condition is applied at the surface. The surface has a set surface
charge, which can be described using Gauss’ law of electrostatics as shown in equation 2.7.
Here, zσ is the sign of the surface charge and σ is the surface charge density. Because it
describes the derivative of the electric potential, this is a Neumann boundary condition.

∇φ(r = w all ) =−zσeσ0

ε
(2.7)

The nonlinear Poisson-Boltzmann equation is a combination of equation 2.10 and the
Boltzmann distribution depicted by equation 2.8. The Boltzmann distribution is a proba-
bility density function describing the density profile of particles. It provides a second re-
lation between the electric potential and the density profile. ρb,i is the density in the bulk
for ion type i , T is the temperature which is assumed to be a system constant, and kb is the
Boltzmann constant.

ρi (r) = ρb,i e
−zi

e
kb T φ(r)

(2.8)

Within the PB-equation, many simplifications are made. For example, the ions are con-
sidered as point charges and the surface is considered as a flat surface where the charge
is uniformly distributed. These simplifications lead to the inability of the PB-equation to
predict charge inversion, which will be discussed in 2.4. Several theories have been put
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forward trying to refine the PB-model. Strongly Correlated Liquid theory (SCL) for exam-
ple, is an adaptation of the Poisson-Boltzmann equation which assumes that the interac-
tion between counterions on the surface is stronger than what is predicted by the Poisson-
Boltzmann equation. According to SCL theory, the interfacial ions can form a strongly cor-
related liquid, which explains charge inversion.

Electrokinetic properties
The velocity profile can be modelled for a one-dimensional, steady state system with Navier-
Stokes’ (NS) equation for conservation of momentum, which is given by equation 2.9. Here,
u is the velocity in the channel, ρ is the charge density, η is the viscosity of the solution, and
E is the applied electric field.

∂2u

∂z2
=−ρe

η
E (2.9)

For experimental methods, it is useful to be able to couple the electric potential to the
electroosmotic flow velocity. The shear plane is defined for that purpose. Remember that
the classical definition of the Stern layer assumes that all adsorbed ions are completely
immobile. Thus, there must be a plane (close to) the OHP where the flow velocity is zero.
This is called the shear plane. The electric potential at the location of the shear plane is
called the zeta potential (ζ).

The Poisson equation (2.10) relates the electrokinetic profileΨ to the local charge den-
sity in the channel. It is also part of the PB-equation. Here, εr is the relative permittivitty of
the solvent and ε0 the vacuum permittivitty .

∇2φ(r) =−ρe (r)

εr ε0
(2.10)

Combining the Poisson equation, the Navier-Stokes equation (2.9) and boundary con-
ditions 2.11 and 2.12, a new relation can be obtained. This is the Helmholtz-Smoluchowski
(HS) equation, shown in equation 2.13.

ψ(zbulk ) = 0 (2.11)

ψ(zshear ) = ζ (2.12)

ueo f =−ε0εr ζ

η
E (2.13)

Surface complexation modelling
Surface Complexation Modelling (SCM) is a different approach that focuses on the forma-
tion of ions into different surface complexes. With this method, it is possible to focus on
the competitive behaviour between ions. SCM cannot predict CI: It is shown that SCM is
accurate for low ionic strength, but for higher ionic strengths it becomes more unreliable
[27, 31, 32].
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2.3.2. Experimental Methods
One of the challenges of experimental methods that probe the properties of the EDL, is that
it is difficult to do measurements on systems with a high concentration (>0.1 M). This has
different reasons for different experimental methods. Because for divalent electrolytes the
critical concentration is high, there is little experimental research that investigates divalent
systems in the CI regime. The most used experimental techniques that are relevant for the
research of confined electrolyte mixtures and their electrokinetic behaviour are discussed
here.

Potentiometric titrations
Potentiometric titrations can be used to determine the bare surface charge density of the
wall that is in contact with an aqueous electrolyte. For a known pH, the total concentration
of available protons can be determined. The free amount of protons is known beforehand.
The number of bound protons can be calculated by subtracting the free amount of protons
from the total proton concentration. This can be used to determine the bare surface charge
density [28]. Potentiometric titration methods are often combined with methods that can
measure the concentration of a certain ion type, from which the adsorption uptake can
be calculated. Several research groups have shown that the ionic strength, pH-value of
the solution and bare surface charge are closely related. They combined potentiometric
titrations with, for example, radiotracer technique [15, 17, 29, 33].

Radiotracer technique
By using radiotracer technique, it is possible to determine the adsorption uptake of a cer-
tain element in the solution if radioactive isotopes are used. By measuring the radioac-
tivity of the isotopes before and after adding them to the system, the total uptake can be
calculated[15, 29]. This can be used to compare the uptake of ions for different ion con-
centrations. Combined with potentiometric titrations the ion adsorption for different pH-
values can be investigated.

Electrokinetic measurements
This group of experimental techniques imposes a condition, such as a pressure difference
or an electric field which leads to transport of ions (current) and fluid. The electrokinetic
phenomena on which they are based were previously described in section 2.2. Additional
information is often obtained by using analytical coupling models such as the Helmholtz-
Smoluchowski theory. Note that these theories rely on a set of assumptions, so caution
should be taken when interpreting the results obtained with these models.

Streaming currents
In streaming current experiments, a pressure difference across a channel is applied, caus-
ing the electrolyte to move with a known flow profile. The imbalance of anions and cations
in the EDL cause a net current, which is measured by electrodes. This is called the stream-
ing current [1]. This experimental method cannot observe flow reversal.

Electrophoresis
In electrophoresis measurements, an electric field is applied to a system containing a free
aqueous electrolyte with solid colloids. The movement of the colloids is determined by the
EDL composition and can be measured, for example by measuring the frequency shift in
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light that is scattered by the moving colloids. The electrophoretic mobilities can then be
used to derive the zeta potential [17, 27, 29].

Other experimental methods
Some other experimental methods give insight into the static properties of the electrical
double layer and the surface and have been widely used. A few examples are atomic force
microscopy (AFM) and methods that use X-rays to investigate the chemical composition of
a sample. However, these methods are less suitable to probe high concentrations and/or
electrolyte mixtures. They are still mentioned here to give insight into how research into the
EDL is often conducted and why available data for electrokinetic mixtures in the CI regime
is limited.

Atomic force microscopy
Atomic force microscopy uses a tip that is connected to a cantilever. The tip moves over
the surface of interest, and the forces between the tip and the surface cause the cantilever
to deflect. This method gives insight on the roughness and adsorption close to the sur-
face with a nanometer resolution [24, 34, 35]. The residence time of ions in the Stern Layer
has also been studied using AFM [36]. AFM is not suitable for high concentrations ( 0.1
M) as a dense electrical double layer leads to screening of the electrostatic forces close to
the surface, so the force felt by the tip is altered [37]. AFM also cannot distinguish different
molecules and ions, which makes it less suitable to investigate electrolyte mixtures. Surface
force apparatus (SFA) is a similar experimental technique.

X-ray photoelectron spectroscopy and other X-ray based methods
X-ray photoelectron spectroscopy (XPS) is a technique often used to determine the quanti-
tative chemical composition of a sample. An X-ray beam is emitted onto the sample, caus-
ing electrons to escape. The electronic excitation is measured, and from that, the chemical
and electronic states of the material can be inferred. XPS can also be combined with other
techniques for depth profiling. It has been used to investigate the depth and composition
of the Stern layer [38, 39]. XPS and other methods that use X-ray beams are not suitable
for high concentrations, as the X-ray beam might not be able to pass through the dense
layers of atoms before reaching the Stern layer. Other methods using X-ray beams are for
example in-situ anomalous X-ray reflectivity (RAXR) and X-ray diffraction. RAXR and X-ray
diffraction can be used to measure the distance of adsorbed ions to the surface, allowing
ions to be classified as ISSC or OSSC [16, 20].

2.3.3. Computational Methods
Experimental techniques can describe the macroscopic properties of a system, but it is
very difficult to get microscopic information. Furthermore, it is challenging to probe both
transport and structural properties at the same time using experimental methods. Molec-
ular dynamic simulations on the other hand, can provide full access to the microscopic
structure and dynamics. This information can ultimately be used to improve the analyti-
cal methods. In this thesis, MD simulations are used. Other computational methods, for
example Monte Carlo simulations, rely on stochastic sampling of a system, which makes it
less suitable to study the dynamic properties of a system. They are not discussed here.



18 2. Theoretical Background

Molecular dynamics simulations

Molecular dynamics (MD) simulations allow the events on an atomistic level to be studied
without having to perform physical experiments. Newton’s second law is time-integrated
providing information on the positions, velocities and forces of each atom at every timestep.
The parameters used to calculate the interatomic forces are defined in a force field. These
force fields are empirically designed to be able to recreate certain macroscopic properties
in a system.

One of the downsides of MD is the computing time. To illustrate: simulating 10 000
atoms for approximately 15 nanoseconds takes a day on 28 CPU’s. This also compromises
the system size that can be studied. System sizes of a few nanometers (1-20nm) are typi-
cal. This also limits the access to low concentrations of aqueous electrolytes as sufficient
ion particles in the system are needed to obtain statistically meaningful data. The con-
centrations that are studied typically have an order of magnitude between 0.1 M and 1.0 M.
This makes it hard to compare to experimental research, as experimental methods typically
measure concentrations of two to three orders of magnitude smaller.

2.4. State of the Art
Research that investigates transport of electrolyte mixtures is limited. However, the elec-
trical double layer properties for multivalent ions, ion competition in static systems and
electrokinetic properties for multivalent solutions have been studied. These studies are
also relevant for this research. This section describes their main findings. For a discussion
of previous literature compared to this work, refer to section 5.3.

2.4.1. Prediction of the Structural Properties of the Electrical Double Layer
Van der Heyden et al. found that charge inversion decreases when monovalent KCl salt
is added to a trivalent CoSepCl3 electrolyte mixture by performing streaming current mea-
surements. Kosmulski [15] has shown that calcium uptake decreases when sodium chloride
is added to the system. This can also explain the decrease in charge inversion assuming that
divalent calcium ions in the EDL get replaced by monovalent sodium ions [16]. However,
the exact mechanism of charge inversion reduction remains a mystery. Ion competition
and charge inversion are both not properly understood and no one-fits-all theory has been
developed yet.

Several studies have attempted to modify the Poisson-Boltzmann Theory to improve
the density profiles calculated [40, 41] such that they exhibit the same charge inversion
as their simulations. However, they often use information from their molecular dynam-
ics study directly as input for the adapted model. It is not possible to directly apply these
adapted theories to other systems.

There are many mechanisms that contribute to adsorption of ions in the electrical dou-
ble layer, many of which are not accounted for in the classical models. This is the reason
that Poisson-Boltzmann Theory fails to predict charge inversion and ion competition. For
example, the PB-theory only accounts for the electrostatic forces between ions and the sur-
face. Szymanek et al. [17] showed that the adsorption behaviour of calcium and potassium
on aluminium and silica surfaces are similar. Since aluminium has a positively charged
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surface and silica has a negatively charged surface, this means that only accounting for
electrostatic forces between the ions and the surface is not sufficient.

Other mechanisms that contribute to adsorption, such as ion specifics and ion-ion cor-
relations, have been researched. If they are properly understood, they can be used to refine
models like the PB-model. The known shortcomings of the Poisson-Boltzmann model are
discussed below to give an idea of what mechanisms and phenomena contribute to charge
inversion and ion competition. Although not every assumption of the PB-model is relevant
to this thesis, it does provide a clear framework in which this research is carried out.

Discrete surface charge
In the Poisson-Boltzmann model, it is assumed that the surface charge is uniformly dis-
tributed. This results in a decrease of the ISSC formation that is predicted, while ISSC’s
formation contributes strongly to CI [18, 42, 43]. Figure 2.9 visualises how a discrete sur-
face charge can increase overscreening.

Figure 2.9: A visualisation of how discrete surface charge can lead to charge inversion. On the left: uni-
formly distributed surface charge, which is exactly screened by the counterions. On the right: discrete surface
charges, which can cause overscreening.

.

Roughness of the surface
The roughness of the surface is not accounted for in the classical models. If the roughness
of the surface is comparable to the width of the Stern Layer, the classical description of
the EDL in planes is not valid anymore. Siboulet et al. [25] have shown this in a MD study
electrolyte confined by amorphous silica. The roughness of the surface influences the ac-
cessibility of adsorption spots, which is visible in figure 2.10.

Ion specifics: size and hydration strength
If ion competition is present, then ion specific information becomes more important to
account for. In the Poisson-Boltzmann model, the valency of the ions is the only ion specific
characteristic that is taken into account. This would mean that higher valency ions are
more likely to adsorb than lower valency ions. However, research has shown that other ion
specific properties might be dominantly contributing to competitive adsorption.

For example, there might be spots on the surface that cannot be accessed due to the
size of the ion [44]. Döpke et al. [18] showed that the hydration strength also plays a role
in this steric hindrance: although divalent calcium ions experienced a higher electrostatic
attraction from the surface, they also have a higher hydration strength due to their valency.
Therefore, the water molecules can also form a steric hindrance, preventing the divalent
ion to adsorb [20]. This is especially important for rough surfaces like amorphous silica.
Hydration strength and ion size are different per ion species.
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Figure 2.10: A visualisation of how surface roughness and ion specifics can contribute to ion competition. On
the left, an example of adsorption on a flat surface. On the right, the bigger ion cannot access some of the
spots on the amorphous surface. Note that the effect of hydration strength is not included.

Ion-ion correlations
The ions in the liquid also experience (electrostatic) interactions with each other. Strongly
correlated liquid (SCL) theory is an adaptation of the Poisson-Boltzmann model which ac-
counts for counterion-counterion correlations. Counterions are the ions that are oppo-
sitely charged to the surface charge. SCL states that for some systems it is energetically
favourable to form a layer close to the wall with a higher counterion concentration than
predicted by the PB-model [45, 46]. Van Der Heyden et al. [1] showed that SCL was appli-
cable for his system with trivalent ions.

Co-ion - counterion interactions can also affect adsorption on the interface. Bjerrum
pairing for example, occurs when a co-ion and a counterion form a complex together. This
complex has its own valency and shape, which results in different adsorption behaviour
than for the counterion alone. It is also possible that this increases the amount of anions
in the EDL, which might increase flow reversal. Both Bourg and Sposito [19] and Lorenz
and Travesset [47] have indicated in their MD studies that the pairing of mainly divalent
(calcium) cations to chloride anions occurs in the EDL. Szymanek et al. [17] and Brugman
et al. [20] combined their experimental findings with a surface complexation model. They
both concluded that co-anion adsorption has to be accounted for in the SCM to make it fit
onto their experimental data.

It depends on the surface type, ionic strength and ions present, to which extent co-
ion - counterion and counterion - counterion are contributing to the structure of the EDL
[43, 45].

Dielectric constant close to the wall
The dielectric constant is also called the relative permittivity. It is a measure of the polariz-
ability of the solvent. Polarisation is related to the reorientation of molecules. This affects
the interactions between particles. If a solvent has a high dielectric constant, the interac-
tion between particles is less compared to a solvent with a low dielectric constant.

In the PB-model, the dielectric constant is assumed to be constant throughout the
channel. However, it has been shown that the dielectric constant decreases close to the
wall [48]. This affects the ion adsorption behaviour.

2.4.2. Prediction of the Electrokinetic Properties
There is little information about the electrokinetic behaviour of mixtures in the flow rever-
sal regime. The study by Van Der Heyden et al. [1] suggests that charge inversion and pre-
sumably flow reversal can be suppressed by adding monovalent ions to a multivalent solu-
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tion, although they did not directly measure the flow behaviour as the fluid motion is im-
posed by a pressure difference in the streaming current experiment. It is shown that charge
inversion can be related to decreased mobility of the counterions in the EDL and thus an
increased contribution of mobile co-ions, which contributes to flow reversal [22, 40]. Al-
though it is clear that charge inversion and flow reversal are related, it is not exactly known
how. There are examples of systems where charge inversion occurs, but flow reversal does
not [49]. A clear explanation on which phenomena cause this is lacking and consequently
there is no model that correctly describes the electrokinetic properties of a system that ex-
hibits flow reversal.

Nonetheless, the findings by Van der Heyden et al. can be supported by an experimental
electrophoresis study by Semenov et al. [12]. They researched the electrokinetic mobility
of latex colloids in different solutions up to 1 M. The colloids have a negatively charged
surface on which an electrical double layer forms. The size of the colloids is substantially
larger than the EDL width, so the system can be considered as a flat, negatively charged
surface that is in contact with an electrolyte. For increasing ionic strength, a mobility de-
crease of the colloid was observed and for the trivalent electrolyte, mobility reversal was
found. However, for a mixture of trivalent lanthaan(III)chloride (LaCl3) and monovalent
potassium chloride (KCl), the mobility reversal decreased compared to a single LiCl3 elec-
trolyte. A study by Wang et al. [13] also found a mobility reversal reduction when ions of
a lesser valency were added to a multivalent solution for DNA colloids. This shows that CI
reduction and FR suppression are not unique to amorphous silica.

It is important to know that Semenov et al. [12] and Wang et al. [13] also found enhance-
ment of mobility towards reversal when monovalent ions were added to a multivalent solu-
tion with a low concentration (below the critical concentration), although mobility reversal
and supposedly charge inversion do not occur in these situations. Therefore, to find the CI
reduction and FR suppression phenomenon, the initial multivalent concentration should
be high. For lower concentrations, the electrostatic interactions between ions and the sur-
face increase the screening of the surface, and ion-ion correlations play a smaller role be-
cause the ions are further apart on the surface.

SCL theory has been used to predict CI in trivalent solutions [1, 12, 14], taking into ac-
count ion-ion correlations. However, for divalent solutions this was not possible. This in-
dicates that the mechanisms driving ion adsorption in trivalent mixtures in the CI regime
are different from the mechanisms causing CI in divalent mixtures. This could also lead to
different ion competition in mono-trivalent and mono-divalent mixtures. When our work
is compared to the work studying mono-trivalent mixtures, this should be kept in mind.

There are no experimental studies that found CI reduction and FR suppression for mix-
tures of divalent-monovalent electrolytes, due to the inability of many experimental re-
search methods to probe high ionic strengths. However, divalent-monovalent mixtures
have been investigated. Thanh et al. [50] determined the zeta potential for mixtures of
monovalent sodium chloride (NaCl) and divalent calcium sulfate (CaSO4) in a system with
a silica-based rock surface. They kept the ionic strength the same while increasing the
fraction of calcium sulfate, so the total concentration goes up. The absolute zeta potential
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decreased when the proportion of divalent ions increased in the mixture. This means that
the flow reversal tendency enhances, which opposes the findings by Van der Heyden et al..
Szymanek et al. [17] did a similar experiment in which they found FR enhancement when
calcium chloride was added to potassium chloride. Szymanek et al. and Thanh et al. both
varied the multivalent concentration, instead of the monovalent concentration. On top of
that, they did not probe in the regime of charge inversion and flow reversal. This makes it
difficult to test their work against our hypothesis.

The trend of increasing flow reversal for increasing ionic strength reappears in an MD
study by Prakash et al. [51]. This study considers the electroosmotic flow properties for
mixtures of MgCl2 and NaCl and CaCl2 and NaCl for higher concentrations ( 0.1M). It was
shown that the addition of divalent electrolyte to monovalent electrolyte leads to an in-
crease in flow reversal and charge inversion. Unfortunately, the monovalent electrolyte in
this study was also not varied against a set divalent concentration. Again, the importance
of carefully selecting the concentrations that will be simulated in this work is accentuated.

There are a few factors that hamper the prediction of the velocity profiles along the
channel using continuum theory. First of all, the Navier-Stokes equation (equation 2.9) re-
quires the density profile as an input. As discussed in section 2.4.1, predicting an accurate
density profile is complicated due to multiple mechanisms and properties that aren’t fully
understood yet. Other factors that complicate predicting the electrokinetic properties in-
clude assumption of a constant viscosity along the channel and a difficulty in predicting
the location of the shear plane, which is needed as input to solve equation 2.9. These three
factors are discussed below.

Structural properties as input
Van Der Heyden et al. [1] used SCL theory to predict charge inversion. This was success-
ful for trivalent solutions, but not for trivalent-monovalent mixtures. Semenov et al. [12]
confirmed that ion-ion correlations have a more dominant contribution to mobility rever-
sal than discretized surface charge. They also concluded that ion specific effects should be
accounted for to capture mobility reversal suppression when monovalent ions are added
to the solution. Furthermore, Celebi et al. [49] and López-García et al. [52] have shown
that including size-effects can lead to an improvement in the prediction of electrokinetic
properties.

Viscosity enhancement
Continuum theory assumes the viscosity along the channel to be constant. However, if
ions adsorb at the interface, this enhances the viscosity in the Stern layer. Hartkamp et al.
[40] showed that the prediction of the electrokinetic properties improve if this viscosity
enhancement is included in equation 2.9.

No shear plane
The zeta-potential is the electric potential at the shear plane. In continuum theory, the
shear plane is defined as the position where the velocity profile is zero. According to the
classical models, the shear plane is located between the Stern layer and the diffuse layer.
It also has been suggested that for amorphous silica, a stagnant diffuse layer exists which
would move the location of the shear plane and thus alter the zeta potential [53]. Experi-
mentally finding the location of the shear plane remains difficult [38, 54, 55]. MD research
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even shows that a clear distinction between a stagnant and mobile layer is nonexistent,
so no shear plane can be defined at all [25]. This implicates that the interpretation of ex-
perimental data of the zeta potential should be carefully considered. It also complicates
comparison between data from molecular dynamics and experimental data[56].





3
Methodology

This section describes the methodology used to obtain the results in this thesis. Common
elements of Molecular Dynamics (MD) are discussed in Section 3.1. The specific simulation
setup is explained in Section 3.2. Section 3.3 describes the post-processing methods that
are used.

3.1. Molecular Dynamics
This section explains the basic principles of MD Simulations, starting with how Newton’s
second law of motion is solved. Afterwards, the interactions between particles are de-
scribed and periodic boundary conditions and minimum image convention are explained.

3.1.1. Solving Newton’s Second Law of Motion
In molecular dynamics simulations, Newton’s second law of motion as shown in equation
3.1 is numerically solved. In this thesis, we use the Velocity Verlet algorithm to solve the
equations of motion to obtain the new position, velocity and force vectors for each particle.
The new position r for each particle i after one time step can be calculated using the current
position, velocity and force according to equation 3.2. The new force is derived from the
total potential energy between particles as described by equation 3.3. The potential energy
U exists of the interaction energy between particle i and the other particles in the system
as described in Section 3.1.2. The new velocity u is calculated by using the current and the
new force following equation 3.4.

F = m
du

d t
(3.1)

ri (t +∆t ) = ri (t )+ui (t )∆t + 1

2mi
Fi (t )(∆t )2 (3.2)

F(t +∆t ) =−∇U · r(t +∆t ) (3.3)

ui (t +∆t ) = ui (t )+ Fi (t )+Fi (t +∆t )

2mi
∆t (3.4)
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3.1.2. Interactions between Particles
The interaction energy between particles consists of bonded and non-bonded interactions
as described by equation 3.5. The non-bonded interactions can be decomposed into the
Lennard-Jones (LJ) interactions and the electrostatic interactions, depicted by the first two
lines in equation 3.5. The bonded interactions are the harmonic interactions for bonds
and angles as shown in the last line of equation 3.5. Note that the non-bonded interactions
are not calculated for 1,2 and 1,3 ion pairs. This means that directly bonded pairs in for
example silica (Si-O) or indirectly bonded pairs with one atom in between (Si-O-Si) are not
considered. The individual terms of equation 3.5 are discussed in this section.

U = ∑
i j ,nonbonded1,2and1,3excl

4εi j

[(
σi j

ri j

)12

−
(
σi j

ri j

)6]
(Lennar d−Jones)

+

1

4πε0

∑
i j ,bonded1,2and1,3excl

qi q j

ri j (El ectr ost ati c)

+

∑
i j ,nonbonded

K 1(r-r0)2
(Bond s) +

∑
i j k,bonded K 2(θ−θ0)(Ang les)

(3.5)

Lennard-Jones Potential
The LJ potential (first line in equation 3.5) describes the Van der Waals attraction (6 term)
and Pauli repulsion (12 term) as a function of distance r between two particles as shown in
figure 1.1. The repulsive part originates from overlapping electron clouds as two particles
move closer to each other. σi j is the Lennard-Jones diameter, which is the finite distance
where the potential between atoms is zero, so at ri j /σi j is 1 in figure 3.1. εi j is the en-
ergy parameter, which is the depth of the potential energy well. Because the LJ potential
approaches zero fast, a cut-off distance is often introduced to decrease computation time.

Figure 3.1: The Lennard-Jones potential, including the parameters σi j and εi j .

Electrostatic Potential
Equally charged particles experience a repulsive electrostatic force, whereas oppositely
charged particles experience an attractive electrostatic force towards each other. This is
described by the electrostatic potential between the two particles i and j as seen in the
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second term of equation 3.5. The particles are considered to be point charges with charge
q at a distance r . ε0 is the dielectric permittivity of a vacuum.

Bonds and Angles
Bonds stretching and angle bending can be described by a harmonic potential as depicted
by the last two terms in equation 3.5 respectively. K is the spring stiffness and θ the angles
between the bonded particles.

3.1.3. Periodic Boundary Conditions and Minimum Image Convention
Due to the limited size of MD simulations, periodic boundary conditions (PBC) are usually
applied. The simulation box with particles and their velocities is copied in all directions
as shown by the 2D schematic in figure 3.2. If a particle leaves the box on top, a copy will
enter the box on the bottom. Along with PBC’s, minimum image convention is often used.
This means that particles only interact with the nearest copy of another particle, as shown
in figure 3.2.

Figure 3.2: The periodic boundary condition visualized, including minimal image convention.

3.2. Simulation Setup
Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) software is used to
run the molecular dynamics simulations. This section contains all information needed to
run the simulations carried out in this thesis. First, the topology of the system is described.
Secondly, the force fields used are explained. Finally, the initialization and production pro-
cess and all relevant parameters are given.

3.2.1. Topology
The simulation box has a size of 35 by 35 by 107 Ångstrom. It consists of two silica walls,
with a channel in the middle that consists of water molecules and ions. The initial config-
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uration for one of the simulations carried out in this experiment is shown in figure 3.3.

Figure 3.3: The simulation box with the silica confinement and water molecules and calcium, chloride and
sodium ions.

The water molecules are added to the system in an orderly manner with a target density
of 1 g/L. Nonetheless, due to the amorphous structure of the surface and resulting ambigu-
ity of available volume for the fluid, the density was further adjusted during initialization
as described in section 3.2.3.

Van Der Heyden et al. have found that 0.4 mole/L (M) is the critical concentration for
calcium chloride [1]. Therefore, 4 systems were created with a fixed CaCl2 bulk concen-
tration of 0.4 M and a varying NaCl bulk concentration from 0 to 0.7 M as shown in table
3.1 and visualized in figure 3.4. The bulk is defined as the region in which the velocity is
constant, which in our case is a region of 3 nm in the middle of the channel. Note that due
to finite size affects the number of calcium ions was lowered at increasing NaCl concen-
tration to keep the bulk concentration of CaCl2 constant. This was found to be necessary
since fewer calcium ions adsorb at increasing NaCl concentration which would otherwise
lead to an increase in CaCl2 concentration.
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Table 3.1: The number of ions in the system per concentration.

Name Ca Na Cl Ca [M] Na [M] Cl [M]
0.0M NaCl 24 0 32 0.405 0.00 0.836
0.2M NaCl 22 14 42 0.421 0.249 1.11
0.5M NaCl 20 26 50 0.403 0.480 1.30
0.7M NaCl 18 38 58 0.396 0.716 1.51
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Figure 3.4: The final concentration of each simulation after initialization.

The same silica channel is used as the one created by Döpke et al. in both of his studies
from 2019 and 2021 [18, 57]. In short, an amorphous silica block is created and split in two
while making sure that the bulk silica density and the surface silanol density are similar to
experimentally confirmed values. The silica blocks are then moved apart to a distance of 6
nm, forming a confinement.

Figure 3.5 shows the number of deprotonated sites needed per wall to obtain a real-
istic bare surface charge density for this system size at a pH-value of 7.5. For a calcium
chloride concentration of 0.4 M, 8 deprotonation sites are needed. Figure 3.5 contains the
experimentally found bare surface charges for single electrolytes only. It is unknown what
the bare surface charge exactly should be for mixtures. Roughly interpolating between 0.4
M CaCl2 and 0 to 0.7 M NaCl results in a deprotonation number of 7 or 8. To investigate
the effect of the concentration and surface on the simulations, the deprotonation number
preferably is the same for each concentration. This leads to a choice of eight deprotonation
sites per wall, resulting in a bare surface charge density of -104.5 mC/m2.

To generate the deprotonation configuration, a million random combinations of possi-
ble deprotonated silica groups are generated. The configuration that has the largest average
distance between the deprotonated sites is chosen.

3.2.2. Force Fields
The parameters (εi j , σi j , mass and charge) used to calculate the interatomic potentials
are stored in a forcefield. This thesis uses the Interface Force Field (IFF) for silica [58] and
Madrid-2019 for the ions [59], which also includes the TIP4P/2005 water model. The pa-
rameters can be found in appendix A.
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Figure 3.5: The amount of deprotonated sites per wall needed to obtain the correct bare surface charge den-
sity at a pH of 7.5. The amount of deprotonated sites is valid for a silica wall of 35 by 35 ångstroms. Figure
taken from [57].

While these force fields are originally not developed and optimized for each other, Döpke
and Hartkamp [57] have shown that scaling the interaction between the oxygen atoms of
silica and the ions improves the adsorption properties for a system of calcium chloride.
Therefore, the same scaling between silica oxygens and ions is used. The scaling is shown
in equation 3.6, where the scaling factor f for calcium is 0.9. For chloride and sodium, a
scaling factor of 1.0 is used. A can denote σ or ε, X is either Ca2+ or Na+.

AXO I F F = ALB
X−OI F F

[(
AX−Ow ater

ALB
X−Ow ater

−1

)
f +1

]
(3.6)

The cutoff distance used to calculate both Lennard-Jones and Coulombic interactions is
12 Å. For the long-range electrostatic interactions, a particle-particle particle-mesh solver
was used with an accuracy of 10−4.

3.2.3. Simulation Parameters
For each concentration in table 3.1, three independent simulations were performed with
different starting conditions and deprotonation configurations. Each simulation consists
of an initialization run of 45 nanoseconds and a production run of 25 nanoseconds. Through-
out the complete simulation, the angles and bonds within silica and water molecules were
fixed using the SHAKE algorithm with an accuracy of 10−4. A periodic boundary condition
was applied in all directions. The PBC in z-direction is combined with a vacuum boundary
condition as described by Yeh and Berkovitz [60]. Next to the silica walls, a vacuum that
is three times the simulation box size is introduced. This prevents long-range electrostatic
interactions between the simulation box duplicates in z-direction.

Initialization
During the initialization, the complete system was in a canonical ensemble (NVT) with a
temperature kept at 298 K via a Nose-Hoover thermostat. The first step during initialization
is to acquire the correct fluid density in the system. This was done by applying a force to the
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outer walls that equals 1 atm. The walls move towards each other until a realistic density
for a pressure of 1 atm is reached, after which they were fixed in space. This was done with
a timestep that increased until it was 2 femtoseconds.

When the electric field was applied, the fluid in the system was in the microcanonical
ensemble (NVE). To keep a constant temperature in the system, the walls were kept con-
nected to a heat bath of 298 K via a Nose-Hoover thermostat. During equilibration, the
electric field was gradually applied to the system. The final strength of the electric field was
0.5 V/nm. An equilibration time of 45 ns was chosen, which is comparable to the equilibra-
tion time by Prakash et al. [51] who had a similar electric field magnitude.

The electric field strength in experimental work and in nanofluidic devices is in the
order of magnitude of V/cm, whereas the electric field strength in our work is 0.5 V/nm.
Such a large electric field strength is needed to obtain a good signal-to-noise ratio for the
electrokinetic properties. For our results to be valid in the experimental regime, it should
be checked that the EOF and the electric field strength scale linearly. This was done by
running one simulation at 0.25 V/nm. Figure 3.6 shows the linearity of the relative velocity
of the ions and figure 3.7 shows that the adsorption behaviour is independent of the electric
field strength. From this, we conclude that the system is running in the linear regime.
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Figure 3.6: The relative ion velocity in the bulk for an electric field of 0.25 V/nm and for 0.5 V/nm. The error
bars are within 68% certainty.
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Figure 3.7: Calcium adsorption for an electric field of 0.25 V/nm and for 0.5 V/nm.
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Production
The production run lasts 25 ns with a time step of 2 fs. From figure 5.6 it was concluded
that this is enough data to represent our sample. Every 2000 fs, or each 2 ps, data from the
simulation is stored.

3.3. Post-Processing
For each concentration three independent simulations were performed with a different
surface configuration on both walls and with a different starting configuration of the ions.
This means there are six datasets (three simulations with two walls) that are averaged to ob-
tain the results. This section describes the post-processing of the data performed to obtain
the results in the next chapter.

Uncertainty
The uncertainty between individual frames for single datapoints is neglected, as this data
is highly correlated. The standard error within 68% certainty between the left wall and right
wall of all three simulations is calculated according to equation 3.7. There are six datasets j
for each datapoint i. This method is followed for all data unless stated otherwise.

er r ori =
√∑6

j=1(x j −xmean j )2

p
6

(3.7)

Position of the wall
The position z of the wall is assumed to coincide with the position at which the water den-
sity has decreased to one sixth’s times the bulk value. Note that in reality, the wall is a rough
surface.

Distance to the nearest wall atom
To distinguish between the different ion types (ISSC, OSSC, DS and FI), the distance d to
the nearest wall atom can be used, instead of the position z normal to the wall.

Screening function
Equation 2.1 is used to obtain the screening profiles as a function of z.

Adsorption over time
The adsorption number of each ion type is determined by calculating the distance between
each ion to the closest wall atom. The distance determines the ion type as described in
table 3.2. The ISSC and OSSC are plotted over time. The average is taken for every 0.2
nanoseconds.

Table 3.2: Ion type determination.

Ion type Distance [Å]
ISSC <3.0
OSSC <5.25
DS <12
FI > 12
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Electroosmotic flow over time
The electroosmotic flow over time is plotted. The electroosmotic flow is calculated by tak-
ing the average velocity in the middle of the channel: between -1.5 nm and 1.5 nm in figure
5.13. The average is taken for each 0.2 nanoseconds. To calculate the error of the mean for
the electroosmotic velocity, equation 3.8 is used. The error bars are omitted for clarity.

er rcombi ned =
∑N

i (σ2
i + (µi −µ)2)

N
(3.8)

Zeta potential
The zeta potential is calculated using equation 2.13. The values in table 3.3 are used. Note
that the temperature is taken as the average along the channel. The viscosity follows from
the temperature and figure 3.8

Table 3.3: Parameters to calculate ζ and the shear plane location.

Ion type Value
T 309.7 K
η 6.65 · 10−4 Pa.s
ε0 8.85 ·10−12 C2/Jm
εr 60
E 0.5 V/nm
σ -104.5 mC/m2

e 1.6021 ·10−19 C

Figure 3.8: The relation between viscosity and temperature. Taken from Markesteijn et al [21].

Shear plane location
To find the location of the theoretical shear plane, first the electric potential is calculated
by solving equation 2.8 with boundary conditions 2.6 and 2.7. This is done by discretiz-
ing Poisson’s equation using the finite differences method. The density profile from the
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MD simulations is used as input. The location of the theoretical shear plane is located at
the intersection between the electric potential and the zeta potential from the Helmholtz-
Smoluchowski equation. The parameters used to solve Poisson’s equation can be found in
table 3.3.

Ion transport diffusion
The ion transport diffusion is calculated using the same method as Döpke and Hartkamp
[18]. For each ion species s and adsorption type a the diffusion can be calculated using
equation 3.9. The ion transport diffusion coefficients are calculated with equation 3.10
where the electric ion mobility is found with equation 3.11. z is the ion valency, ρn the
number density, and v and E are the velocity and electric field strength in x-direction.

Di a =
∫
ρn(z)i aD(z)i ad z∫

ρn(z)i ad z
(3.9)

Di a(z) = µi a(z)kbT

ze
(3.10)

µsa(z) = ui a −uw ater (z)

E
(3.11)



4
Verification

This paragraph contains the verification of the simulations done with solely calcium chlo-
ride. By this mean it is checked whether the simulations and data analysis are performed
correctly. The data is compared to the molecular dynamics work by Döpke and Hartkamp
[57], as the concentration and simulation conditions are the same. The data from our
work contains 3 independent simulations of 25 nanoseconds. The data from Döpke and
Hartkamp contains 2 independent simulations of 100 nanoseconds. For all data, the aver-
age between the left and the right wall is taken as they have a different configuration.

4.1. Structural Properties
The final mass density of the electrolyte in the bulk can be found in table 4.1. It is within
the same range as what other sources have reported.

Table 4.1: The mass density of our simulation compared to other sources.

Mass density [kg/m3] Source
1027.3 ± 3.77 0.0M NaCl
1024 [57]
1031 [61, 62]

The final concentration of calcium along the channel can be found in figure 4.1b. The
molarity in the bulk is the same for both our simulation and the data from Döpke and
Hartkamp, which makes this data suitable for comparison with our simulations. The ad-
sorption in the EDL and consequently the screening function are very similar as seen in
4.1.

35
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(a) The calcium adsorption in the EDL.
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Figure 4.1: Verification of the structural properties.

4.2. Electrokinetic Properties
Figure 4.2 shows the temperature of the channel after application of the electric field and
the equilibration time of 45 ns. A temperature increase in the channel is seen whilst the
walls are kept at a constant temperature of 298 K. The temperature increase will cause a
viscosity decrease [21]. The viscosity in the EDL impacts the EOF velocity in the bulk due
to the shear stresses between mobile and less mobile particles. A temperature increase will
therefore lead to a velocity increase of water. The comparison of the results for each simu-
lation is not affected as the temperature increase is small and the same for each simulated
system.
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Figure 4.2: The temperature and the water density along the channel.

In our simulation, an electric field of 0.5 V/nm was used, whereas Döpke and Hartkamp
used an electric field of 0.2 V/nm. The system from the work of Döpke and Hartkamp does
not have a temperature in the bulk. Figure 4.3 shows the velocity profiles for which the
velocity of our simulations is scaled to match the electric field of the other data. The chlo-
ride velocity is in good correspondence. The calcium velocity of our simulations is slightly
higher. This may be caused by weaker adsorption of cations in the EDL, which can be
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Figure 4.3: Verification of electrokinetic properties.

caused by the temperature increase. The water velocity is also higher, which can be caused
by the viscosity decrease. In section 3.2 it was explained that the linear scaling is still within
acceptable ranges. Figure 4.4 shows the zeta potential, which is in good agreement with
Van Der Heyden et al. [1] and Döpke and Hartkamp [57].
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Figure 4.4: The zeta potential from different sources. Figure adapted from [57].





5
Results and Discussion

This thesis aims to find out if the transport of a calcium chloride (CaCl2) solution can be
controlled by adding sodium chloride (NaCl). Literature shows that adding monovalent
ions to a multivalent solution leads to charge inversion reduction and flow reversal sup-
pression, suggesting that the transport can be controlled. We found that for our concen-
trations, this is not the case. This chapter presents these results and investigates why the
phenomena found in other research do not occur in our work. In section 5.1 the effect of
adding NaCl to CaCl2 on the structure of the EDL is discussed. The impact on the electroki-
netic properties and its relation to the structural properties of the EDL are investigated in
section 5.2 t. Section 5.3 places our findings in the context of previous research on elec-
trokinetic properties of electrolyte mixtures. Finally, a discussion is held about the most
important assumptions and their implications in this thesis in section 5.4.

5.1. Structural Properties
In this section, the structural properties of the EDL for our electrolyte mixtures are pre-
sented. It is shown that charge inversion is not suppressed for the simulated concentra-
tions. The adsorption of different ion species is discussed to explain why the screening
profile does not show this trend.

5.1.1. Screening
The screening profile for all concentrations is shown in figure 5.1. There is no clear dis-
tinction between the charge inversion magnitude for each concentration; the difference is
within uncertainty. This is not in line with the CI reduction that Van Der Heyden et al. [1]
found when KCl was added to a trivalent CoSep solution. There is also no increase in CI,
which could be expected from increasing ionic strength. Increasing CI for increasing ionic
strength is what was found for the work by Bourg and Sposito [19] who studied similar con-
centrations for NaCl and CaCl2 on smectite surfaces.

Another observation is that the increasing slope shifts closer to the wall when more
sodium is added to the electrolyte because sodium adsorbs closer to the wall than cal-
cium. Furthermore, the slope between the peak of the screening function and z=1.6 nm be-
comes steeper for increasing sodium concentration because there is relatively more chlo-
ride present in that region, which will be shown in section 5.1.2

39
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Figure 5.1: The screening profile for all concentrations.
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Figure 5.2: The density profile for each ion species.
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5.1.2. Density profile
Figure 5.2 shows the density profiles for calcium (Ca2+), sodium (Na+) and chloride (Cl–)
ions. It can be observed that Ca2+ adsorption reduces for increasing NaCl concentration.
Especially close to the walls the calcium ions are replaced by sodium ions, which is de-
picted by the difference in width between the blue line and the other lines in figure 5.2a.
Furthermore, sodium ions seem to adsorb closer to the surface as seen in 5.2b. This is also
the cause of the shift of the peak in the screening function towards the surface in figure
5.1. Finally, due to the increase in NaCl concentration, the amount of overall chloride ions
increases as shown in figure 5.2c. Note that the diffuse region of Cl– also becomes more
pronounced with increasing NaCl concentration. This explains why the screening function
goes to zero faster for the higher NaCl concentrations.
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(b) Sodium density.
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Figure 5.3: The density profile for each ion species against d.

To get a better insight into the adsorption of ions as ISSC, OSSC or diffuse species, the
distance to the nearest wall atom for all ions is analysed as shown in figure 5.3. First, the
ISSC and the OSSC adsorption of cations will be discussed separately. The observations
found for individual ions will be related to the total ion density and the charge density
which are found in figure 5.4. Then the observations of the ISSC and OSSC adsorption are
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related to the screening function. Finally, the anions will be discussed.

Figure 5.3a shows that the ISSC formation of Ca2+ reduces by 53% when 0.2 M NaCl is
initially added to the system. The decrease of Ca ISSC between 0.2 M and 0.5 M Na is 15%
and the decrease between 0.5 M and 0.7 M Na+ is 12%. At the same time, the formation
of sodium ISSC increases with a magnitude between 40 to 50% for each concentration in-
crease of sodium as shown in figure 5.3b. For a bulk concentration of 0.4 M CaCl2 and 0.2
M NaCl, twice as much ISSC Na+ is already formed compared to ISSC Ca2+. It is clear that
sodium ions outcompete calcium ions in ISSC formation.

One of the mixtures that Bourg and Sposito [19] studied was similar to our 0.7 M NaCl
and 0.4 M CaCl2 concentration. They studied 0.8 M NaCl and 0.3 M CaCl2 for a smectite
surface in an MD study with a system of similar size. They did not find the tendency of
sodium ions to outcompete calcium ions. This emphasizes the effect that surface type has
on adsorption. Smectite has a smooth and regular surface, whereas amorphous silica has
a considerable surface roughness. This can cause adsorption spots and surface groups to
be sunken into the surface, which leads to sterical hindrance for calcium ions due to their
strong hydration shell [18]. Sodium ions have preferential adsorption on these spots, which
can explain why sodium ions outcompete calcium ions for ISSC formation. Other spots
that are protruded from the surface are easily accessible to calcium. This would explain
why the decrease of calcium ISSC between the different mixtures is smaller than the initial
decrease of 53% when sodium was first added [57].

Another difference between smectite and amorphous silica is that smectite does not
have charged surface groups that are directly in contact with the liquid. Instead, smectite
forms charge layers inside the wall material [63]. This results in little ISSC formation on the
smectite surface, so the electrostatic force between the surface charge and the ions is too
small to disrupt the hydration shell for strongly hydrated ions like calcium. Sodium ions
also form little ISSC on smectite [19, 64]. Therefore, calcium and sodium ions adsorb fur-
ther away from the surface than in our system, which is another reason why surface effects
are not dominant in the study by Bourg and Sposito.
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Figure 5.4: Total density properties against d.
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Figure 5.5: The total charge density for anions and cations.

Looking at figure 5.4a, an increase in the total number density of ISSC formation can
be seen for increasing NaCl. Apparently, a single calcium ion is replaced by more than one
sodium ion. In figure 5.4b the charge density in the ISSC is shown. At first, the charge
density decreases slightly by 12% when NaCl increased from 0.0 M to 0.2 M. This can be
explained by the lower valency of Na+ compared to Ca2+. However, when the NaCl concen-
tration is further increased to 0.5 M and 0.7 M, the charge density increases by 28% and 19%
despite the lower valency of Na+. Note that repellent lateral ion-ion correlations between
cations on the surface are weaker for sodium ions. This might also play a role in the extra
sodium adsorption. The total ion density and total charge density against z can be found
in appendix B.1.

Figure 5.3a and 5.3b show that the absolute amount of Ca2+ OSSC decrease is compara-
ble to the absolute amount of Na+ OSSC increase, between 0.08 and 0.1 nm−3 for each step
of increasing NaCl. This agrees with the total number density of OSSC in figure 5.4a, which
is the same for each concentration. Because Na+ has a lower valency than Ca2+, the total
charge density of OSSC decreases as shown in figure 5.4a. The decrease in OSSC charge
density and the increase in ISSC charge density balance each other, leading to a similar
charge inversion magnitude as was shown in figure 5.1.

Comparing figures 5.5 and 5.4b, it is visible that chloride has a negligible effect on the
discussion above, where it was explained that the ISSC and OSSC’s contribution to the CI
magnitude balance each other. In figure 5.3c it is visible that the amount of chloride in-
creases for increasing concentration.

It was mentioned that Bourg and Sposito [19] found increasing charge inversion for
increasing ionic strength. They suggest that this is caused by the affinity of the smectite
surface for CaCl+ pairs, and the formation of such pairs increases when the ionic strength
increases. We did not find a clear affinity for calcium ions, and obvious pairing between
calcium and chloride did not occur (see appendix B.2). Note that pairing in MD simula-
tions is known to be difficult to predict [19, 65], which can be a reason for the dissimilarity.
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5.2. Electrokinetic Properties
The electroosmotic flow can exhibit flow reversal or a tendency towards FR. Flow reversal
is associated with a positive zeta potential (ζ) for a negatively charged amorphous silica
interface. Van Der Heyden et al. [1] and Semenov et al. [12] have shown that the zeta poten-
tial of the silica interface in contact with multivalent electrolyte decreases towards (more)
negative values when ions of a lower valency are added. This is in line with the findings
for charge inversion reduction in electrolyte mixtures discussed in section 5.1. A tendency
towards FR is found in our work, although FR is not present. The expected suppression of
this tendency towards FR does not occur: the zeta potential for each concentration is the
same within uncertainty. This section discusses the electrokinetic properties over time and
tries to connect them to the adsorption properties.

5.2.1. Electrokinetic properties over time
The electroosmotic flow velocity, which is the velocity in z-direction in the bulk of the chan-
nel, is plotted over time in figure 5.6 for the total duration for which the simulation was
performed. The EOF velocity decreases and increases in speed continuously. The mean
of the velocity fluctuations does not exhibit flow reversal. It is visible that there is no clear
distinction between the magnitude of the electroosmotic flow velocities of each concen-
tration. The last 25 ns of each dataset is used for the production run. More information
about the representativeness of this sample can be found in appendix C.1. The standard
deviation over the datapoints over time decreases from 1.7 m/s for 0M NaCl to 1.4 m/s for
0.7 M NaCl. This is likely to be caused by the smaller amount of ions present for 0.0 M NaCl.
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Figure 5.6: The electroosmotic flow velocity over the total time.

Adsorption over time
When ions desorb, they become more mobile. So if they remain in the EDL, they contribute
more to the flow velocity. Therefore, the adsorption count of the cations decreases when a
cation desorbs, and the velocity in the EDL should become more positive. An inverse cor-
relation between cation adsorption and EOF is thus expected. By plotting the adsorption
against the EOF over time for a single simulation, the direct relation between adsorption
and velocity can be investigated. The results are shown for a single simulation for 0.0 M
and 0.7 M NaCl. The other results can be found in appendix C.2. First, ISSC and OSSC
adsorption for the electrolyte with CaCl2 only from figure 5.7 is discussed. Then the ad-
sorption for 0.7 M NaCl is investigated. The adsorption for 0.7 M NaCl is more complex
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since both Na+ and Ca2+ are present. First, the ISSC and OSSC adsorption is compared
using figure 5.8. Then the difference between Na+ and Ca2+ adsorption is discussed with
figure 5.9. Finally, we try to estimate the contribution of both Na+ and Ca2+ ISSC and OSSC
by looking at figure 5.10.

Figure 5.7 shows the ISSC and OSSC adsorption of Ca2+ over time against the EOF for
the concentration with 0.0 M NaCl and 0.4 M CaCl2. Opposing peaks are present for ISSC
adsorption in figure 5.7a, for example at 61.5, 63.5 and 64.5 nanoseconds. Overall, the ISSC
adsorption and the EOF show an inverse correlation. For OSSC adsorption in figure 5.7b
opposing peaks are also visible. However, at for example 63.5 and 66.5 nanoseconds an op-
posing trend is lacking. Overall, the OSSC adsorption shows less inverse correlation with
the EOF than ISSC adsorption. It is concluded that for this concentration with no NaCl, the
ISSC Ca2+ adsorption is dominant for the EOF for NaCl-CaCl2 mixtures.
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(a) ISSC adsorption and EOF velocity over time.
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(b) OSSC adsorption and EOF velocity over time.

Figure 5.7: Velocity against adsorption type over time for 0.0 M NaCl.
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(a) ISSC adsorption and EOF velocity over time.

60 62 64 66 68 70
Time [ns]

4

6

8

10

12

14

16

Ad
so

rp
tio

n 
nu

m
be

r 
[-]

2

1

0

1

2

3

4

5

Ve
lo

ci
ty

 [m
/s

]

Electroosmotic flow over time for 0.7M NaCl

OSSC adsorption
Velocity

(b) OSSC adsorption and EOF velocity over time.

Figure 5.8: Velocity against adsorption type over time for 0.7 M NaCl.
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(a) Velocity against calcium adsorption over time.
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(b) Velocity against sodium adsorption over time.

Figure 5.9: Velocity against ion species for 0.7 M NaCl.
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(a) Velocity against sodium and calcium ISSC adsorption over time.
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(b) Velocity against sodium and calcium OSSC adsorption over time.

Figure 5.10: Velocity against ion adsorption type per species for 0.7 M NaCl.

Figure 5.8 shows the total ISSC and OSSC adsorption over time for 0.7 M NaCl and 0.4
M CaCl2. Figure 5.8a shows many opposing peaks for ISSC adsorption, although the trend
is not as strong as for 0.0 M NaCl in figure 5.7a. For example, at 60.5 and 63 nanoseconds,
the adsorption peaks do not oppose the EOF peaks. Figure 5.8b shows some opposing
peaks for OSSC adsorption, but there are some regions that do not follow this trend, for
example between 61.5 and 62.5 nanoseconds. Overall, both ISSC and OSSC seem to have a
contribution to the EOF, but it is hard to specify more from this figure.

Figure 5.9 shows the total Na and Ca2+ adsorption as ISSC and OSSC against the EOF.
Overall, the trend of opposing peaks for Ca2+ adsorption in figure 5.9a is more present than
for Na+ in figure 5.9b, so it can be concluded that Ca2+ adsorption is more dominant for the
EOF than Na+. Yet, the trend for Na+ adsorption is not completely lacking.

To get a better insight into the difference between sodium and calcium adsorption, and
the total ISSC and OSSC adsorption, the individual Ca2+ ISSC and Na+ ISSC adsorption
are plotted in 5.10a and the individual Ca2+ OSSC and Na+ OSSC adsorption are plotted
in 5.10b. In figure 5.10a the ISSC adsorption of Na+ shows some inverse correlation to the
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EOF, but it is not as clear as for the Ca2+ ISSC for 0.0 M Na+ in figure 5.7a. The Ca2+ ISSC
adsorption fluctuates less over time and no direct correlation is visible. If we compare the
total ISSC adsorption in 5.8a to the Na+ and Ca2+ ISSC in figure 5.10a, it is clear that Na+

ISSC formation is responsible for the correlation between ISSC adsorption and EOF. Figure
5.10b shows there are some opposing peaks between Na+ OSSC adsorption and the EOF,
but the inverse correlation between Ca2+ OSSC formation and the EOF is more clear. If
we compare the total Ca2+ adsorption in 5.9a to Ca2+ ISSC and OSSC in figure 5.10a, it is
clear that Ca2+ OSSC formation causes the correlation between OSSC adsorption and EOF.
Finally, it is concluded that Ca2+ OSSC adsorption and Na+ ISSC adsorption are the main
driving factors for the EOF profile.

5.2.2. Average electrokinetic properties
This section presents the average electrokinetic properties over the last 25 ns of each con-
centration and tries to relate them to the structural properties of the EDL.

Zeta potential
The zeta potential for each concentration is shown in figure 5.11. Similarly to the lack of a
trend in the screening profile, there is a lack of trend for the zeta potential. All values are
within uncertainty. This is not in line with studies that have found decreasing zeta poten-
tial towards more negative values when ions of a lower valency are added to a multivalent
solution [1, 12], and also not with studies that found increasing zeta potential for increasing
ionic strength [1, 17, 50]. For a discussion on why this could be the case, refer to section 5.3.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Molarity of sodium[M]

20

15

10

5

0

5

 [m
V]

Zeta potentials for 0.4M CaCl2

0.7M NaCl

0.2M NaCl
0.5M NaCl

0.0M NaCl

Figure 5.11: The zeta potential for each concentration.

Ion transport diffusion
The ion transport diffusion is shown in figure 5.12. The diffusion coefficients are in line with
those calculated by Döpke and Hartkamp [57]. The chloride ions have the highest transport
diffusion for each adsorption type. The diffusion coefficient for calcium is smaller than for
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sodium, so the calcium ions move less. This indicates that calcium adsorbs more strongly
than sodium.

The diffusion is similar for all concentrations: any trend that seems to be present is
within the error margins which are larger than the figure [57].
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Figure 5.12: Transport diffusion coefficient for all ion species.

Velocity profile
The velocity profiles of all components for 0.5 M NaCl and 0.4 M CaCl2 are shown in figure
5.13 to illustrate that the water profile is a result of the ion velocities. Figure 5.14 shows
the water velocity along the channel. The trend in bulk concentration is not distinct, as
was shown in the EOF over time in figure 5.6. The peaks in the diffuse layer decrease by
0.7 m/s for both NaCl concentrations of 0.5 M and 0.7 M. Theoretically, the total amount
of adsorbed ISSC, OSSC and DS ions times their transport diffusion coefficient from figure
5.12 would lead to the height of the water velocity peak. For increasing NaCl concentration,
the location at which bulk velocity is reached decreases from 2.3 nm for 0.0 M NaCl to 1.9
nm for 0.7 M NaCl. This directly correlates to the width of the chloride peak in the diffuse
layer as shown in figure 5.15. This is no surprise, as the width of the diffuse layer is known
to decrease with increasing concentration.

− 4 − 2 0 2 4

− 20

− 10

0

10

20

Component velocities for 0.5M NaCl

Water
Cl-ions
Na-ions
Ca-ions

V
el

oc
ity

 [m
/s

]

z[nm]

Figure 5.13: The ion velocity and water velocity for 0.5 M NaCl along the channel.
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Figure 5.14: The velocity profiles of water along the channel for each concentration.
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(a) Velocity against ion density for 0.0 M NaCl.
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(b) Velocity against ion density for 0.7 M NaCl.

Figure 5.15: Velocity and density profiles.

Shear plane location
The shear plane location is dependent on the zeta potential and the ion density close to the
wall. The intersection between the electric potential (calculated with NS-equation) and
the zeta potential (calculated using the HS-equation) lies at the theoretical shear plane
(see appendix D. When the error of the shear plane location is calculated, the contribu-
tion of the error of the density profile is neglected, as it is small in comparison to the er-
ror of the zeta potential. Figure 5.16 shows the theoretical shear plane location for each
concentration. Comparing these locations to the velocity and the ion density in for exam-
ple 5.15a and 5.15b it is clear that these locations can not be related to an obvious Stern
Layer width. This emphasizes the fact that results obtained from analytical models like
Helmholtz-Smoluchowksi (equation 2.13) should be interpreted with caution.
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However, the decreasing trend of shear plane location to the wall is in line with the
findings by Brown et al. [38], who found that Stern Layer thickness decreased for increasing
ionic concentration. In our case, a decrease of Stern Layer width can also be explained by
the replacement of calcium ions by sodium ions, which have a weaker hydration shell and
can move closer to the wall [54]. This is also visible in the screening profile in figure 5.1.
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Figure 5.16: The theoretical shear plane location to the wall for each concentration.

5.3. Results in Context of Existing Literature
Table 5.1 contains information on the studied mixtures by Van Der Heyden et al. [1], Szy-
manek et al. [17], Bourg and Sposito [19], Thanh et al. [50] and this work. For all studies,
except for Bourg and Sposito, amorphous silica was the surface material although different
ions are used. The work by Bourg and Sposito is still included because the same aqueous
ionic mixtures with similar concentrations were studied with MD. The differences between
Bourg and Sposito [19] and our work in structural properties originate from the different
surface material: they used smectite instead of amorphous silica, which leads to different
ISSC and OSSC adsorption than in our systems. This was discussed in 5.1. This section also
includes the values for the experiments by Van der Heyden et al. for a single divalent CaCl2

electrolyte, as it measured the critical concentration for CaCl2. The system concentrations
and values for ζ that were measured are compared, placing our findings in the context of
previous work.

Figure 5.17 shows the ionic strengths of different research. Note that the ionic strengths
of this work and Bourg and Sposito, both using MD simulations, are generally higher than
the experimental work. The divalent system studied by Van der Heyden et al. also ac-
cesses higher ionic strengths, which is a big advantage of streaming current experiments
over other experimental methods.
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Table 5.1: Studies that have researched electrokinetic properties of mixtures. Values for Semenov et al. [12]
were not published.

Source Method Mono Multi Anion Surface
Van Der Heyden et al. [1] SC K+ CoSep Cl– Amorphous silica
Van Der Heyden et al. [1] SC none Ca2+ Cl– Amorphous silica
Szymanek et al. [17] Electrophoresis K+ Ca2+ Cl- Amorphous silica
Thanh et al. [50] Electrophoresis Na+ Ca2+ SO –

4 ,Cl– Amorphous silica
This work MD (Electroosmosis) Na+ Ca2+ Cl– Amorphous silica
Bourg and Sposito [19] MD Na+ Ca2+ Cl– Smectite

Figure 5.17: The ionic strengths of previous research and this work. ’x’ denotes trivalent mixtures, a dot
denotes divalent mixtures. The datapoints can be found in table 5.1. Data taken from [1, 17, 50].

The monovalent concentrations against the multivalent concentrations from literature
are plotted in figure 5.18. There is 1 point for the divalent electrolyte by Van der Heyden et
al. that coincides with our simulations, namely at a CaCl2 concentration of 0.4 M. This is
the point at which Van der Heyden et al. found CI for divalent electrolytes, also indicated
by the red vertical line. The blue vertical line indicates CI for trivalent CoSep electrolyte as
found by Van der Heyden et al. Both our work and the work of Van der Heyden et al. re-
garding mixtures start at a point where CI occurs. This was done on purpose as our research
tried to mimic the trivalent-monovalent mixture but with divalent instead of trivalent elec-
trolyte. Note that the monovalent concentration has to be varied against a set multivalent
concentration, as this was done in all research that found CI reduction and FR suppression
[1, 12–14].

Szymanek et al. and Thanh et al. did not find CI due to the low ionic strengths in their
systems, and instead of varying the multivalent concentration, they vary the monovalent
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Figure 5.18: The concentration of multivalent against monovalent components of previous literature and this
work. ’x’ denotes trivalent mixtures, a dot denotes divalent mixtures. The datapoints can be found in table
5.1. Data taken from [1, 17, 50].

Figure 5.19: The zeta potential for different mixtures from previous literature and this work. ’x’ denotes triva-
lent mixtures, a dot denotes divalent mixtures. Flow reversal occurs for positive values above the line at ζ=0.
The datapoints can be found in table 5.1. Data taken from [1, 17, 50]
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concentration. Consequently, ζ becomes less negative, so the tendency towards FR in-
creases. This is visualised in figure 5.19, which shows all zeta potentials for the data points
from figure 5.18. A reason for the increase of tendency towards FR could be that Szymanek
et al. and Thanh et al. probe concentrations which are far below the flow reversal regime,
so electrostatic interactions between the surface and the ions are more dominant than for
example ion-ion correlations, causing the expected increase in surface screening.

The data of Van der Heyden et al. shows that the zeta potential first moves away from
FR, after which it moves towards FR again. ζ for point 8 is comparable to point 1 and 2 for
the lowest multivalent concentration. This can also be directly seen from figure 5.20. Two
regimes can be distinguished: one that shows CI reduction when monovalent ions are ini-
tially added, and one that shows CI enhancement when more monovalent ions are added.

Figure 5.20: The streaming conductance that Van Der Heyden et al. [1] found for mixtures of CoSepCl3 and
KCl. Figure adapted from [1].

For our work, ζ for all 4 concentrations is comparable. This makes it difficult to con-
clude anything on which mechanisms cause the CI decrease and FR suppression. How-
ever, it is possible that the reason the points are comparable is in line with why for example
points 1,2,3 and 8 for Van der Heyden’s lowest starting concentration are similar to each
other.

It can be hypothesised that the increasing FR tendency between, for example, point 6
and 8 for the mixtures in the work by Van der Heyden et al, originates from ion competition
for ISSC adsorption. In line with our work, multiple sodium ions would then replace single
calcium ions. The suppression of FR for smaller additions of monovalent ions (the other
regime) would mean that single multivalent ions are replaced by single monovalent ions,
also as ISSC, decreasing the CI magnitude. Unfortunately, it is hard to conclude whether
this hypothesis is correct because suppression of FR was not replicated by our work. It is
also unknown what the exact mechanisms are behind trivalent and divalent adsorption and
how they are dissimilar: while the critical concentration of CoSepCl3 lies in the regime of
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FR suppression, the critical concentration of divalent electrolyte may lie elsewhere on the
curve in figure 5.20. If the concentrations for NaCl-CaCl2 mixtures that we simulated lies
between the CI suppression and CI enhancement regime, it would not be surprising that
the screening function did not vary.

5.4. Discussion
Several assumptions have been made that might affect the results found in this thesis. They
are discussed below.

Surface effects
Figure 5.21 shows the calcium ion density on the left side of the channel for each individual
simulation of 0.5 M NaCl and 0.4 M CaCl2. The width and height of the adsorption peak
vary. This explains why the electrokinetic properties of individual simulations of the same
concentration vary as well as shown in 5.22. The variations are caused by the variation of
the surface because each wall of each simulation has a different deprotonation configura-
tion. According to Döpke et al. [18], the protrusion of these deprotonation sites affects pref-
erential adsorption of ions as ISSC and OSSC: the hydration shell of Ca2+, which is stronger
than that of Na+, can cause steric hindrance, preventing calcium ions to adsorb. In this
thesis, it is assumed that averaging 6 wall configurations (left and right for 3 different simu-
lations) results in a representative amorphous silica surface structure. It could be possible
that more data is needed to obtain a physically representative amorphous silica surface,
more so because the starting block of amorphous silica is the same for each simulation.

Discretization of the surface charge
The bare surface charge is chosen such that it matches a pH of 7.5 for the simulated bulk
concentrations. It was argued that it was desirable to have the same deprotonation number
for each concentration to be able to compare the concentrations without surface effects
distorting the results. It was discussed that it is not known how exactly the bare surface
charge for aqueous ionic mixtures relates to the values for single electrolytes in figure 3.5.
The deprotonation number for all simulated concentrations is 8. Thus if the sodium pro-
portion increases, the bare surface charge decreases with an estimated value of 15 mC/m2

when the lines are interpolated in such a way that the contribution of ion species is propor-
tional to their concentration. This effect is not accounted for in our simulations. This might
result in an overestimation of charge inversion for concentrations with a higher sodium
proportion. This is important, as it might be a reason why CI reduction and FR suppres-
sion was not found in this work. Moreover, the discretization of deprotonation sites also
leads to a maximum deviation of 7 mC/m2 in the obtained bare surface charge compared
to the desired surface.

Forcefield parameters
Döpke and Hartkamp have found that scaling the interaction between calcium and surface
atoms improves the prediction of calcium adsorption on the surface. This is not done for
chloride and sodium atoms. Furthermore, general mixing rules are applied for interatomic
interactions between calcium and sodium. ISSC and OSSC adsorption in MD simulations
are very sensitive to these parameters. Ion competition between calcium and sodium might
also be affected. If the interactions are not correct, this will lead to different ISSC and OSSC
adsorption behaviour. This can cause big deviations in the observed screening profiles.



5.4. Discussion 55

The electrokinetic behaviour will also strongly differ as it was shown in section 5.2 that the
EOF is very sensitive to the adsorption behaviour in the EDL.
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Figure 5.21: The density profile on the left side for individual simulations of 0.2 M NaCl.
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Figure 5.22: The velocity profile on the left side for individual simulations of 0.0 M NaCl.





6
Conclusion

The hypothesis of this thesis was that adding sodium chloride to a calcium chloride mixture
leads to a decrease of charge inversion, which also reduces the flow reversal effect. Using
molecular dynamics simulations, a system with an amorphous silica surface was studied,
consisting of 0.4 M CaCl2 and a varying concentration of NaCl (0 - 0.7 M). We found that
the variation of charge inversion and electroosmotic flow velocity is negligible. This gives
us the answer to the main research question:

Can the transport of a calcium chloride solution be controlled by adding sodium
chloride?

This is not the case for the system that we studied. By answering the subquestions we
provide insight into why the results were not as expected.

How does adding sodium ions to a calcium chloride mixture affect the charge in-
version and flow reversal?

Screening and velocity profiles show that the addition of sodium to the system does not
lead to a different charge inversion magnitude. Although flow reversal was not found, the
flow reversal tendency was present and was not suppressed by the addition of sodium.

How do different ion types adsorb at the surface?

Although the charge inversion magnitude and electroosmotic flow did not significantly
change, our results show that the adsorption of calcium and sodium in the EDL varied
for different concentrations. The total ISSC adsorption increases, so one calcium ion is
outcompeted by multiple sodium ions, whereas total OSSC adsorption remains the same.
Therefore, the ISSC’s contribution to charge inversion increases. The OSSC’s contribution
to charge inversion on the other hand decreases due to the lower valency of sodium. These
effects of ISSC and OSSC adsorption on the charge inversion balance each other, leading to
the same charge inversion magnitude.

57
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How do electrokinetic properties relate to the EDL structure for electrolyte mix-
tures?

Firstly, it was shown that flow reversal does not occur concurrently with charge inver-
sion, which opposes the common assumption that these phenomena always occur to-
gether. We found that the EOF is sensitive to the dynamic adsorption of the ions in the
EDL. It was shown that for CaCl2, ISSC adsorption has more impact on the EOF than OSSC
adsorption. For higher NaCl concentrations, Na+ ISSC adsorption and Ca2+ OSSC adsorp-
tion show a bigger contribution.

Now that the research questions have been answered, the limitations of this research are
summarised. The sensitivity of the EOF to the adsorption in the EDL emphasises the need
for careful tuning of the force field parameters between the surface and the ions, which is
currently only done for calcium. Also, the bare surface charge is a near approximation of its
real value due to the lack of titration data for mixtures and discretization of charges on the
surface. Another limitation of our MD simulations is that the amount of data used might
distort the results. A longer production run and more surface configurations might lead to
more realistic data.

Nonetheless, this research is the first that uses MD simulations to study the effect of
adding monovalent ions to a multivalent solution for an amorphous silica surface on both
structural properties of the EDL and electrokinetic properties. CI and FR were not signifi-
cantly altered by adding sodium ions. This disproves the idea that transport of multivalent
electrolytes can be controlled by adding monovalent ions for systems comparable to ours
in terms of valency, concentration and material. Although the results cannot be directly ap-
plied to the transport control in the design of nanofluidic devices, the results of this thesis
could still be used to improve models that predict structural and electrokinetic properties
for aqueous ionic mixtures.

6.1. Recommendations
To further investigate the charge inversion and flow reversal in electrolyte mixtures, some
research recommendations are described.

Performing SC experiments for divalent-monovalent mixtures
Van Der Heyden et al. [1] has found a curve for charge inversion against addition of mono-
valent ions to trivalent electrolytes. It is unknown what this curve looks like for divalent-
monovalent mixtures. If the SC experiments would be performed for divalent-monovalent
mixtures, it would be clear whether the regimes of CI decrease and increase are the same
as for trivalent-monovalent mixtures. It would then be possible to place our results within
the context of the work by van Der Heyden et al., and determine if the results we found are
also applicable to their findings.

Varying the hydration strength of ions
To determine the contribution of hydration strength of the ions on ion competition and
charge inversion, the simulations in this work can be repeated with divalent and monova-
lent ions with a different hydration strength. For example, potassium has a lower hydration
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strength than sodium, so more ISSC formation would be expected. Note that the size of
different ions may also vary.

Increasing CI of the starting concentration
In this thesis, the zeta potential of each concentration is similar, so the decreasing CI was
not found when monovalent ions were added. This makes it impossible to conclude what
adsorption phenomena in the EDL contribute to CI reduction and FR suppression. Previ-
ous studies found that the higher the initial charge inversion (the more flow reversal) for
single trivalent electrolytes, the more pronounced the charge inversion reduction (and FR
suppression) becomes when monovalent salt is added to the solution. Assuming that this is
also the case for divalent-monovalent mixtures, it is suggested that the initial CI magnitude
of the single CaCl2 electrolyte is increased. This can be done by increasing the concen-
tration and consequently the bare surface charge of the simulations. This way, the zeta
potential for CaCl2 in figure 5.19 will move upwards towards more positive values, whereas
the zeta potential of the mixtures to which monovalent ions are added will be lower. If
this is the case, it would be possible to research what structural properties within the EDL
contribute to the CI reduction and FR suppression.

Varying the bare surface charge
In this thesis, it is assumed that the pH of a solution can be simulated by obtaining the cor-
responding bare surface charge in the system. The presence of hydroxonium and hydroxide
ions is not simulated. Exploring other pH-values with MD simulations could indicate how
accurate this assumption is by comparing the adsorption to the ion uptake for different
pH-values from literature [33]. It is also possible to validate the force field by simulating
the isoelectric point (ζ = 0) of other pH-values with MD simulations. If a range of pH-
values can accurately be simulated using MD simulations, this would open a new range of
research possibilities. For example, the effect of pH-value specifically on ion competition
has been experimentally studied [15, 17, 29], and MD simulations can complement these
studies by uncovering the ion competition mechanisms on an atomic level. Finally, if the
results from MD agree with experimental values, it would also be possible to develop an
accurate surface complexation model, which gives insight into how species exactly adsorb
on the interface.
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A
Force Field Parameters

The parameters (ε, σ, mass and charge) used to calculate the interatomic potentials are
stored in a forcefield. This thesis uses the Interface Force Field (IFF) for silica [58] and
Madrid-2019 for the ions [59], which also includes the TIP4P/2005 water model.

Table A.1: The mass and charges of all atom types in the simulation.

Name Description Masses (gr/mole) Charges (e)
Ow Water oxygen 15.999 -1.1128
Hw Water hydrogen 1.008 0.5564
Ob Bridge oxygen, O attached to only Si 15.999 -0.55
Sib Bridge silicon, Si attached only to Ob 28.085 1.1
Od Dangling oxygen, O in >SiO– 15.999 -0.75
Sid Dangling silicon, Si in >SiO– 28.085 0.725
Sidd Double dangling silicon, Si in geminal >SiO– 28.085 0.35
Os Silanol oxygen, O in >SiOH 15.999 -0.675
Sis Silanol silicon, Si in >SiOH 28.085 1.1
Siss Double silanol silicon, Si in geminal >SiOH 28.085 1.1
Hs Silanol hydrogen, H in >SiOH 1.008 0.4
Na Sodium ion 22.99 0.85
Cl Chloride ion 35.45 -0.85
Ca Calcium ion 40.078 1.7

Table A.2: The bond coefficients of all bonded atoms in the simulations.

Bond coefficients K1(kcal/mole/Å2)
OwHw 0.9572
SiO 1.68
OH 0.945
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68 A. Force Field Parameters

Table A.3: The angle coefficients K2 between certain atoms in the simulations.

Angle coefficients K (kcal/mole)
HwOwHw 104.52
SiOSi 149
OSiO 109.5
SiOH 115

Table A.4: LJ-parameter σi j between all atoms in the simulations.

σi j (Å)
Ow Hw Ob Sib Od Sid Sidd Os Sis Siss Hs Na Cl Ca

Ow 3.1589 2.07945 3.12515 3.42805 3.12515 3.42805 3.42805 3.12515 3.42805 3.42805 2.06275 2.60838 4.23867 2.4
Hw 1 2.0457 2.3486 2.0457 2.3486 2.3486 2.0457 2.3486 2.3486 0.9833 1.608685 2.84953 1.8328
Ob 3.0914 3.3943 3.0914 3.3943 3.3943 3.0914 3.3943 3.3943 2.029 2.575631 4.20226 2.422818
Sib 3.6972 3.3943 3.6972 3.6972 3.3943 3.6972 3.6972 2.3319 2.957285 4.19813 3.1814
Od 3.0914 3.3943 3.3943 3.0914 3.3943 3.3943 2.029 2.575631 4.20226 2.422818
Sid 3.6972 3.6972 3.3943 3.6972 3.6972 2.3319 2.957285 4.19813 3.1814
Sidd 3.6972 3.3943 3.6972 3.6972 2.3319 2.957285 4.19813 3.1814
Os 3.0914 3.3943 3.3943 2.029 2.575631 4.20226 2.422818
Sis 3.6972 3.6972 2.3319 2.957285 4.19813 3.1814
Siss 3.6972 2.3319 2.957285 4.19813 3.1814
Hs 0.9666 1.591985 2.83283 1.8161
Na 2.21737 3.00512 2.441485
Cl 4.69906 3.15
Ca 2.6656

Table A.5: LJ-parameter εi j between all atoms in the simulations.

εi j (kcal/mol)
Ow Hw Ob Sib Od Sid Sidd Os Sis Siss Hs Na Cl Ca

Ow 0.185207 0 0.100006 0.131241 0.150317 0.131241 0.131241 0.150317 0.131241 0.131241 0.052708 0.189624 0.014814 1.732792
Hw 0 0 0 0 0 0 0 0 0 0 0 0 0
Ob 0.054 0.070866 0.081166 0.070866 0.070866 0.081166 0.070866 0.070866 0.02846 0.102391 0.007999 0.850177
Sib 0.093 0.106518 0.093 0.093 0.106518 0.093 0.093 0.03735 0.180906 0.04135 0.106178
Od 0.122 0.106518 0.106518 0.122 0.106518 0.106518 0.042778 0.153902 0.012024 1.277887
Sid 0.093 0.093 0.106518 0.093 0.093 0.03735 0.180906 0.04135 0.106178
Sidd 0.093 0.106518 0.093 0.093 0.03735 0.180906 0.04135 0.106178
Os 0.122 0.106518 0.106518 0.042778 0.153902 0.012024 1.277887
Sis 0.093 0.093 0.03735 0.180906 0.04135 0.106178
Siss 0.093 0.03735 0.180906 0.04135 0.106178
Hs 0.015 0.072653 0.016606 0.042642
Na 0.351902 0.343904 0.20654
Cl 0.018385 0.239006
Ca 0.121224



B
Other Structural Properties

B.1. Total Charge and Ion Density
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Figure B.1: The total density of all ions for each concentration.
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Figure B.2: The total charge density of all ions for each concentration.

B.2. Ion Pairing

The ion pairing was determined by analysing the average distance between cations and
anions. The classification of ion pairs is shown in table B.1. These values were determined
from the radial distribution function between cations and anions. The distance from the
cation of an ion pair to the closest wall atom is plotted.

Note that the ion pairing density is not normalized to the ion density in the channel.
Still, it is visbile that no obvious pairing is present in the EDL. Sodium seems to form more
pairs with chloride than calcium in the bulk if we look at the orange line for 0.5 M NaCl and
0.4 CaCl2. It is unknown why this is the case.

Table B.1: Ion pair type determination

Ion pair type Distance [Å]
Contact ion pair (CIP) <3.5
Solvent separated ion pair (SIP) <5.75
Two solvent separated ion pair (SSIP) <8
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(a) Pairing between calcium and chloride.
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Figure B.3: Pairing of calcium and sodium with chloride along z.

B.3. Screening Contribution per Type
It can be seen that the ISSC contribution to screening of the bare surface charge increases
with increasing NaCl concentration, while the OSSC contribution decreases.
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Figure B.4: The screening per adsorption type.





C
Other Electrokinetic Properties over Time

C.1. Velocity over Time
The value used for average EOF is at the cumulative velocity at 70 nanoseconds. The graphs
show that the average over the last 25 nanoseconds is representative.
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Figure C.1: Velocity profiles over 70 ns for each concentration.
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Figure C.2: The cumulative average over the last 25 ns.
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Figure C.3: Adsorption against electroosmotic flow for 0.2M NaCl.
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Figure C.4: Adsorption against electroosmotic flow for 0.4M NaCl.



D
Determination of the Shear Plane

Location

The intersection between the electric potential and the zeta potential is defined as the theo-
retical shear plane location. The error of the theoretical shear plane location is determined
by the intersection between the error margin of the zeta potential and the electric potential.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
[nm]

80

60

40

20

0

[m
V]

Electric potential for 0.0M Na

0.0 0.5 1.0 1.5 2.0 2.5 3.0
[nm]

80

60

40

20

0

[m
V]

Electric potential for 0.2M Na

0.0 0.5 1.0 1.5 2.0 2.5 3.0
[nm]

70

60

50

40

30

20

10

0

10

[m
V]

Electric potential for 0.5M Na

0.0 0.5 1.0 1.5 2.0 2.5 3.0
[nm]

60

50

40

30

20

10

0

10

[m
V]

Electric potential for 0.7M Na

Figure D.1: Electric potential against zeta potential.
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