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Abstract— Designers typically add design margins to compen-
sate for time-zero variability (due to process variation) and time-
dependent (due to, e.g., bias temperature instability) variability.
These variabilities become worse with scaling, which leads to
larger design margin requirements. As an alternative, mitigation
schemes can be applied to counteract the variability. This paper
investigates the impact of aging on the offset voltage of the mem-
ory’s sense amplifier (SA). For the analysis, the degradation of the
SAs in the L1 data and instruction caches of an ARM processor
is quantified while using realistic workloads extracted from the
SPEC CPU2006 Benchmark suite. Furthermore, the effect of our
mitigation scheme, i.e., an online control circuit that balances the
SA workload, is analyzed. The simulation results show that the
mitigation scheme reduces the offset voltage degradation due to
aging with up to 40% for the benchmarks, depending on the
stress conditions (temperature, voltage, and workload).

Index Terms— Aging, memory, mitigation, offset voltage, sense
amplifier (SA), static random-access memory, time-dependent
variability, time-zero variability.

I. INTRODUCTION

THE downscaling of CMOS technology over the past
decades has significantly improved the performance

of integrated circuits. However, this downscaling poses
major challenges with respect to the device lifetime and
reliability [1]. These challenges are caused by increasing
variability coming from two sources: manufacturing and
operational usage. Due to imperfections in the manufacturing
process, devices will suffer from process variations and
end up with different characteristics from the intended
ones; these process variations are referred to as time-zero
variability. Variations that occur during the lifetime include
environmental variations (such as supply voltage fluctations
and temperature variations) and aging variations due to,
for instance, bias temperature instability (BTI) [1]; these
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variations are referred to as time-dependent variability.
The impact of both time-zero variability and time-
dependent variability becomes more severe with CMOS
scaling [1].

If countermeasures are not taken against the increasing
variability, failure rates of devices will increase. Traditionally,
designers use guardbanding, which means that extra margins
are added to the circuit, to guarantee that the circuit will
function correctly during its lifetime. This method negatively
impacts the performance of the design, as it affects its area,
power consumption, speed, and/or yield. This is especially the
case when the workload dependence is not properly incorpo-
rated and only worst case workloads are used. In contrast,
we use an analysis flow, which properly incorporates the
actual workloads. Moreover, instead of worst case margins,
more cost-effective mitigation schemes can be employed to
counteract the variability. These mitigation schemes can even
adapt the workload by employing online control circuits. This
paper focuses on the mitigation of the impact of aging on
the offset voltage of the memory’s sense amplifier (SA). The
SA is very important for high-performance memories, as it
forms an integral and critical part of the read path delay. The
SA behavior influences the memory delay in two ways. First,
a larger SA offset voltage requires a larger bitline swing, which
means more time must be allocated for the bitline discharge;
failing to provision for sufficient swing results in failures in
the field. Second, the sensing delay, which is the delay from
SA trigger to SA output, is on the cricital path. Therefore,
understanding the impact of workload-dependent aging on
the memory SA offset voltage and providing appropriate
mitigation schemes are an important part of designing a robust
and reliable memory system.

A lot of work has been published on the impact of aging
and their countermeasures for static random-access memory
cell arrays. However, very limited work has been done on
the characterization and workload-dependent mitigation of
aging in memory peripheral circuits such as SAs. In [2],
a tunable SA is presented to compensate for within-die
variations. In [3], the offset voltage is monitored using an
on-chip circuit to estimate the yield. In [4], an accurate
method to estimate the impact of both time-zero variability
and time-dependent variability on the SA offset voltage is
proposed; it considers the SA offset voltage dependence on
temperature, voltage, and workload, but the mitigation is
not the focus here. Furthermore, the workloads are artificial,
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as they are not extracted from applications. Prior work mainly
focused on mitigating the SA offset voltage due to time-zero
variability. Run-time mitigation schemes for workload-driven
time-dependent variability have not been researched.

In our previous work, we proposed the input switching sense
amplifier (ISSA) [5]. The ISSA switches its inputs periodically
in order to create an online control-based balanced work-
load. Thanks to the balanced workload, the impact of time-
dependent variability on the SA offset voltage is minimized.
However, artificial workloads were used and the practical
effectiveness of the ISSA could not be evaluated. In this
paper, we use workloads extracted from applications. The
workloads are obtained from the SPEC CPU2006 benchmark
suite [6] and are simulated on an ARM processor using
gem5 simulator [7]. Using these workloads, the degradation
and effect of mitigation are evaluated for the L1 instruction and
data cache. The main contributions of this paper are as follows.

1) Analysis of the workload-dependent offset voltage
degradation due to BTI with and without mitigation
for the ARM Cortex-A9 L1 data and instruction caches
using real workloads extracted from applications.

2) Analysis of the offset voltage degradation for the whole
L1 cache, including valid, dirty, tag, and data bits.

3) Investigation of impact of supply voltage and tempera-
ture on the offset voltage degradation due to BTI.

The rest of this paper is organized as follows. Section II pro-
vides the background and discusses the BTI model, the high-
performance standard-latch type SA, and the offset voltage
specification of the SA. Section III presents the proposed
methodology. Section IV quantifies the offset voltage degra-
dation due to aging. Section V analyzes the impact of the
mitigation scheme. Finally, Section VI concludes this paper.

II. BACKGROUND

This section first discusses the BTI aging model used in
this paper. Thereafter, the standard latch-type SA and, finally,
the method to determine the offset voltage specification are
explained.

A. Bias Temperature Instability

Several aging mechanisms exist, e.g., BTI [8], hot carrier
injection [9], and time-dependent dielectric breakdown [10].
BTI is considered to be the most important of them [11]
and, therefore, it is the focus of this paper. BTI is a failure
mechanism that takes place inside the MOS transistors and
causes an increment in the threshold voltage (Vth). This
Vth increase happens under negative gate stress for pMOS
transistors, which is referred to as negative BTI. For nMOS
transistors, it happens under positive gate stress, which is
referred to as positive BTI.

To model BTI, this paper uses the atomistic model presented
in [12]; it is based on the capture and emission of traps during
stress and relaxation phases of BTI. Each trap contributes to
the threshold voltage shift �Vth. The �Vth of the transistor
is the accumulated result of all gate oxide defect traps. The
probabilities of the defects capture PC and emission PE are

Fig. 1. Standard latch-type SA.

Fig. 2. Timing diagram of SA operation.

defined as follows [13]:
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Here, τc and τe are the mean capture and emission time
constants, tSTRESS is the stress period, and tRELAX is the
relaxation period. The impact of voltage and temperature is
also included in the model [12], [14].

B. Sense Amplifier

The standard latch-type SA, shown in Fig. 1, will be used
as a case study in this paper. In principle, other types of
SAs could also be used as well, such as the look-ahead
type SA [15] or the double-tail latch-type SA [16]. The
SA amplifies a small voltage difference between bitlines BL
and BLBar during read operations. The operation of the SA
of Fig. 1 consists of two phases; the timing diagram is shown
in Fig. 2. In the first phase, when SAenable is low, the voltage
swing on BL and BLBar is passed to the internal nodes S and
SBar. In the second phase, when SAenable is high, the pass
transistors disconnect the internal nodes from BL and BLBar
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Algorithm 1 Binary Search for Offset Voltage

and the amplification of the voltage difference between S and
SBar takes place by the cross-coupled inverters. The cross-
coupled inverters get current through Mtop and Mbottom and
produce the result of the read on outputs Out and Outbar.
The strong pull-down transistors, Mdown and MdownBar,
of the cross-coupled inverters ensure a low amplification time.
Therefore, this type of SA is often used in high-performance
memories that require fast response times, such as L1 caches.

C. Offset Voltage Specification

An important metric of the SA is its input offset voltage.
The offset voltage is defined as the differential input voltage
that results in a differential output voltage of zero. Due to
process variation and aging [4], the transistors of the SA are
never matched perfectly. As a result, each fabricated SA has
a different offset voltage. The offset voltage is an important
metric, since it determines the minimum bitline swing �VBL
required to perform a successful read operation (see Fig. 2).
An SA with a lower offset voltage requires a lower bitline
voltage swing. Therefore, the memory is faster, since less time
is required to generate enough bitline voltage swing.

To determine the offset voltage specification of the SA,
the distribution of the offset voltages of the mismatched SAs
must be analyzed; we use the same method as applied in [4].
It determines the offset voltage specification through Monte
Carlo simulations. The Monte Carlo simulations consider both
the impact of time-zero variability (i.e., local process variation)
and time-dependent variability (i.e., variation due to aging,
temperature, and voltage). During each simulation, the offset
voltage of the specific sample is measured. Subsequently,
the average and standard deviation of the measured offset
voltages are calculated, in order to find its fitted normal
distribution. Using the fitted normal distribution, it is then
possible to calculate the offset voltage specification of the SA
for a given target failure rate. In this paper, a target failure
rate of fr = 10−9 is assumed, thus targeting applications with
a high reliability requirement.

During each Monte Carlo simulation, the input offset volt-
age of the specific sample is determined using a binary search
on its inputs. The binary search algorithm is provided in
Algorithm 1 and is implemented in Verilog-A. It finds the

Fig. 3. Framework of the proposed methodology.

offset voltage of the SA by repeatedly applying voltage V _try
on the inputs of the SA, where V _try is the average of the
search range (V _ min and V _ max). After applying V _try,
either the lower or upper bound of the search range is updated
to V _try based on the output value of the SA. Therefore,
it eliminates half of the range, where the input offset voltage
of the SA cannot lie. The algorithm repeats this process for
a certain amount of steps. The algorithm is able to find the
offset voltage in logarithmic time with a maximum error of
(V _ max −V _ min)/(2steps).

III. METHODOLOGY

Fig. 3 shows the framework of the proposed methodology.
As can be seen, the framework consists of a high-level and
a low-level simulation step. In the high-level simulation step,
the workload of the SAs is characterized based on the read and
write operations from/to the L1 data and instruction caches
for application benchmarks. In the low-level simulation step,
the workload characterization in combination with different
VT conditions, is used to analyze the impact of aging/BTI
on the offset voltage specification of the SAs. Note that the
proposed methodology is generic and could also be applied to
determine the impact on other metrics, designs (e.g., high-
performance or lower power designs), and components
(e.g., memory cells) with minor changes. The high- and
low-level simulation steps are explained next.

A. High-Level Simulation

In the high-level simulation step, the workloads of the
benchmark applications are characterized, which is subse-
quently used by the low-level aging simulation step. The
L1 data and instruction cache accesses are simulated using
the cycle-accurate gem5 simulator [7]; gem5 is configured
to closely resemble the ARM Cortex-A9 architecture [17] by
using the configuration proposed in [18]. The most important
configuration parameters for gem5 can be found in Table I.
A monitor is added to gem5 between the processor and
memory to keep track of the write requests and read responses.
Based on these requests and the internal cache architecture,
an accurate behavior of the cache is simulated. For instance,
when a read request is issued, the tag, valid, data, and dirty
bits will be read from each set in the cache. By simulating
this behavior, it is possible to characterize the workload of
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TABLE I

gem5 CONFIGURATION

the SAs. This characterization is done by keeping track of
the number of reads, i.e., the activation rate, and how often
a zero or one is read per SA. This traffic is application-
dependent. Subsequently, a report is generated by gem5 with
this information for both the data and instruction caches.
Finally, post analysis is performed on the report to translate
this report into a workload for the SAs. The SA workload is
characterized by the duty factor, frequency, and stress time of
each transistor.

B. Low-Level Simulation

In the low-level simulation step, the method to calculate the
offset voltage specification, discussed in Section II-C, is imple-
mented. The BTI model is incorporated using a Verilog-A
module, which calculates the threshold voltage shifts of the
transistors based on the SA workload obtained in the previous
step. The duty factors are calculated based on the duty factors
of a single read operation (extracted from SPICE waveforms),
the activation rate, and the amount of zeros and ones read.
Furthermore, the BTI impact also depends on the process and
the voltage and temperature at which the circuit is stressed.
Monte Carlo simulations are performed using Spectre for
the SA, while considering the effects of process, voltage,
temperature, and BTI. During each Monte Carlo simulation,
the parameter of interest is measured, which is the offset
voltage in this paper; 800 Monte Carlo simulations are run
for each experiment. Finally, post analysis is performed on
the measured offset voltages to calculate the offset voltage
specification for the target failure rate, for which we use
fr = 10−9 in this paper.

IV. IMPACT OF AGING ON THE SA OFFSET VOLTAGE

This section evaluates the impact of aging on the SA offset
voltage. It discusses the experimental setup followed by the
results.

A. Experimental Setup

The methodology of Fig. 3 is used to determine the impact
of aging on the SA offset voltage. In the high-level simulation
step, several integer and floating point applications from
the SPEC CPU2006 benchmark suite [6] are simulated. The
motivation to use SPEC CPU2006 is that it is commonly used
in academia and it is also used in similar works [19], [20]. The
integer applications include bzip2 (executes a compression
algorithm), gcc (compiles code), hmmer (searches gene
sequences), and omnetpp (simulates discrete events). The
floating point applications include cactusADM (simulates
general relativity), GemsFDTD (simulates computational

electromagnetics), soplex (performs linear programming
optimization), and tonto (simulates quantum chemistry). Each
application is analyzed based on one billion instructions.
From them, the workload characterization is generated for the
low-level simulation. The low-level simulation step consists
of the standard-latch type SA (Fig. 1) implemented with
the 45-nm predictive technology model high-performance
library [21]. Using this setup, the impact for three years of
aging under nominal conditions is evaluated, i.e., T = 25 °C
and Vdd = 1 V.

B. Results

Fig. 4(a) shows the offset voltage specification of the SAs
for the data cache. Only the worst case SAs have been included
per benchmark for the valid, dirty, tag, and data bits. For
instance, for the data bits, only one out of every 256 SAs
[4 (sets) × 64 (datawidth) = 256 SAs] is shown. The heights
of the bars represent the activation rate of each SA. The white
and red colors within a bar represent the ratio of zeros and
ones, respectively. Both are used to calculate the offset voltage
specification, which is denoted by the circles. The triangles
show the offset voltage specification when the mitigation
scheme is used; they are further discussed in Section V.

The figure shows that the degradation for the valid bits is the
highest. This happens due to very unbalanced SA workloads,
i.e., mostly ones are read. Note that once the data starts to be
filled in the cache, the valid bits remain high for the remainder
of the execution part. The SA offset voltage is very susceptible
to these unbalanced workloads. During a read one (zero)
operation, the transistors that are responsible for generating
a one (zero) at the output are stressed and become weaker.
Therefore, the transistors of the SA will have an unbalanced
degradation for unbalanced workloads. As a result, the input
offset voltage increases. The valid bit for benchmark hmmer
shows the highest degradation. In this case, the offset voltage
specification increases up to 23% compared with the offset
voltage specification at time-zero under nominal conditions,
which is 87 mV. Note that the time-zero specification is
obtained solely based on process variations, i.e., without aging.
The degradation of the dirty, tag, and data bits is lower in
general, due to more balanced workloads.

Additionally, it can be observed that the valid bits do
not show a very strong dependence on the used benchmark,
as comparable offset voltage degradations are observed.
However, the dirty, tag, and data bits do show a strong
dependence on the used benchmarks and larger differences
are observed. This can be explained by the bigger unbalance
differences in the SA workloads. For instance, when looking
at the tag bits, GemsFDTD shows a high degradation due
to a very unbalanced workload, while cactusADM shows a
lower degradation due to a more balanced workload.

Similarly, Fig. 4(b) shows the results of the instruction
cache. The dirty bits are omitted as there are no writes from the
CPU to the instruction cache, and therefore, no data have to be
written to a higher memory level (e.g., L2 cache). The results
for the instruction cache show, similarly as for the data cache,
that the degradation of the valid bits is the highest. This can be
explained again by the very unbalanced workloads. The valid
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Fig. 4. Worst case degradation of offset voltage specification for the L1 data and instruction caches. (a) Data cache. (b) Instruction cache.

bit for benchmark omnetpp shows the highest degradation.
In this case, the offset voltage specification increases up to
28% compared with the offset voltage specification at time-
zero under nominal conditions. Furthermore, on the contrary
to the data cache, the tag bits show a significantly higher
degradation than the data bits for the instruction cache. This
can be explained by the fact that the program instructions
use only a certain address range in the memory, while the
data, due to a higher memory demand, are stored in a more
distributed way. Finally, the data bits of the instruction cache
show generally a lower degradation than the data bits of
the data cache. The lower instruction cache degradation can
be explained by the fact that there is more variation in the
data bits due to the execution of different instructions, which
use different instruction formats; hence, they lead to a more
balanced workload. For the data cache, data representation
standards, such as integer and floating point, cause certain
bits to be biased toward certain values, such as sign bits and
most significant bits (MSBs). As a result, the workload is very
unbalanced for some SAs.

Finally, the results of the data and instruction caches reveal
that an unbalanced workload has a higher impact on the offset
voltage degradation than the activation rate. For example,
when looking at the degradation of the data bits of the data
cache, the worst case offset voltage is 99.1 mV (activation
rate of 0.12, ∼0% ones, ∼100% zeros), while the best
case is 94.1 mV (activation rate of 0.15, 9.6% ones, 90.4%
zeros). Even though the best case has a higher activation
rate, the worst case still has ∼5.3% higher offset voltage
specification; hence, the impact of unbalanced workloads is
higher. To better illustrate this, we investigated the offset
voltage degradation using artificial workloads, with varying
percentages of read ones for several activation rates, i.e., 25%,

Fig. 5. Offset voltage degradation versus percentage of read ones.

50%, and 75%. The results for three years of aging under
nominal conditions are shown in Fig. 5. The figure clearly
reveals that the offset voltage specification is the highest for
very unbalanced workloads, where there is a low or high
percentage of read ones, and it is the lowest for balanced
workloads. Furthermore, we observe that the offset voltage
degradation already decreases significantly when the workload
is slightly more balanced, e.g., 10% versus 0% read ones.
Finally, it can be observed that the activation rate has a weak
impact on the offset voltage degradation. It can be concluded
from this that as a mitigation scheme, one should first aim at
balancing the workloads, rather than lowering the activation
rate, e.g., by adding redundant SAs and switching between
them. In Section V, we analyze such a workload balancing
scheme.

V. MITIGATION

This section first discusses the design of the mitigation
scheme, followed by the performed experiments and the
obtained results.
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Fig. 6. Input Switching Sense Amplifier [5].

Fig. 7. Control logic for the ISSAs [5].

A. Design

In [4], we showed that the SA has a large offset voltage
degradation when unbalanced workloads are applied.
Therefore, we proposed the ISSA [5], where the SA switches
its inputs periodically in order to create, at run-time,
a balanced SA workload. As a result, the degradation of the
offset voltage is mitigated.

Fig. 6 shows the structure of the ISSA. It uses a second
pair of pass transistors, M3 and M4, to switch the SA inputs.
Internal nodes S and SBar can be accessed now by M1 and
M2 or M3 and M4. Pass transistors M1 and M2 are controlled
by signal SAenableA and pass transistors M3 and M4 by signal
SAenableB. When SAenableA is low/enabled and SAenableB
is disabled/high, pass transistors M1 and M2 forward the
voltage level on BL and BLBar to the internal nodes. Note
that, in this case, the SA operates in the same way as that of
the standard latch-type SA. When SAenableB is low/enabled
and SAenableA is disabled/high, pass transistors M3 and M4
forward the voltage level on BL and BLBar to the internal
nodes. However, in this case, the inputs BL and BLBar are
switched. When the inputs of the SA are switched, the SA will
effectively read the opposite value, i.e., a read one operation
becomes a read zero operation and vice versa. Hence, by con-
trolling this switching, it is possible to balance the amount of
zeros and ones read by the internal nodes of the SA.

Fig. 7 shows the required control logic for the generation
of signals SAEnableA and SAEnableB. Two NAND gates
are used to generate SAenableA and SAenableB from the
original SAenable(bar) and the Switch signal. When switch
is low (high), only SAenableA (SAenableB) is active;
SAenableB (SAenableA) is always high in this case and

makes sure that the corresponding pass transistors M3 and M4
(M1 and M2) are switched OFF. The switch signal is generated
by the MSB of an N-bit counter, which is only updated
during reads and controlled by read_enable. Hence, the inputs
of the SA switch each 2N−1 reads.

B. Performed Experiments

The ISSA is implemented in the L1 data and instruction
caches of gem5. Using it, the following mitigation experiments
are performed.

1) Impact of Application: The impact of several appli-
cations from the SPEC CPU2006 benchmark suite is
evaluated at nominal temperature and Vdd for three years
of aging while using a counter size of 1 bit.

2) Impact of Counter Size: The impact of the counter size
is evaluated at nominal temperature and Vdd for three
years of aging. The following counter sizes are used:
1, 2, 4, and 8 bit.

3) Impact of Supply Voltage: The impact of varying supply
voltages is investigated. The following supply voltages
are evaluated: −10% Vdd, nom. Vdd = 1.0 V, +10% Vdd.

4) Impact of Temperature: The impact of several temper-
atures is investigated. The following temperatures are
evaluated: 25 °C, 75 °C, and 125 °C.

C. Results

1) Impact of Application: The triangles in Fig. 4(a) denote
the offset voltage specification of the data cache when the
mitigation scheme is applied. The figure shows that the offset
voltage specification is significantly reduced in most cases.
Especially, for unbalanced workloads, a high reduction is
achieved, such as the valid bits. The highest achieved reduction
in offset voltage specification is ∼15.1%, which is the case
for the valid bits of benchmark hmmer. Another observation
is that the offset voltage specification is independent of the
used benchmark once the mitigation scheme is applied and,
therefore, also the bit type (valid, dirty, tag, or data bits). This
happens because workload balancing has a higher impact on
the offset voltage than the activation rate.

Similarly, the triangles in Fig. 4(b) denote the offset voltage
specification of the instruction cache when mitigation is
applied. Similar trends to the data cache can be observed
for the instruction cache; the offset voltage specification is
reduced up to 17.8% and becomes also independent of the
used benchmark and bit type.

2) Impact of Counter Size: Fig. 8 shows the offset voltage
specification with and without mitigation for various counter
sizes. As a case study, only the valid bit in the instruction
cache from the benchmark omnetpp is shown, as it has the
highest degradation among all benchmarks. The height of the
bars represents the activation rate of the SA and the white and
red colors of the bars the ratio of zeros and ones, respectively.
The corresponding offset voltage specification is denoted
by “x.” The x-axis contains the used counter sizes, which
are denoted by Cn with n as the counter size (e.g., C8 uses
an 8-bit counter). Fig. 8 clearly shows that the impact of the
counter size is negligible. The differences in offset voltage
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Fig. 8. Impact of counter size on offset voltage for three years of aging for
worst case workload.

TABLE II

IMPACT OF COUNTER SIZE ON MEAN AND MAX

UNBALANCE ERROR OF ALL BENCHMARKS

Fig. 9. Impact of supply voltage on offset voltage for three years of aging.

are minimal between all counter sizes, as the resulting SA
workloads are all similarly balanced.

We also investigated the impact of the counter size for all
the other benchmarks for all bit types. Table II contains the
mean and maximum errors with respect to a perfectly balanced
workload. The error is expressed as the absolute difference
between the percentage of 1’s (or 0’s) and 50%. For example,
a workload with 45% 0’s and 55% 1’s has an error of 5%.
Table II shows that the workload is slightly better balanced for
bigger counter sizes, as both the smaller mean and max errors
are observed. However, these maximum values were only
observed for one benchmark and only for the smaller counter
sizes. The other benchmarks had a much lower maximum
error. Furthermore, even the biggest error of 6.16% has only a
very weak impact on the offset voltage degradation compared
with a perfectly balanced workload (see Fig. 5). Therefore,
we conclude that the impact of counter size is marginal.

3) Impact of Supply Voltage: Fig. 9 shows the supply
voltage dependence of the offset voltage with and without
mitigation at nominal temperature for three years of aging.
As a case study, the best case (BC) workload and the worst
case (WC) workload are shown. The BC workload is the dirty
bit of data cache for cactusADM (activation rate of 0.26, 68%
ones, 32% zeros) and the WC workload is the valid bit of the
instruction cache for omnetpp (activation rate of 0.73, ∼100%
ones, ∼0% zeros). The offset voltage specs at time-zero (T0)
are also included.

The figure shows that at higher Vdd, the increase in offset
voltage specification is significant without mitigation for the

Fig. 10. Impact of temperature on offset voltage for three years of aging.

WC workload. For example, the offset voltage specification is
∼26% higher at +10% Vdd than at −10% Vdd. The mitigation
scheme reduces the offset voltage specification for the WC
workload at higher Vdd up to 22.5%. The figure also reveals
that the offset voltage specification only shows a marginal
improvement for the BC workload when the mitigation scheme
is applied. This can be explained by the fact that the BC
workload is already quite balanced and further balancing by
the mitigation scheme does not give a big improvement. Fur-
thermore, it can be observed that the impact of supply voltage
on the offset voltage degradation is significantly smaller when
the mitigation scheme is used.

4) Impact of Temperature: Fig. 10 shows the temperature
dependence of the offset voltage with and without mitigation
at nominal Vdd for three years of aging. Once again, the results
for the BC and WC workloads are shown, which are the same
ones used in the supply voltage experiments. The offset voltage
specs at time-zero are also included. Fig. 10 reveals that the
impact of temperature on the offset voltage is much higher
than the impact of the supply voltage. The offset voltage
specification is ∼64% higher at 125 °C without mitigation
than at 25 °C. Furthermore, the offset voltage specification
increases up to 100.6% at 125 °C compared with time-zero.
The mitigation scheme reduces the offset voltage specification
up to 40% at 125 °C for the WC workload. Hence, the offset
voltage specification is significantly better with the mitigation
scheme. Similar to the supply voltage experiments, the offset
voltage specification only shows a marginal improvement for
the BC workload using the mitigation scheme. Furthermore,
it can be observed that the impact of temperature on the
offset voltage degradation is significantly smaller when the
mitigation scheme is used.

D. Discussion

This paper investigated the impact and effect of mitigation
on the degradation of the offset voltage of the SAs in the
L1 data and instruction caches. The results showed that
the mitigation scheme reduces the degradation of the offset
voltage specification up to 40%. As a result, the bitline swing
requirement can be reduced. This leads to a more efficient
memory, since less energy is wasted on the bitline discharge.
Furthermore, the memory can run at a higher speed, since less
time needs to be allocated for the bitline discharge.

The area overhead of the ISSA scheme is negligible. The
scheme consists of an n-bit counter (to generate switch),
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TABLE III

AREA OVERHEAD OF ISSA

Fig. 11. Frequency divider.

an inverter (to generate SwitchBar), two NAND gates (to gener-
ate SAenableA and SAenableB), and two additional pass tran-
sistors, per SA (to select between its inputs). Table III contains
the overhead of each component and the total overhead in
terms of transistor count. The inspected L1 cache has a total
of 340 SAs; 256 for the data bits, 76 for the tag bits, 4 for the
dirty bits, and 4 for the valid bits. Hence, this corresponds to an
overhead of 780 transistors. Instead of a counter, a frequency
divider is used to create an equivalent signal as the highest
MSB of a 4-bit counter. The circuit is shown in Fig. 11;
the 4-bit counter showed a lower maximum error than the
1-bit and 2-bit counters, while the 8-bit counter gives a negli-
gible improvement (see Table II). The frequency divider can be
implemented with four flip-flops and an AND gate. This results
in a total of 70 transistors when the flip-flops are implemented
with 16 transistors [22]. The investigated L1 cache of the ARM
Cortex-A9 consists of a total of 283 648 memory bits (when
including the data, tag, dirty, and valid bits). This results
in a total of 1 701 888 transistors when a 6T cell is used.
Therefore, when the transistor count of the memory array
and the mitigation scheme are compared, a totally negligible
overhead of 0.051% is obtained. Note that the peripheral
circuitry is not even included yet in this analysis. Therefore,
the actual area overhead is even lower.

In terms of power overhead, the main added power comes
from the counter/frequency divider, which is activated each
read cycle. Note that the power consumption of the two extra
NAND gates to generate SAenableA and SAenableB can be
neglected; only one of the two gates is active at a time and
in the design without the mitigation scheme, a similar gate is
needed to drive the SAs. Compared with the leakage power of
the memory matrix and the power consumption to drive the
wordlines and discharge the bitlines of the memory, it can
be expected that the power consumption of the counter is
negligible.

Finally, the delay overhead of the scheme was investigated
in [5]. The results showed that the scheme improves the
sensing delay by up to 10% thanks to the balanced workload.
It must be noted that when the inputs are switched, the result-
ing read value should still be inverted. Additional circuitry is
needed for this (e.g., two transmission gates to select between
the data and data values from the output latch). However,
the delay impact of this is marginal.

Therefore, the mitigation scheme provides a large gain at
negligible overheads.

VI. CONCLUSION

In this paper, we investigated the impact of aging on the
offset voltage of the SAs in the L1 data and instruction caches
of an ARM processor. We proposed a mitigation scheme to
minimize the impact of aging. The results showed that the
mitigation scheme reduces the offset voltage degradation up
to 40%. This means that the bitline swing of the memory can
be reduced during read operations, which leads to a faster and
more efficient memory. Therefore, this paper clearly shows
that run-time mitigation schemes are a good alternative or sup-
plement to the traditional guardbanded designs. They provide
a more optimal design, without compromising on the lifetime
and reliability. The mitigation schemes are extremely impor-
tant for the deployment of cutting edge technology as they
suffer from a reduced lifetime.
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