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”Daar men niet zo universeel kan zijn,
dat men alles weet wat van alles te weten is,

moet men weinig weten van alles.
Want het is veel mooier iets van alles te weten dan

alles te weten van een enkel ding”1.

1Blaise Pascal (1623-1662)





Summary

Design of a static mixer reactor for copper recovery from waste streams
W.F.C. van Wageningen

The main goal of the project was the development of a plug flow reactor for the reduction of heavy
metals (Cu2+) from industrial waste streams. Potential application of the reduction process inside
The Netherlands lies in the IC and galvanic industry, where small waste streams containing aqueous
copper exist. Outside The Netherlands, the process could be applicable in the mining industry,e.g. in
Chili or South Africa. The copper is reduced in the form of particles by soluble carbohydrates,
which provide the electrons for the precipitation. The carbohydrates may originate from another
waste stream, which can be found in the food or wood industry. After hydrolysis, these carbohy-
drates can be applied as reductor. Furthermore, the carbohydrates are degraded, which lowers their
carbon oxygen demand and cleans the waste streams biologically. This way, the two waste streams
are cleaned simultaneously and a valuable end product in the form of copper particles is recovered.

The main focus of this thesis is on the application of the KenicsTM static mixer in a pipe reactor,
in order to achieve plug flow conditions in such a reactor. The static mixer is used to control the
residence time of the particles, and to mix the chemical species in the reactor. The key question
is under which conditions the application of the static mixer leads to a (more) narrow particle size
distribution. A narrow size distribution of the particles is an important aspect, since it enhances the
economical value of the end product. To answer this question, the KenicsTM static mixer is studied
in detail both numerically and experimentally.

The flow in the KenicsTM static mixer has been investigated both numerically and experimentally in
the range of Re=100 ����� 1000. It was found that at Re=300 the flow becomes unsteady. Two numer-
ical methods, the Lattice Boltzmann (LB) method and the Finite Volume method (FLUENT) were
compared and used to simulate the flow. The LB method proved to be a relatively fast and cheap
(in terms of memory) alternative for the simulation of the transient flow in the KenicsTM static mixer
at Re � 300. Furthermore, the flow field and dynamic behaviour were validated by means of LDA
experiments. The transient behaviour observed was explained by studying the dynamics of the vor-
tices in the flow. The transition to unsteady flow takes place, when the vortices start stretching out
over an entire mixing element and start creating a disturbance in the flow entering the next mixing
element, which subsequently triggers the unsteady behaviour.

To investigate the behaviour of particles in the static mixer, a Particle Tracking (PT) code is de-
veloped and linked to and embedded into the LB code. The particle tracking code is based upon
the equation of Maxey and Riley (1983) to which the modified lift force (Saffman (1965, 1968)) is
added. Furthermore, a growth model for the particles is added to the PT code. The particle growth
is based upon the diffusion of Cu2+ to the surface of the particle. The Cu2+ concentration is solved
with a standard finite volume code, which solves the convection-diffusion equation with a sink term.
The sink term is directly linked to the growth of the particles present in the finite volume cell. The
chemical parameters due to Van der Weijden et al. (2002a) are used as input for the growth model,
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where it is assumed that the diffusion of Cu2+ is the rate limiting factor.

The results indicate that two important design parameters for the KenicsTM static mixer reactor are
the Reynolds number, which is a measure of the flow regime, and the St/Fr ratio, which is a measure
of the settling rate of the particles. The two numbers determine to a large extent the mixing, settling
and residence time of the particles. Ideally, the particles are uniformly distributed and have an uni-
form residence time distribution (plug flow). It was found that these conditions were best matched
at a low St/Fr ratio (St/Fr � 1) and at either a low or a high Reynolds number (Re � 20 or Re � 200).

In a horizontal reactor, settling of the particles poses a problem that is directly related to the St/Fr ra-
tio. It was found that in order to keep the majority of the particles in suspension the St/Fr ratio should
be small and the Reynolds number high (St/Fr � 0.01 and Re � 500). Alternatively, the reactor can
be placed vertical. If the flow direction is downward in such a reactor, no problems regarding the
settling of particles occur, which removes the limit on the St/Fr ratio. However, there remains a limit
regarding the mixing of the particles. When the St/Fr ratio is high ( � 1), particles collide with the
mixing element, which leads to accumulation of the particles near the mixing elements. It was in-
vestigated what the influence of this ill-mixing of the particles was on the particle size distribution.
For that purpose, simulations were carried out of growing copper particles in a vertical KenicsTM

static mixer reactor. It was found that the particle size distribution is wide, when the particles are
not mixed effectively. Therefore, a vertical reactor is also limited by the St/Fr ratio (St/Fr � 1), when
a high quality end product is required, i.e. particles with a narrow size distribution.

The results of the chemical (autoclave) investigations are combined with the numerical results, to
propose a design for a continuous (plug flow) reactor. A one-dimensional model is used to predict
the reduction of Cu2+ in three reactor configurations (batch, horizontal plug flow reactor and vertical
plug flow reactor). Experiments in a glass-lined autoclave were used to test the model and to obtain
the model parameters. The model is used to predict the (mechanical) energy consumption per kg
recovered copper. Furthermore, the total energy demand of the process (heating + pumping/stirring)
was evaluated for different reactor types and compared to electro-winning being the conventional
method of copper recovery. It was found that heating the liquid towards the set temperature is the
main energy consumer.

Based upon its energy demands, the applicability of the reactor is assessed for industrial waste
treatment and the mining industry. It was found that the vertical plug flow reactor can be an attractive
alternative for electrolysis, when the stream has a high Cu2+ concentration or when the stream
is contaminated with organic material. It should be noted that the vertical reactor was explicitly
designed for the treatment of small waste streams that exist in the Netherlands. For processing the
large streams that exist in the mining industry, the throughput of the vertical reactor is too low. This
limitation can be overcome by placing different vertical reactors in parallel to accommodate a large
throughput. However, the use of another type of static mixer might extend the feasibility of the
vertical reactor towards a higher throughput. The design of such a ’large’ vertical reactor can be an
interesting topic for future investigations.



Samenvatting

Ontwerp van een ’static mixer reactor’ voor de terugwinning van koper uit afvalstromen
W.F.C. van Wageningen

Het hoofddoel van het project is de ontwikkeling van een propstroomreactor voor de reductie
van zware metalen (Cu ��� ) uit industriële afvalstromen. Potentiële toepassingen voor het reduc-
tieproces binnen Nederland zijn te vinden in de IC industrie en in de galvanische industrie. Buiten
Nederland zou het proces toegepast kunnen worden in de kopermijnbouw, bijvoorbeeld in Chili
of Zuid Afrika. In de afvalstromen van deze industrieën bevindt zich opgelost koper. Het koper
wordt gereduceerd met behulp van koolhydraten, waarbij kleine koperdeeltjes gevormd worden. De
koolhydraten verschaffen de elektronen die nodig zijn voor de precipitatie en kunnen gewonnen
worden uit afvalstromen van de voedsel- of houtindustrie. Na hydrolyse kunnen deze koolhydraten
toegepast worden als reductor. Bovendien worden de koolhydraten afgebroken, hetgeen de ’car-
bon oxygen demand’ (COD) verlaagt bij de biologische zuivering van deze afvalstromen. Op deze
manier worden twee afvalstromen gelijktijdig gezuiverd en wordt een waardevol eindproduct in de
vorm van koperdeeltjes teruggewonnen.

De focus van dit proefschrift is gericht op de toepassing van de KenicsTM statische menger in een
buisreactor om een propstroming te bewerkstelligen. De statische menger wordt gebruikt om de
verblijftijd van de deeltjes te beı̈nvloeden en de chemische stoffen te mengen in de reactor. De
hamvraag is onder welke condities het gebruik van de statische menger tot een nauwe deeltjes-
grootteverdeling leidt. Een smalle deeltjesgrootteverdeling is belangrijk, omdat het de economische
waarde van het eindproduct vergroot. Om deze vraag te beantwoorden is de KenicsTM statische
menger in detail bestudeerd, zowel numeriek als experimenteel.

De stroming in de KenicsTM statische menger is zowel numeriek als experimenteel onderzocht in het
bereik van Re=100 ����� 1000. Het is gebleken dat vanaf Re=300 de stroming tijdsafhankelijk gedrag
vertoont. Twee numerieke methoden, de Lattice Boltzmann (LB) methode en de eindige volumen
methode (FLUENT), zijn vergeleken en gebruikt om de stroming te simuleren. De LB-methode
bleek een relatief snel en goedkoop (met betrekking tot geheugengebruik) alternatief voor de simu-
latie van de tijdsafhankelijke stroming in de KenicsTM statische menger bij Re � 300. Bovendien zijn
het stromingsveld en dynamisch gedrag gevalideerd d.m.v. LDA experimenten. Het waargenomen
tijdsafhankelijke gedrag kon verklaard worden door te kijken naar de dynamica van de wervels in de
stroming. De transitie naar een tijdsafhankelijke stroming vindt plaats op het moment dat de wervels
zich over de gehele lengte van een mengelement uitstrekken en de stroming bij het volgende ele-
ment verstoren. Dit veroorzaakt het tijdsafhankelijk gedrag van de stroming in de statische menger.

Om het gedrag van deeltjes in de statische menger te onderzoeken, is er een ’Particle Tracking’ (PT)
code ontwikkeld en toegevoegd aan de al bestaande LB code. De PT code is gebaseerd op de verge-
lijking van Maxey and Riley (1983), waaraan de gemodificeerde liftkracht (Saffman (1965, 1968))
is toegevoegd. Bovendien is er een deeltjesgroeimodel toegevoegd aan de PT code. De deeltjes-
groei is gebaseerd op de diffusie van Cu2+ naar het oppervlak van een deeltje. De Cu2+ concentratie



viii

is gesimuleerd met een standaard eindige volumen code. Deze code lost de convectie-diffusie-
vergelijking met een bronterm op. De bronterm is direct gerelateerd aan de groei van de deeltjes
die zich in een eindige volumen cel bevinden. De chemische parameters uit Van der Weijden et al.
(2002a) zijn gebruikt als input voor het groeimodel. Hierbij is er vanuit gegaan dat de diffusie van
Cu2+ de beperkende factor is voor de reactiesnelheid.

De resultaten laten zien dat er twee belangrijke ontwerpparameters voor de KenicsTM statische
menger zijn: het Reynolds getal, hetgeen een maat is voor het stromingsregime, en de verhouding
tussen het Stokes en het Froude getal (St/Fr), hetgeen een maat is voor de uitzaksnelheid van de
deeltjes. Deze twee getallen bepalen voor een groot deel het mengen, het uitzakken en de verblijf-
tijd van de deeltjes. In het ideale geval zijn de deeltjes uniform verdeeld over de menger en hebben
ze een uniforme verblijftijdsspreiding (propstroom). Het bleek dat deze condities het best benaderd
werden bij een lage St/Fr verhouding (St/Fr � 1) en ofwel een laag dan wel een hoog Reynoldsgetal
(Re � 20 of Re � 200).

Bij een horizontale reactor, vormt het uitzakgedrag van de deeltjes een probleem wat direct gere-
lateerd is aan de St/Fr verhouding. Het bleek dat om het merendeel van de deeltjes in suspensie te
houden een lage St/Fr verhouding en een hoog Reynolds getal nodig is (St/Fr � 0.01 en Re � 500).
Een alternatief is een verticale reactor. Als de stromingsrichting naar beneden is in zo’n reactor,
doen er zich geen problemen voor met betrekking tot het uitzakken van deeltjes. Hetgeen de limiet
aan de St/Fr verhouding opheft. Er blijft echter een beperking voor wat het mengen van de deeltjes
betreft. Als de St/Fr verhouding groot is ( � 1), botsen de deeltjes met de mengelementen, wat leidt
tot een opeenhoping van deeltjes bij de mengelementen. Er is onderzocht wat de invloed van deze
slecht gemengde deeltjes is op de deeltjesgrootteverdeling. Hiervoor zijn simulaties uitgevoerd van
groeiende koperdeeltjes in een verticale reactor met een statische menger. Het bleek dat de deeltjes-
grootteverdeling breed is, wanneer de deeltjes niet effectief gemengd zijn. Daarom is er ook bij een
verticale reactor een beperking voor de St/Fr verhouding (St/Fr � 1), wanneer er een eindproduct van
hoge kwaliteit (nauwe deeltjesgrootteverdeling) gewenst is.

Om tot een nieuw ontwerp voor een propstroomreactor te komen zijn de numerieke resultaten
gecombineerd met chemische experimenten uitgevoerd in een autoclaaf. Er is een 1-dimensionaal
model gebruikt om de reductie van Cu2+ in drie verschillende reactorconfiguraties te voorspellen
(batch reactor, horizontale propstroomreactor en verticale propstroomreactor). Experimenten in een
autoclaaf met glazen binnenbehuizing zijn gebruikt om het model te testen en de modelparameters
te bepalen. Het model is vervolgens gebruikt om het (mechanische) energieverbruik per kg terugge-
wonnen koper te voorspellen. Bovendien is de totale energiebehoefte van het proces (verwarmen +
pompen) geëvalueerd en vergeleken met elektrowinning (EW), hetgeen de conventionele methode
is voor terugwinning van opgelost koper. Het verwarmen van de vloeistof tot de reactietemperatuur
bleek de grootste energieverbruiker te zijn.

De toepasbaarheid van de reactor voor industriële afvalwaterbehandeling en kopermijnbouw is on-
derzocht gebaseerd op het energieverbruik. Het bleek dat een verticale reactor een aantrekkelijk
alternatief kan zijn voor elektrolyse, als de afvalstroom een hoge Cu2+ concentratie bevat of als de
afvalstroom vervuild is met organisch materiaal. Het dient opgemerkt te worden dat de verticale
reactor expliciet ontworpen is voor behandeling van kleine afvalstromen binnen Nederland. Voor
het verwerken van grote stromen (bijvoorbeeld bij de kopermijnbouw) is de doorzet van de verticale
reactor te laag. Deze limitatie kan overwonnen worden door meerdere reactoren parallel te plaatsen.
Echter, het gebruik van bijvoorbeeld een ander type statische menger kan mogelijk de doorzet van
de verticale reactor vergroten en de toepasbaarheid uitbreiden. Het ontwerp van zo’n grote verticale
reactor vormt een interessant onderwerp voor toekomstig onderzoek.
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Nomenclature

Acronyms
BBO Boussinesq-Basset-Oseen
BGK Bhatnagar-Gross-Krook
CDS Central Difference Scheme
CFD Computational Fluid Dynamics
CSTR Continuous Stirred Tank Reactor
CV Control Volume
FE Finite Element
FFT Fast Fourier Transform
FHP Frisch-Hasslacher-Pomeau
FL FLUENT
FV Finite Volume
IA Interrogation Area
IC Integrated Circuit
LB Lattice Boltzmann
LDA Laser Doppler Anemometry
LES Large Eddy Simulation
LG Lattice Gas
NS Navier-Stokes
PFR Plug Flow Reactor
PISO Pressure-Implicit with Splitting of Operators
PIV Particle Image Velocimetry
PRESTO PREssure STaggering Option
PT Particle Tracking
RANS Reynolds Averaged Navier Stokes
RIM Refractive Index Matching
SIMPLE(C) Semi-Implicit Method for Pressure-Linked Equa-

tions (Consistent)
TVD Total Variation Diminishing

Roman symbols�
area [m2]�
	
constant growth constant [m/s]� 	
linear growth constant [1/s]�
diffusion coefficient [m2/s]
coefficient� concentration [-/m3]���� lattice velocity at link i�
element or tube diameter [m]���
length of an IA [m]�
diameter [m]� (direction) vector
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Roman symbols (continued)�
Force [N]�
frequency [Hz]� ��� ������� particle density at link !"
gradient (velocity) [1/s]"
growth rate [m/s]"#	
reciprocal growth constant [m2/s]$ gravitational acceleration [m/s2]% �  Heaviside function or unit step function [m]&
height [m]'
coefficient'
nucleation [particles/(m2 s)](
normalised pressure drop)
wave number [1/m])+*
area shape factor)-,
reaction rate constant [1/s])/.
volume shape factor0
element length [m]1
(specific particle) size [m]1
axial position [m]132
distance of particle to wall [m]4 mass [kg]465 moments of PSD [particles 7mj-2]8 �
number of particles in an IA9 refractive index9 number9:� � ������� discrete (Boolean) velocity direction of (LG) par-
ticle9 � 1 � �;=<>�� population density [particles/m3]? pressure [Pa]@
rotation matrix� radial coordinate [m]� radius [m]�� lattice pointA
power of spectraA
source or sink termA
surface [m2]B distance [m]B standard deviation�B displacement vector [m]C
temperature [K]� element (blade) thickness [m]� time [s]� lattice time-step�D
velocity vector (PIV) [m/s]E velocity (related to flow) [m/s]F
volume [m3]G velocity (related to particle) [m/s]H width [m]; axial coordinate [m]I spatial coordinate [m]J spatial coordinate [m]
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Greek symbolsK twist angle of mixing element [rad]L
angle between two consecutive elements [rad]M � time step [s]N
gap width between particle and wall [m]O P QSRUTQSRUVO particle fraction: number of particles relative to
injected number of particlesW
angle [rad]X
bulk viscosity coefficient [Pa s]X
wavelength [nm]Y dynamic viscosity [Pa s]Z kinematic viscosity [m2/s][ density [kg/m3]\ standard deviation��\ stress tensor [kg/(m s2]] shear stress [Pa]] BGK relaxation parameter] relaxation time [s]] residence time [s]^`_
mass-flow rate [kg/s]^`a
flow rate [m3/s]b
angle [rad]b
scalarc � collision operator at link i (LG)

Dimensionless numbers
Da I First Damköhler number
Fr Froude number
Pe Peclet number
Re Reynolds number based on

�
St Stokes number

Subscriptsd
perpendicular

0 initial or reference
a added mass
ax axial
b body
bd between data
beam laser beam
burst LDA burst
C cell
c control (volume)
cycles cycles of burst
D drag
E or e east
f face
G Gradient
i lattice link
l liquid
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Subscripts (continued)
lift lift of particle
McL McLaughlin
m mass
med median
mixer tube with static mixer
n normal
nodes grid nodes
out out of plane
p particle
proc processor
r reaction
rad radial
res residence
sheet laser sheet
s slip
s specific
sample sample point (PFR)
tan or t tangential
tot total (time)
tube tube without static mixer
v volume
W or w west
w or wall wall

Superscripts
* dimensionless
+ dimensionless wall units
eq equilibrium
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Introduction

1.1 Background: Waste-to-waste-to-product technology
Heavy metals such as copper are of utmost importance to mankind. They are used in electronic
devices, heat exchange devices, electric wires and so on. Unfortunately, heavy metals are harmful
to the environment. Therefore, waste water that contains heavy metals needs to be treated prior to
discharge. A conventional method to treat waste-water containing heavy metals is via electrolysis
or cementation. The use of scrap iron for the cementation of copper was already used in the 1500s
in Spanish copper mines, but the quality of the copper was low due to impurities. Currently, elec-
trolysis or electro-winning is widely used for copper recovery. It has the advantage that copper of
high quality is formed, but it has the disadvantage that it requires a large amount of electrical power.
Furthermore, an expensive solvent extraction step is necessary. Recently, Hage et al. (1999) showed
that an alternative for electrolysis can be a reduction process based on oxidation of carbohydrates.
Hage et al. performed their experiments in an autoclave. The advantage of this method is that it only
requires power for heating and pumping. Furthermore, this novel reduction process can be used to
process two waste streams simultaneously and recover a valuable end product. A process that works
along this principle is an example of a waste-to-waste-to-product technology.

Waste-to-waste-to-product technology is a promising new field in environmental engineering. If
used effectively, it has the potential of making profit out of waste. This forms an economic in-
centive for the cleaning of environmentally hazardous waste streams, which fits the concept of the
triple P’s (People, Planet and Profit) that more and more companies adopt nowadays. This philoso-
phy puts equal weight on the well being of people, the care for the environment and the need for a
healthy economy. In this study, a waste stream containing heavy metals (e.g. copper, silver or gold)
is combined with a waste stream containing carbohydrates (e.g. starch, wood dust, sugar) in order to
recover the metal in the form of metal powder. Here, the carbohydrates provide the electrons, which
are necessary for the precipitation of the aqueous metal. The heavy metals are recovered and the
carbohydrates are degraded. The waste stream containing heavy metals can originate from various
industries such as the electronic, galvanic or mining industry. The waste stream containing carbohy-
drates can originate from organic waste streams, which can be found in the food or wood industry,
and can be applied as reductors after hydrolysis. In this process, the negative impact of both streams
on the environment is reduced. Figure 1.1 shows a schematic overview of the reduction of aqueous
copper with the novel process.

One of the advantages that this novel reduction process has over electrolysis is that the heavy metals
are reduced into particles and that it has the potential of being more energy efficient. In electrolysis,
the end product consists of copper formed at the cathodes, whereas the autoclave reduction process
delivers copper powder. Especially, when the particle size distribution is narrow, the copper powder
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Figure 1.1: Cu2+ reduction with carbohydrates: solid particles are formed

is potentially more valuable. Furthermore, it is possible to treat waste streams that contain more
than one heavy metal and recover these metals with a single reactor (Van der Weijden et al. (2001)).

In The Netherlands, the novel reduction process can be applied to the IC and galvanic industry. A
typical IC company in The Netherlands produces a waste stream of the order of 2 m3/day (23 mL/s),
while the Cu2+ concentration of the stream is in the range of 1.2 ����� 40 g/L. The original design of
a plug flow reactor was based upon this stream. Recently, Bergsma (2003) showed that the waste
streams in these companies are too small to justify the investment costs of a novel reactor. He
proposed that central waste collectors/processors would be more interested in the novel reduction
process. Several of these waste processing companies showed interest in the novel process such as
Interchemic B.V., VECOM B.V., SITA Ecoservice B.V., Stokkermans Chroomindustrie B.V., BRE-
DOX B.V. and Verstraeten Verbruggen Groep. Bergsma (2003) points out the following advantages
that this process has over electrolysis:h The process has a selectivity for copper (and silver).h Organic contamination of the waste stream does not pose problems.h Organic waste streams can (partly) be processed at the same time.h Low concentrations can be treated.

He also mentions an important drawback of the novel reduction process: for application in The
Netherlands, the entire national production of copper containing waste water is necessary to make a
novel reactor economically feasible. However, the process has the potential to be successful in The
Netherlands, when waste streams containing other heavy metals can be processed with the same
reactor.

Outside The Netherlands, the reduction process could be applicable in the mining industry, e.g. in
Chile or South Africa. In the mining industry, large streams of aqueous copper exist. The total
amount of copper that is recovered by means of electrolysis is of the order of 1 Mton/year and the
size of the streams that contain the aqueous copper is of the order of 1 m3/s. Because of these
enormous streams, the energy efficiency of the process plays an important role. If the novel process
can be more energy efficient than electrolysis, a significant reduction in energy consumption can be
achieved. Furthermore, the copper mining industry is responsible for a large fraction (10%) of the
total amount of green house gases (CO2) emitted by Chile (Maldonado et al. (2001)). The novel
reduction process could help to reduce the emission levels.

It should be noted that the project sponsor, IOP Senter, demands an application inside The Nether-
lands. The main focus of the project was therefore on the treatment of small copper containing
waste streams and not on the large streams that can be found in the copper mining industry.
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1.1.1 IOP heavy metals: project partners and sponsors
At TU Delft, a joint project between the Kramers Laboratorium and Resources Engineering Group
(formerly known as Raw Materials Processing) was started to render this novel reduction process
economically feasible and to develop a suitable reactor environment, i.e. a plug flow reactor (PFR).
The Resources Engineering Group, which is part of the Faculty of Civil Engineering and Geo-
sciences, is specialised in the following three subjects: the design and the development of equipment
for physical and chemical separation processes, the improvement of the processing of primary ores
and secondary raw materials (metals), and environmental technology such as recycling and waste
treatment. The expertise of the Kramers Laboratorium, which is part of the Faculty of Applied
Sciences, is in the field of fluid mechanics and transport phenomena with a focus on the process
industry.

The project was sponsored by Senter, which is an agency of the Ministry of Economic Affairs and
is responsible for the subsidies, credit and fiscal arrangements in the area of technology, energy and
environment. The goal of Senter is to strengthen the position of the industry and the knowledge
infrastructure in The Netherlands in a sustainable fashion. One should note that Senter has been
currently joined with Novem and is now called Senternovem. Senter has sponsored several inno-
vative research programs (IOPs) one of them being the IOP heavy metals, from which this project
was funded. Several companies have participated in the project such as CES B.V., RAMAER B.V.,
PRIMIX B.V., Corus N.V., Biofuel B.V., Ceramic Oxides International B.V., Philips Galvanotech-
niek Eindhoven and Ondeo Industrial Solutions.

1.2 Continuous reactor
The ultimate goal of the project is to develop a continuous plug flow reactor for the process. The
process conditions, the feasibility of the novel reduction process and the chemical parameters were
determined by Dr. R.D. van der Weijden from the Resources Engineering Group. Publications about
this study have appeared in various journals and conference proceedings: Aurich and Koene (2001)
and Van der Weijden et al. (1999, 2001, 2002a,b, 2003). Van der Weijden showed that the process
can be an alternative for electrolysis and that it is applicable to various industrial waste treatment
or mining processes. Most of her work was based on autoclave experiments, which provided vital
data about the chemical process. This data were used as input for the development and numerical
simulations of a continuous reactor.

The two types of continuous reactors that are often used in the process industry are the continuous
stirred tank reactor (CSTR) and the plug flow reactor (PFR). Despite the fact that a CSTR has draw-
backs, it is often used because of the large amount of knowledge and experience that exists about
stirred tank reactors. At the Kramers Laboratorium the stirred tank reactor has been the subject
of several numerical investigations for the past years. Derksen and Van den Akker (1999) showed
that the Lattice Boltzmann (LB) method in combination with the Smagorinsky model for sub-grid
scale turbulence is a powerful tool to simulate the turbulent flow in a stirred vessel. This work was
extended to multiphase (liquid-solid) flow by Derksen (2003). Furthermore, the LB method was
used by Hollander et al. (2003) to study agglomeration in stirred vessels. Recently, Hartmann et al.
(2004) continued on this work and studied the hydrodynamics in a Rushton turbine stirred vessel.
In his work, a large eddy simulation (LES) carried out with LB, was compared to the Reynolds av-
eraged Navier Stokes (RANS) model in the commercial package CFX; the numerical results were
compared to LDA measurements. All in all, the scientific work at the Kramers laboratorium has
led to an increase in understanding of the dynamic (multiphase) flow in a Rushton stirred vessel
and shows the importance of stirred vessels and mixing for the process industry. However, a plug
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Figure 1.2: Schematic overview of the ’plug flow’ reactor used at CES and 4 CSTRs in series.

flow reactor can be used as an alternative for continuous stirred tank reactors and batch reactors.
An example of the use of a plug flow reactor in an environmental or ’green’ context is the study of
Gerdemann and Penner (2003), in which a plug flow reactor is used for carbon sequestration.

A CSTR is the conventional reactor, which is mostly used for continuous processing. At the former
company CES B.V., a system of 4 CSTRs in series was compared to a PFR (figure 1.2). Preliminary
results indicated that the ’plug flow’ reactor was more efficient than four CSTRs in series, when
processing gold ore. These results formed the starting point for further research of the PFR and
eventually led to this project. This result is not surprising, because in general a CSTR has a lower
yield than a PFR. Furthermore, the residence time distribution of a CSTR is far from ideal. Even
if we assume that the CSTR is an ideally stirred vessel, the residence time distribution deviates
significantly from plug flow, (figure 1.3). Since a narrow residence time distribution is necessary to
obtain a narrow particle size distribution, a PFR is preferred over a CSTR.

The original configuration of the PFR (figure 1.2) consisted of 10 coiled tubes (5 pairs) intercon-
nected with static mixers. In the laminar flow regime, a helically coiled tube has an axial dispersion
coefficient, which is smaller than in a comparable straight pipe. However, to keep the particles
formed in suspension a high axial velocity is necessary. Since the density ratio of the metallic par-
ticles and fluid is high ( [ 2ji [ alk 9), the particles will be pushed towards the outer wall of the coil
due to the centrifugal force. Furthermore, secondary flow in the form of Dean (1927) vortices (see
also Schlichting (1968)) is present in a coiled tube. Small particles follow the flow better and may
be more uniformly distributed along the coiled tube, because they may be transported back towards
the centre of the pipe by the Dean vortices. Large particles, on the other hand, may experience a
centrifugal force, which is large compared to the hydrodynamical forces. As a result, large particles
may eventually be located near the outer wall of the coiled tube. This difference of location between
large and small particles may enhance the difference in size, because large particles may slow down
near the wall and as a results have a longer residence time, which gives them more time to grow.
For this reason, a straight reactor seems preferable. In this case, the settling of large particles needs
to be prevented, which can be achieved by a high axial velocity.
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Figure 1.3: Distribution function of the residence time in PFR, CSTR and (laminar) pipe.

Static mixers can be added to the reactor to enhance mixing by helping to keep particles in suspen-
sion and to minimise the axial dispersion. However, the static mixers were also a cause for clogging
of the PFR at CES. Therefore, the KenicsTM static mixer is the main topic of investigation of this
thesis. The focus is on the flow and behaviour of growing particles inside the KenicsTM static mixer.

1.3 The KenicsTM static mixer
Basically, a static mixer is a stationary obstacle placed in a tubular reactor in order to promote mix-
ing and can be seen as the equivalent of the stirrer in a stirred tank reactor. It has the advantage that
it has no moving parts and it extracts the energy required for mixing from the flow in the form of
an increase in pressure drop. Furthermore, the maintenance cost and operating cost of static mix-
ers are lower than conventional stirrers and a static mixer requires less space. In this dissertation,
the KenicsTM static mixer (figure 1.4) is investigated and assessed for its applicability in the novel
reduction process. The KenicsTM static mixer is manufactured by one of the companies involved in
the project, PRIMIX B.V. It should be noted that PRIMIX used the term PRIMIXTM static mixer
rather than KenicsTM static mixer, which is a brand name of Chemineer Inc. In this work, however,
the mixer will be referred to as the KenicsTM static mixer, since in literature this term is used for this
type of mixer for the passed decades.

In this context, it is mentioned that at the Kramers Laboratorium a special case of the KenicsTM

static mixer manufactured by PRIMIX is investigated. This (PRIMIXTM) static mixer is welded to
the tube by a sophisticated welding technique. Numerical as well as experimental research has con-
firmed that this novel static mixer has a significantly higher heat transfer than a non-welded mixer,
(Van der Kleij (2004); Mudde et al. (2004)). Furthermore, the mixing properties and pressure drop
of the PRIMIX static mixing in the laminar regime were investigated with the commercial package
FLUENT and experiments were conducted, (Van Pijpen (2002); Mudde et al. (2002)). These results
showed good agreement with existing models and data of the static mixer.
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Figure 1.4: A four element KenicsTM static mixer

It has been mentioned previously that the particle size distribution of the copper powder should be
narrow to obtain a high quality end product. One way of achieving this is by controlling both the
residence time of the copper particles formed in the process and the mixing of the aqueous copper.
The residence time and mixing can be controlled by adding static mixers to the tubular reactor.
Ideally, the flow in the reactor should approach plug flow. Hobbs and Muzzio (1997b) show that the
KenicsTM static mixer approaches plug flow, when the number of mixing elements is increased. This
property of the mixer and the fact that one of the companies involved in the project is a manufacturer
of this static mixer is the main reason to investigate the suitability of the static mixer for the novel
reduction process.

1.4 Numerical techniques
Computational Fluid Dynamics (CFD) is used to study the flow and behaviour of growing particles
in the KenicsTM static mixer. First, the commercial CFD package FLUENT was used to calculate
the flow in the KenicsTM static mixer. FLUENT is a generic multi-purpose code, which can be ap-
plied with success to various applications. At the Kramers Laboratorium, FLUENT has been used
routinely in the past decade to investigate single-phase and multi-phase flows, mixing properties
and flow of complex media. The flow in a stirred vessel was investigated numerically by Bakker
(1992). Venneker (1999) extended this work in order to predict the turbulent flow and gas dispersion
in stirred vessels with population balance equations. Furthermore, the flow and collection efficiency
of a cyclone were assessed with FLUENT by Hoekstra (2000). Recently, FLUENT was used to
predict the heat and mass transfer to a cylinder sheeted by a porous layer, Sobera et al. (2003). The
aim of this research was to improve protective clothing, which is used for example by the military to
protect against biological or chemical attacks. Kritzinger et al. (2001) used FLUENT to investigate
the flow and mixing properties of a novel monolithic stirrer. The monolithic stirrer can be used
to replace a conventional stirrer in an existing reactor (called retro-fitting). The flow through the
channels of the monolith as well as the flow in the stirred vessels were simulated with FLUENT.

FLUENT has the advantage that it has a user friendly graphical interface and that the complex
computational meshes can easily be built with GAMBIT, which is a CAD-like mesh generator. An
important drawback of FLUENT is the relatively high memory requirements per computational cell.
Furthermore, FLUENT becomes slow when a transient flow is simulated on a dense mesh, which
is necessary to simulate the transitional flow in the KenicsTM static mixer. Therefore, an alternative
method was explored as well, the Lattice Boltzmann (LB) method. More details on these issues can
be found in chapter 4 and in Van Wageningen et al. (2004a).



1.5. EXPERIMENTAL TECHNIQUES 7

Kandhai et al. (1999) showed that LB can be used to simulate the flow in a SMRX static mixer
and can be an alternative for standard (FV) or (FE) codes. The same code was used in this study
to investigate the flow in the KenicsTM static mixer. The advantage that the LB method has over
conventional methods, is that it is easy to parallelise and can be used to simulate complex geome-
tries. Furthermore, the LB method is specifically designed and optimised for the standard computer
architecture. A drawback of the LB method is the fact that the boundaries at the wall in LB are
stair-cased. Therefore, a relatively dense grid is required in order to accurately resolve the flow in
complex geometries. More sophisticated methods to deal with the wall are currently being devel-
oped, Chen et al. (1998); Bouzidi et al. (2001); Verberg and Ladd (2002); Rohde et al. (2002).

At the Kramers Laboratorium, improved wall methods and local grid refining have been developed
by Rohde et al. (2002, 2004). These improvements remove the major drawbacks of the LB method.
Furthermore, the LB method has been used to study turbulence and particle dynamics in crystallisers
(Ten Cate (2002)) and to investigate shear induced agglomeration (Hollander (2002)). The parallel
computations in the Kramers Laboratorium are performed on an in-house Linux cluster, which is
currently comprised out of 80 nodes. Each node consists of two dual Pentium processors. Two to
four nodes were used for the numerical simulation of the flow in the KenicsTM static mixer with the
LB method.

To investigate the behaviour of particles in the static mixer, a particle tracking (PT) code was devel-
oped and linked to and embedded into the LB code. The PT code was based upon the equation of
Maxey and Riley (1983) to which the Saffman (1965, 1968) lift force was added. Furthermore, a
growth model for the particles was added to the PT code. The particle growth was based upon the
diffusion of Cu2+ to the surface of the particle. The Cu2+ concentration was solved with a standard
finite volume code, which solves the convection diffusion equation with a sink term. This sink term
is directly linked to the particles that are present in the finite volume cell. The chemical parameters
of Van der Weijden et al. (2002a) were used as input for the growth model, where it is assumed that
the diffusion of Cu2+ is the rate limiting factor. With this novel code, the particle size distribution
can be estimated under different reactor conditions. Validation is an important aspect of CFD. The
CFD results of LB and FLUENT were compared with one an other and the results were compared
to experimental data. Two experimental techniques were used: Particle Image Velocimetry (PIV)
and Laser Doppler Anemometry (LDA).

1.5 Experimental techniques
Particle Image Velocimetry (PIV) was used to measure the flow in a two-element glass mixer. The
mixer was made optically transparent with the Refractive Index Matching (RIM) technique. The
PIV setup was based upon the setup that was used by Ten Cate et al. (2002) to measure the flow
around a settling sphere and the RIM technique was based upon the work of Muguercia et al.
(1993) and Cui and Adrian (1997). A setup was built for gravity driven flow. An accurate tem-
perature control was necessary to maintain the index matching at the measurement section. The
PIV/RIM technique allowed accurate measurements of the flow field in a cross-sectional plane of
the KenicsTM static mixer. However, the geometry of the glass mixer deviated too much from the
standard KenicsTM static mixer. Although, the CFD geometry was modified to closer resemble the
glass mixer, only qualitative agreement was obtained. A one to one comparison was not possible
due to the small geometrical differences that were still present.

To obtain a quantitative comparison between CFD and experiment a more accurate mixer was de-
sired. Therefore, it was decided to perform point measurements with LDA in a steel KenicsTM static
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mixer, which has a far more consistent geometry. With these experiments a quantitative agreement
between LB and LDA could be obtained. The work of Harteveld et al. (2004) and Van Maanen
(1999) should be mentioned in this context. Van Maanen (1999) performed an extensive research
into noise sources of LDA and the retrieval of turbulence properties out of LDA data. Harteveld et al.
(2004) used LDA to investigate the complex multiphase flow in a bubble column, for which he de-
veloped a novel dual burst wavelet processor, which was partly based upon the work of Van Maanen
(1999).

1.6 Scope of this study
The novel reduction process is the starting point of this project, which focuses on the treatment of
waste streams containing copper. The goal of the project is to develop an advanced ’multi-phase’
plug flow reactor (PFR) for the novel reduction process, where the main focus of investigation was
on the suitability of the KenicsTM static mixer for this reactor. To render the process economically
feasible, a high quality end-product is necessary. A narrow particle size distribution is potentially
more valuable. Therefore, the aim is to develop the right reactor conditions (in both chemical and
physical respect), which may lead to high-quality copper particles with a narrow particle size distri-
bution. The key question is whether it is possible to get a close to uniform particle size distribution
in KenicsTM static mixer reactor. Therefore, it is investigated whether it’s possible to achieve good
mixing of species in the reactor as well as to provide plug flow conditions for the copper particles
formed in the reactor. The physical parameters such as the flow conditions and the behaviour of
growing particles inside the KenicsTM static mixer are studied numerically. The flow field is vali-
dated by means of LDA and PIV measurements and the size distribution of particles is studied by
using discrete particle simulations of the growing particles. The results and findings are discussed
in this dissertation.

In figure 1.5, a schematic overview is given of the project. The chemical parameters obtained from
autoclave experiments are used as input parameters for the CFD simulations. In the end, the CFD
results together with the autoclave data are used to make an optimum reactor design. The dashed
box indicates the main focus of this thesis. The two main issues of this study are the growth of the
copper particles and the hydrodynamics inside the KenicsTM static mixer.

1.7 Outline
This thesis is structured as follows. First, in chapter 2, the basic principles of the KenicsTM static
mixer are explained and an overview of the numerical model, theory and methods is given. Next,
the experimental techniques are described and discussed in chapter 3, which include Particle Image
Velocimetry (PIV), Refractive Index Matching (RIM) and Laser Doppler Anemometry (LDA). In
chapter 4, the dynamic and time dependent flow in the KenicsTM static mixer is discussed as well
as the numerical techniques that are used to calculate the flow field. Both FLUENT and LB are
introduced. This chapter has appeared in the AIChE Journal (Van Wageningen et al. (2004a)). In
chapter 5, the mixing of particles in the KenicsTM static mixer is studied under different flow condi-
tions. This chapter is an extension of the paper presented at the 11th European Mixing Conference
in Bamberg (Van Wageningen et al. (2003)). In chapter 6, the growth of particles and reduction
of copper ions is investigated numerically in a four element KenicsTM static mixer reactor. Fur-
thermore, the particle size distributions obtained under different operating conditions are compared
and the suitability of the KenicsTM static mixer is assessed. This chapter will appear in Chemical
Engineering Science and was presented at the 18th International Symposium on Chemical Reac-
tor Engineering (ISCRE 18) in Chicago (Van Wageningen et al. (2004b)). In chapter 7, a design
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Figure 1.5: Schematic overview of the Senter project.
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proposal for a continuous ’plug’ flow reactor (in both a vertical and a horizontal setup) and for a
batch reactor are given, where the main focus is on the energy efficiency of the process. Parts of this
chapter will be submitted to Mineral Engineering. Finally, the conclusions regarding this work are
given in chapter 8.



2

Theoretical models and numerical methods

In this chapter, the basic working principles of the KenicsTM static mixer are described and the dif-
ferent flow regimes that occur in the KenicsTM static mixer are evaluated. Furthermore, the physical
and chemical aspects that are important for the reduction process and particle growth are presented.
Various models are necessary to correctly predict the particle growth and Cu2+ reduction by means
of Computational Fluid Dynamics (CFD). The simulations are carried out in a tubular reactor, which
is equipped with a KenicsTM static mixer. The KenicsTM static mixer is added to promote plug flow
conditions and to increase the mixing performance of the reactor. The flow in the mixer is numeri-
cally solved with two methods: the finite volume method, which is implemented in the commercial
package FLUENT, and the lattice Boltzmann method. The principles of both methods are explained
in this chapter. Furthermore, a particle tracking code, which solves the Boussinesq-Basset-Oseen
(BBO) equation, has been developed. as well as a finite volume solver, which solves the convection-
diffusion equation with sink-term. The numerical models of these codes are discussed and the rele-
vant dimensionless groups are given, which can be used for scaling.

2.1 Static mixers
Mixing is important for the process industry. Conventional chemical reactors make use of mechan-
ical stirrers. They are used to mix or blend different fluids, bring reacting species into contact,
suspend discrete particles or bubbles, etc. In general, such a stirred tank reactor consists of a vessel
that is usually equipped with baffles on the sides, in which an impeller brings the fluid in motion.
The baffles are used to prevent the fluid from rotating along with the impeller. This configuration
is used for centuries for mixing. The main innovations lie in the baffle/impeller configuration and
impeller type.

An alternative for the stirred tank reactor can be a continuous pipe reactor. To enhance mixing,
control the residence time, promote heat exchange and/or suspend particles, static mixers are added
to such a reactor. Here, the static mixer can be compared to the impeller in a stirred tank reactor. A
static mixer has the advantage that is doesn’t have moving parts, which leads to lower maintainance
and operating costs. In principle, a static mixer is nothing more than a stationary object, which is
placed inside the tube. Ideally, it disturbs the flow in such a manner that desired flow conditions
are obtained. The most commonly used static mixers are the SMX and Kenics static mixer, see
figure 2.1. The basic principle of these mixers is to split, stretch and recombine the fluid, in order to
achieve mixing.

Rauline et al. (2000) compare the Kenics static mixer and SMRX mixer under different circum-
stances. The SMX static mixer has the advantages that a relatively short length is necessary to
obtained full mixing. Rauline et al. (2000) show that the SMX mixer can be about 3.3 time shorter
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Figure 2.1: Example of the SMX (left) and Kenics (right) static mixer.

then the Kenics static mixer to obtain the same amount of distributive mixing. Under these condi-
tions both mixers have similar pressure drops. If length is an issue the SMX mixer is favourable.
The disadvantage of the SMX mixer is that it is more expensive then the Kenics static mixer. Since
space is not an issue, the Kenics static mixer seems favourable for this project due to its lower costs.
Therefore, this study focusses on the Kenics static mixer. The geometry of the Kenics static mixer
consists of a series of mixing elements, each consisting of a short helix of length

0
, which is equal

to 1.5 times the tube diameter
�

(i.e. the aspect ratio
0 i �

=1.5). The helices are rotated clockwise
and counterclockwise at an angle of 180 m and are placed at an angle of 90 m with respect to each other.

2.1.1 Mixing mechanism and hydrodynamics of Kenics static mixer
The mixing mechanism of the Kenics static mixer is different at low and high Reynolds numbers,
where the Reynolds number is based upon the tube diameter. At a low Reynolds number the flow is
alligned with the mixing elements, while at a high Reynolds number vortical structures start to play
a role in the mixing process. These vortical structures cause an early transistion to unsteady (time
dependent) flow, which makes the flow in the Kenics static mixer interesting from a hydrodynamical
point of view.

Low Reynolds mixing

The Kenics static mixer was orginally designed to operate at a low Reynolds number. In this regime,
mixing takes place via cutting, stretching and recombining of the flow. First, the mixing element
cuts the flow into two pieces. Second, the pieces are stretched along the mixing element and at the
intersection with next element, they are recombined and cut again, after which the process repeats
itself. The mixing process is illustrated in figure 2.2.

In the low Reynolds range, the flow is alligned with the mixing element and no vortical structures

Cut and recombine
fluid at junction

Low Reynolds mixing (Re<50)

2 fluids/cut stretch

recombine/cut stretch

el
em

en
t 1

el
em

en
t 2

Figure 2.2: Working principle of Kenics static mixer at low Reynolds numbers
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High Reynolds mixing (Re>50)

Re=50 large primary
vortex appears at center
of junction

Re=150 smaller secondary
vortex appears at suction side
of element

Clockwise
rotation

Counter clockwise
rotation

Sudden change
in flow direction

Figure 2.3: Working principle of Kenics static mixer at a high Reynold number

are present in the flow. The cutting of the flow takes place because the mixing elements are at an
angle of 90 m and the fluid is stretched because of the rotation of the mixing elements. This way even
the most viscous flows can be mixed.

High Reynolds mixing

At higher Reynolds numbers the static mixer is comparable to a rotating plate that suddenly changes
its rotation direction. At the suction side of the mixing element vortices appear, which are similar
to vortices that appear when a plate is rotated. Furthermore, due to the sudden change in flow di-
rection at the junction of two mixing elements, a large vortical structure appears at the center of the
mixing element. These vortical structures can contribute to the mixing. Their location is illustrated
in figure 2.3.

If the Reynolds number is increased even further, the flow becomes unsteady. The vortices start
to oscillate and eventually, move and merge together. This oscillatory behaviour of the vortices
contributes to the mixing process. More details on the mixing characteristics of the Kenics static
mixer can be found in Van Wageningen et al. (2003) and in chapter 5 of this thesis. In these studies,
the mixing efficiency and residence time distribution are evaluated under different flow conditions
by means of tracer particles.

2.2 Models needed for simulation of reduction and growth
process

To predict the correct particle size distribution in the KenicsTM static mixer, a good understanding
of the growth mechanism and transport of the particles in the flow is important. Ideally, all particles
grow in a similar manner. If all particles have the same initial size, growth rate and residence time,
it is obvious that their final sizes will be equal. The question is whether we can get as close as
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Figure 2.4: Schematic overview of the models needed to describe the reduction process.

possible to this ideal situation. For this purpose the KenicsTM static mixer is added to the tubular
reactor. CFD is used as a tool to simulate the transport and growth of the particles inside this mixer.

In order to use CFD, various aspects need to be modelled. Figure 2.4 provides an impression of the
different models that are needed to describe the process, which include:h The chemical reaction, in which the copper ions (Cu2+) and carbohydrates (xylose) are in-

volved. Its rate is determined by the acidity, i.e.the H+ concentration, and temperature, which
are normally kept constant during the process.h The transport of the species (xylose, Cu2+,

% +) involved in the reactionh The growth and transport of the particlesh The flow inside the KenicsTM static mixer reactor

Some assumptions are made, which simplify the problem. A uniform temperature over the reactor
is assumed. The KenicsTM static mixer promotes heat exchange and in practise, the reactor is kept
at constant temperature. Both aspects support this assumption. In reality, the acidity increases dur-
ing the process. However, in practise the acidity is controlled by addition of NaOH. Therefore, a
constant acidity is assumed. Furthermore, an excess doses of carbohydrates (xylose) is assumed. In
that case the influence of the carbohydrate concentration is minimal.

Two approaches are used to solve this problem numerically: a three step approach and a simulta-
neous approach. In the three step approach the different models are simulated sequential. First, the
3-dimensional laminar-velocity field and pressure are computed by solving the full Navier-Stokes
equations. The velocity field is used as input for the second step, which consists of the calculation of
the transport of the chemical species involved in the process and their reactions. The obtained Cu2+

concentration is used as input for the third step, which consists of the calculation of the trajectory
and growth of the individual particles. This method will be explored in more detail in section 2.4
and is also described in Van Wageningen et al. (2002). The drawback of this method is that it is
only applicable for steady state problems and that the chemical reaction does not take place at the
surface of the particles. Here, the chemical reaction is modelled as a first order reaction, which only
depends on the local species concentrations and not on the presence of a particle. Therefore, the
three-step approach is only valid, when the particles are uniformly distributed over the reactor.

Since the reaction takes place at the surface of the particles, an improvement to the three-step method
would be the inclusion of the location and surface of the particles into the reaction model. An other
improvement is to make the flow solver time dependent. These improvement are implemented in
the simultaneous approach. In this case the flow, the particle trajectories, Cu2+ concentration and
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Control volume V

Control surface S

Figure 2.5: Finite control volume fixed in space (conservative form).

particle growth are solved simultaneously. Furthermore, the particle growth is directly linked to the
decrease of the Cu2+ concentration. This method will be explored in more detail in section 2.5 and
is also described in chapter 6, which is based upon Van Wageningen et al. (2004b).

2.3 Modelling of the flow
Traditionally, the flow of a fluid is modelled with the continuity and Navier-Stokes equations, which
are based on the conservation mass and Newton’s second law. In the finite volume approach, a finite
control volume, which is fixed in space, is considered (figure 2.5). When mass is conserved, the
change of mass in time is equal to the amount of mass that flows in the control volume through the
surface

A
. This leads to the continuity equation in integral and conservative form:nn � opoqosr [�t Fvu oqoxw [ �E 7 t �Azy|{ (2.1)

where [ is the density of the fluid,
�E is the local velocity vector,

F
and

A
are the volume and surface,

respectively. With the Gauss-divergence theorem, the continuity equation in conservative form can
be derived from equation 2.1:n [n � u~} 7 � [ �E: y|{ (2.2)

and for incompressible flow (constant density) this equation is reduced to} 7 �E y|{ � (2.3)

The Navier-Stokes equation based upon a fixed control volume and Newton’s seconds law can be
written as:nn � opoqosr [ �E�t F y�� opoxw [ �E �E 7 t �A u oqoqoxr ���������� t Fvu oqosw ��\ 7 t �A (2.4)

where
���������

are the body forces (e.g. gravity) and
��\ is the stress tensor, which yields:

��\ y������� { {{ � {{ { �
�� ? u �� ]���� ]���� ]����] ��� ] ��� ] ���]���� ]���� ]����

��
(2.5)
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Figure 2.6: Interpolation of cell centred value towards faces.

where ? is the pressure and ] is the shear stress. For a Newtonian flow the shear stress tensor is
equal to

��] y �����
X } 7 �E u~� Yg������ � Y�� ������ � u ������ �#� Y¡ �����¢� � u ������ �#£Y�� ��� �� � u ������ � � X } 7 �E u~� Y ��� �� � Y�� ����¢� � u ��� �� � �Y¡  ��� ¢� � u ��� �� �#£ Y�� ��� ¢� � u ��� �� �¤� X } 7 �E u~� Y ��� ¢� �

��¥¥¥�
(2.6)

where Y is the dynamic viscosity and
X

is the bulk viscosity coefficient, which is frequently set toX y �¦ Y . It should be noted that for incompressible flow (
} 7 �E y�{

) the terms with
X

disappear.
Again with the Gauss-divergence theorem, equation 2.4 can be re-written asnn � [ �E u§} 7 � [ �E �E¨ y ����������©u§} 7 ��\ � (2.7)

which is the Navier-Stokes equation.

2.3.1 Discretization - Finite Volume
If the flow is Newtonian and incompressible the equations 2.3 and 2.7 form a closed system and can
be solved numerically. In this work, only Newtonian and incompressible fluids are considered and
the commercial package FLUENT is used to solve the flow. FLUENT is a generic multi-purpose
code for modelling fluid flow and heat transfer in complex geometries. It numerically solves the
Navier-Stokes equations on unstructured meshes and uses a control-volume-based technique, which
is also referred to as finite-volume. The governing equations (2.3 and 2.7) are integrated on the
individual control volumes. This way an algebraic set of equations is constructed. The equations
are linearised to numerically solve the unknowns (velocities and pressure). Furthermore, the do-
main is divided into discrete control volumes using a computational grid, which is created with the
grid-generator Gambit and consists of hex-wedged cells, twisted along the helical elements of the
mixer.

In FLUENT the pressure and velocity are both stored at the cell centre (co-located). Therefore,
interpolation of these value towards the faces of the cell is necessary. The following schemes for
the velocity interpolation can be selected in FLUENT (Fluent Inc. (2003b)):h First order upwind interpolation: the value at the cell centre

b�ª
, is used at the downstream

faces of the cell.h Second order upwind interpolation: the value at the (upwind) cell centre and its gradient are
used to calculate value at the face

�
,
b=« y b¬ª u} b¬ª 7 M®�B ª , where

M¯�B ª is the distance
vector between the face centre and cell centre (figure 2.6). It should be noted that

b ª
are the

values of the upstream cell with respect to the face.



2.3. MODELLING OF THE FLOW 17

h Central difference scheme: the values and gradients from the two cells that share the same
face are used to obtain the face value. The east face value

b°« < ± of cell


becomes with CDS:b¬« < ± y³²� � b¬ª u~} b�ª 7 M¯�B ª u b�´ u~} b�´ 7 M¯�B ´  (figure 2.6).h Power-law scheme: it uses the analytical solution of the one-dimensional convection/diffusion
equation to interpolate values towards the cell face.h QUICK scheme: a combination of CDS and upwind is used for the interpolation,b¬« < ± y|W¶µ A¬·A¨¸ u A¬· b�¹ u A¨¸A¨¸ u A¬· b�´�º u � � �»W  µ A ± u~� A¨¸A ± u A¨¸ b�¹ � A¨¸A ± u A:¸ b�¼½º (2.8)

where the distances
A

are illustrated in figure 2.6. It should be noted that in FLUENT the
value of

W
is solution dependent.

In this work the central difference scheme of FLUENT was selected, since this scheme is most
transparent and it is second order accurate.

For the interpolation of the pressure the following schemes are available in FLUENT:h The linear scheme, which computes the face pressure as the average of the pressure values in
the adjacent cells.h The second order pressure scheme, which reconstructs the face pressure similar to the second
order accurate convection schemes.h The PRESTO! (PREssure STaggering Option) scheme, which uses the discrete continuity
balance for a staggered control volume about the face to compute the pressure at the face.

The second order pressure scheme was selected in this work.

In the segregated solver of FLUENT, which is used in this study, the momentum and continuity
equations are solved sequentially. In this sequential procedure, the continuity equation is used as
an equation for pressure. The pressure does not appear explicitly in the continuity equation for
incompressible flows. In FLUENT three schemes can be used to introduce the pressure into the
continuity equation: the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations), SIM-
PLEC (SIMPLE-Consistent) and PISO (Pressure-Implicit with Splitting of Operators) scheme. The
SIMPLE and SIMPLEC scheme both correct the predicted pressure, by evaluating the mass flow
rate through the faces, where the sum of the mass-flow rate through all faces has to be zero to satisfy
the continuity equation. The PISO scheme applies, some corrections to the SIMPLE scheme, such
as skewness correction. The equations were interpolated until convergence was reached within one
time-step ( � {s¾ ¦ for continuity, � {s¾S¿ for velocities).

It should be noted that FLUENT is a generic multi-purpose code, which is designed for steady-state
flow problems. FLUENT can also solve transient problems, but solves them as a sequence of steady
state problems, which makes the code slow compared to a non steady CFD solver. Therefore, for
the transient simulations an alternative flow solver was used.

2.3.2 Lattice Boltzmann method
Conventional flow modelling is based on macroscopic continuum equations (e.g. Navier-Stokes as
is described above). The macroscopic behaviour of the flow is the result of the interaction of small
individual molecules. In theory, it is possible to obtain the macroscopic behaviour of the flow via
simulation of the interaction of all individual molecules, but due to the large number of molecules
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Figure 2.7: Propagation and collision phase of the 2D FHP-model.

in fluid flows this approach is impossible in reality. It is, however, possible to simulate fictitious
particles, whose behaviour on a macroscopic level mimics the Navier-Stokes equation. The lattice
gas method follows this approach.

In this method, fictitious particles reside on the nodes of a regular lattice, which is fixed in space.
The nodes are interconnected and the particles can only move along the lattice links. First, the par-
ticles are propagated over the lattice according to their (discrete) velocity direction. In one discrete
time step, the particles move towards the next node. This phase is called the propagation phase. Sec-
ond, the particles, which have arrived at the next node, interact with one another and change their
velocity direction accordingly to certain collision rules. This phase is called the collision phase.
The propagation and collision phase of the 2D FHP-model are illustrated in figure 2.7, where FHP
are the first letter of the names from the developers of the model, Frisch, Hasslacher and Pomeau.
They were the first, who obtained the correct Navier-Stokes equation from the lattice gas automata
on a hexagonal lattice (Frisch et al. (1986)).

In the collision phase, mass and moment are conserved. Most collisions are trivial, which means that
there is only one possibility to conserve mass and momentum and there is no change in direction of
the particles. Some head on collisions can have multiple outcomes and are called non-trivial. In this
case the particles change their direction. Figure 2.8 shows examples of some trivial collision and
the non-trivial collisions of the 2D FHP model. With these simple rules the Navier-Stokes equation
is obtained on a macro-scale. The particles and particle interactions on the nodes act as cellular
automata, which on a macro-scale mimic the Navier-Stokes equation.

In the lattice gas method the particle occupation is described by a set of Boolean variables 9À� � ��s���� ,
where the index i indicates the discrete velocity directions of the particles and

�� indicates the position
of the node. The time evolution equation of the lattice gas is equal to:9 �Á� �� u �� � ��� u �  y 9 ��� ������� u c �-� 9 ��� ��s���� � �ÃÂ y|{ � � � ����� ��Ä� (2.9)

where
�� � are the local particle velocities and

c � are the collision operators. Only one particle is
allowed in each velocity direction at a certain node, which is similar to the Pauli exclusion principle
and leads to a Fermi-Dirac local equilibrium distribution (Frisch et al. (1987)).

In the lattice gas method the particle occupation is described by a set of Boolean variables. In
the lattice Boltzmann (LB) method these set of variables are replaced by (real) particle distribution
functions, which are mesoscopic variables. The advantage of the LB method is that statistical noise
is eliminated, while the locality of the kinetic approach is retained. An extensive review of the Lat-
tice Boltzmann method is given by Chen and Doolen (1998).
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Figure 2.8: Collision rules of the 2D FHP-model.
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Figure 2.9: Three step method: sequential simulation.

In the study presented here, the BGK (Bhatnagar-Gross-Krook) collision operator is used. The BGK
collision operator makes use of a single time relaxation. The BGK evolution equation is as follows:� �Á� �� u �� � ��� u �  yÅ� ��� ������� u �] � � RÇÆ� � ��s���� �È� �Ã� ��s���� � �� (2.10)

where
� ��� ������� denotes the particle density which resides on lattice point

�� at time-step � , and is
moving along link ! with local particle velocity

�� � , ] is the so-called BGK relaxation parameter. The
BGK evolution equation 2.10 is similar to the lattice gas (LG) evolution equation 2.9, where the
term

²É � � RÁÆ� � ��s���� �z� �Á� ��Ê���� � is the BGK collision operator.

A detailed comparison between FLUENT and the Lattice Boltzmann method is made in chapter 4.
Furthermore, in that chapter a comparison of LB with experiments is made.

2.4 Three step method: a preliminary estimation
The three-step-method is only used for steady (Re � 200) flow in the KenicsTM static mixer. In these
simulations it is assumed that the particle distribution is uniform and that gravity plays a minor
role, which is only the case when the particles are extremely small ( � 5 Y m). Figure 2.9 shows the
three sequential steps, which were used to predict the particle size distribution in Van Wageningen
et al. (2002). In the first step, the 3-dimensional laminar-velocity field and pressure is computed by
solving the full Navier-Stokes equations. The outcome is used as input for the second step, which
consists of the calculation of the transport of the chemical species and their chemical reactions.
After the Cu2+ concentration is solved, discrete particles are tracked through the concentration field.

Calculation of Cu2+ concentration
Van der Weijden et al. (2002a) describe in detail the hydrolysis and degradation reactions of several
carbohydrates and their influence on the reduction of Cu2+. For xylose, the reaction can be described
by the following equation:ËÍÌ ��� u ËÏÎ�Ð ² 	�ÑÒÎ u Ð � ÑÔÓÕËÏÌ �ÃÖ  u ËÍÎ�Ð ² 	�Ñ#× u~� Ð � (2.11)

It is assumed that there is an excess doses of xylose so the xylose concentration does not influence
the reaction rate. The reduction process stops, when the pH drops below 1.3. A low pH forms a
barrier for further carbohydrate oxidation. Since the acidity increases during the process, pH control
is necessary. In this study, it is assumed that the pH remains constant during the process, which can
be achieved by a continuous injection with NaOH.
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The Cu2+ concentration is solved as a passive scalar with a sink term and was incorporated into
FLUENT using a user defined function (UDF). For the scalar interpolation the second-order upwind
scheme was selected and the following mass balance was used for the Cu2+ concentration:nn ; � ��E �xØ ËÍÌ ���:Ù � y nn ; � � � nn ; � Ø ËÏÌ ���=Ù � � )-, Ø ËÍÌ ����Ù (2.12)

where
�

is the diffusion coefficient of Cu2+ and
) ,

is the reaction rate constant. The surface of
the particles did not influence the reaction rate constant, because the surface of the titanium wall
was dominant over the surface of the particles. The rate constant proved to be independent of Cu2+

concentration and it depended solely on the pH.

It was assumed that all the reduced Cu2+ ends up as metallic copper particles. The Cu(s) formed on
one particle becomes: Ú�ÛÇÜ ÝsÞ�ß�à�á¸ V , where � 2 is the local particle concentration. The growth is based
upon the local Cu2+ and particle concentration in the reactor and can be modelled as follows:t F 2tx� y )-, Ø ËÏÌ ��� Ù� 2 [ 2 (2.13)

where
F 2

and [ 2 are the volume and the density of a particle, respectively.

An important drawback of this method, is the fact that the surface is not included in the reaction
model. The reaction depends only on the Cu2+ concentration. Inclusion of the surface into the
reaction would make the model more realistic. One way to achieve this is via population balance
modelling. In appendix A the applicability of the population balance for different growth models is
discussed.

With the population balance method a more realistic model for the chemical reaction can be ob-
tained, because the surface of the particles can be modelled. Furthermore, the population balance
method has the advantage that the statistical properties of the particles can be solved as passive
scalars with a source term, which makes the calculation less computational demanding than a si-
multaneous simulation of discrete particles and the Cu2+ concentration. A drawback of this method
is that the exact location of the particles is not taken into account. The particles exist in the form
of concentrations of their statistical properties and behave as flow followers. Moreover, gravity is
not included into the model. Since the density ratio between the particles and fluid is rather large
( âäãâ =9), settling of particles has a big influence on the location of the particles, which ultimately de-
termines the location and rate of the reaction. Because of these limitations, the population balance
method (like the first order reaction model) is only suitable for small (tracer-like) particles.

2.4.1 Discrete Particle Models
After the Cu2+ concentration field is solved, particles that grow during their residence in the reactor
are tracked. It is assumed that the particles behave more or less as flow followers. Gravity is
neglected and only drag is considered, which makes this approach only valid for very small particles.
For the three-step-approach, FLUENT was used to calculate the velocity field, concentrations and
to track the growing particles. The following force balance (without gravity) was used for the small
particles:4 2 txG 2tx� y ��å

(2.14)

where 4 2 and G 2 are the mass and the velocity of the particle, respectively and
�lå

is the drag force
on a spherical particle. The drag force is given by:��å yÔ å 7çæ è � �2 7 �� [ � E � G 2  � (2.15)
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where [ is the density of the liquid,
 å

the drag coefficient and � E � G 2  the slip velocity. The drag
coefficient is modelled as follows: å yvé ² u é �egf 2 u é ¦e©f �2 (2.16)

where Rep is the Reynolds number of the particle (based upon the particle diameter and slip veloc-
ity) and the

é
’s are constants that apply for smooth spherical particles over a range of Rep given by

Morsi and Alexander Morsi and Alexander (1972).

Integration in time of equation 2.14 yields the velocity of the particle along its trajectory, which is
predicted by

� ��:ê y G 2 . In FLUENT (Fluent Inc. (2003b)) a length scale controls the size of the
integration time-step. The integration time-step

M � is computed by FLUENT based on a specified
length scale

1
, and the velocity of the particle G 2 and of the liquid phase E :M � y 1G 2 u E (2.17)

If the first order reaction model is applied the growth is based on equation 2.13. The growth equation
is implemented in FLUENT via a user defined function that modifies the diameter of the particle
based upon the local Cu2+ concentration.

The size of the particles is determined by the Cu2+ concentration the particles encounter and by
their residence time inside the reactor. The properties of the particles are recorded at certain planes
inside the reactor. The following particles variables are recorded when passing the different record-
ing planes: residence time, diameter and location. Figure 2.10 shows where the different planes are
located (at ; y è �ìë � which is half way the mixer, at ; yîí �

which is at the exit of the mixer and
at ; y � è+� which is the outlet plane). All the particles that have passed the recording planes are
used to determine the particle size distribution.

Figure 2.10 also shows the numerical setup, which consists of a 6 element KenicsTM static mixer with
an
0 i �

ratio of 1.5. A developed laminar velocity profile is used for the inlet boundary condition
(at ; yï� �

). The mixer starts at 1 diameter from the inlet ( ; yî{
) and ends at 10 diameters from

the inlet ( ; yðí �
). The outlet is located at 4 diameters from the exit of the mixer ( ; y � è+� ).

An outflow boundary is chosen, which sets the derivatives in the flow direction of all flow variables
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Figure 2.11: Re=50 (5th element), the large vortex ends at 0.3
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from a cross-section, contours show
the Cu2+ concentration in g/L.

(except pressure) to zero at the outlet face. No-slip boundaries are applied at the walls. The Cu2+

concentration is constant at the inflow boundary (0.002 ñ [ )[g/L] and the precipitation process is
described as a source term in equation 2.12. Discrete particles that grow are tracked through the
KenicsTM static mixer reactor and their statistical properties were recorded at the outlet. In the next
section, some of the results are shown.

2.4.2 Preliminary results
In Van Wageningen et al. (2002), the three step method was used and the velocity field and cor-
responding Cu2+ concentrations at some cross-sections in the mixer were evaluated at different
Reynolds numbers. Furthermore, the particle size distributions at the outlet were given for the cor-
responding Reynolds numbers and they were linked to the prevailing flow conditions inside the
mixer. This section briefly discusses the results for Re=50 and Re=200.

Flow structures and Cu2+ concentration

Two large (primary) vortices form directly downstream the junction of two mixing elements, be-
cause of the sudden change ( ��ò { m ) in twist direction. The primary vortex is found at all the sim-
ulated Reynolds numbers (50,100 and 200). Furthermore, the flow structures that form near the
junction of two elements are similar for all the simulated Reynolds numbers (50, 100, 200), but the
Cu2+ concentration differs for each Reynolds number. At Re=50, the Cu2+ concentration is far from
uniform (figure 2.11). While, at Reynolds 200, a far more uniform Cu2+ concentrations is observed
(figure 2.12).

The more uniform Cu2+ concentrations at higher Reynolds numbers can be explained by the appear-
ance of a secondary vortex at the suction side of an element and the fact that the primary vortical
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structure is longer. The interplay of two vortices enhances the mixing of the flow. The secondary
vortex does not appear at Re=50 and Re=100, which means that vortex mixing does not occur under
these conditions. At Re=50 the primary vortex has a short length in the axial direction and the lam-
inar velocity profile develops fast, which leads to differences in the residence time. Near the wall
the residence time is long, which results in a longer reaction time and as a consequence the Cu2+

concentration is lower near the wall.

The Poiseuille profile, which is dominant at low Reynolds numbers, causes variations in the Cu2+

concentration. At the junction of two mixing elements the Poiseuille profile splits in two parts
and mixing takes place at a large scale due to the splitting. The primary vortex breaks the Poiseuille
profile, but large differences in the axial velocity are still present, which leads to a non-uniform Cu2+

concentration. At Re=200, the Poiseuille profile is replaced by the interplay of the two vortices,
which leads to a more uniform axial velocity distribution. Due to the low axial velocity inside
the secondary vortex, the Cu2+ concentration drops in that region. However, the most uniform
concentration was still found at Re=200.

Particle size distribution

100k particles with an initial size of 0.05 Y m were tracked and the particles that escaped at the
outlet were used for statistics. The figure 2.13 shows the recorded particle size distributions at the
outlet. An almost Gaussian distribution is found at Re=200. At Re=50, the particle size distribution
deviates from the Gaussian distribution.
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Figure 2.13: the particle size distributions of Re=50 (left) and Re=200 (right) at the outlet of the
reactor (

�
=0.05 cm).

Concluding remarks

Industry seeks a uniform distribution for the end product, which is the copper particles formed. In
this study the KenicsTM static mixer was chosen as a reactor environment. The ’best’ distribution
was found at Re=200. The results show that the hydrodynamics influence the end product and that
flow structures can have a large effect on the concentration and particle size distribution even under
laminar conditions.

One should notice that the chemical process is approximated with a simple first order reaction. This
hypothesis holds only under certain conditions. Furthermore, gravity was neglected and a simple
force balance was used to track the particles. In reality these assumption do not hold. The particles
become quite large and have the tendency to settle down at the bottom of the reactor. Therefore,
gravity should be included into the force balance. Furthermore, the surface of the particles, which
is the source of the reaction should be included into the reaction equation, because a non uniform
distribution of the particles over the reactor, makes the first order reaction model, which does not
include the surface and position of the particles, invalid. These shortcomings have been overcome
in the simultaneous approach, which is discussed in the next section.

2.5 Simultaneous simulation
Because of the limitations that the three-step-method has, a different method is explored. In this
novel method, the velocity field, particles and Cu2+ concentration are updated within one time-step.
Van Wageningen et al. (2004a) show that the flow becomes unsteady, when Re � 300. Therefore, the
velocity field is solved with a lattice Boltzmann (LB) code, which is a parallel transient solver devel-
oped by Drona Kandhai. FLUENT also has a transient option, but the calculation of transient flows
is very slow, because FLUENT is a steady state solver, which solves transient flows as a sequence
of steady state problems. Furthermore, the coupling between the particle growth and sink term of
the Cu2+ concentration lead to instabilities in FLUENT. Since the source code of FLUENT was not
available, it was not possible to solve these problems. Therefore, a particle tracking code was de-
veloped based upon the equation of Maxey and Riley (1983) and included into the LB code. To the
particle tracking code, a finite volume (FV) code was added, which solves the convection/diffusion
equation of the Cu2+ concentration. The sink term of this equation was linked to the particle growth.

Figure 2.14 shows the scheme that was used for the simultaneous simulations. First, the particles,
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flow properties, Cu2+ concentration are initialised. Second, the flow is solved with the lattice Boltz-
mann flow solver, which consist of two phases: the propagation phase and the collision phase. The
particle tracking code, was included into the collision phase of the LB code, because at this stage the
velocities at the nodes are known. Furthermore, a particle growth model is added, which depends
on the local Cu2+ concentration. Next, the Cu2+ concentration is solved with a convection/diffusion
equation with sink term. The sink term of the Cu2+ concentration is directly linked to the particle
growth, which was stored in the previous step. Third, communication takes place between the dif-
ferent processors, because the code is parallel. After the communication, the time step is updated
and the process repeats itself. Finally, when the desired number of time steps is reached, the data is
stored.

2.5.1 Particle tracking
The growing particles move through the reactor. Their trajectory are influenced by the surrounding
flow field and body forces (gravity). The particle motion is modelled with the BBO equation to
which the lift force is added. The velocities and velocity gradients, which are obtained from the
LB code are used as input for the particle tracking. Since the velocities are only directly known in
the collision phase of the (BGK) LB code, the particle code is included into this phase to minimise
the number of calculations. More details on the numerical scheme, particle tracking model and
behaviour of particles in the mixer will be given in chapter 5.

This study focuses on dilute Cu2+ concentrations. As a result the mass loading of the copper particles
is low. Therefore, the exchange of momentum of the particles to the flow is neglected (one way
coupling). In other words, the particles do not influence the flow. Furthermore, a particle growth
model is included, which is based upon the diffusion of Cu2+ towards the surface of the particles.



2.5. SIMULTANEOUS SIMULATION 27

Particle growth model

The growth of the particles is determined by their residence time and the concentration of aqueous
copper the particles encounter. If the particles are small compared to the grid spacing, the diffusion
process can be described as follows. The diffusion equation in spherical coordinates for the Cu2+

concentration yieldst ËÏÌ ���tx� y � � C  ttx� � � � t ËÏÌ ���tS�  y|{ (2.18)

where
� � C  is the diffusion coefficient, which is a function of the temperature. The boundary

conditions for this problem are:� y ��ó Ó ËÏÌ ��� yÔËÍÌ ���ô Þ ,öõ *ä÷ R� yÔø Ó ËÏÌ ��� yÔËÍÌ ���	
where ��ó is the radius of the copper particle, Cu2+

0 is the bulk concentration and Cu2+
surface is the

concentration at the surface of the particle The analytical solution of this problem is given byËÍÌ ��� � �+ y � ËÏÌ ���ô Þ ,öõ *ä÷ R �ÈËÏÌ ���	  � ó� u ËÍÌ ���	 (2.19)

The mass flow
^Ïù

is equal to^ ù � �j y è æ � � � � � C  t ËÏÌ ���tx�  (2.20)

From equations 2.19 and 2.20 the mass-flow to the surface of the particle,
^ ù � ��ój can be obtained:^Ïù � � ó  y è æ � ó � � C  � ËÏÌ ���	 �ÈËÍÌ ���ô Þ ,öõ *ä÷ R  (2.21)

The mass-flow determines the volumetric and radial growth of a single spherical particle, which are
equal to:t F ótS� y ^ ù[ ó and

tS� ótx� y ^ ùè æ � �ó [ ó y
� � C  Ø ËÍÌ ��� Ù � �� � ó [ ó (2.22)

where
F 2

and [ 2 are the volume and density of the particle, respectively. It is assumed that the
reaction is much faster then the diffusion towards the surface, which implies that the surface con-
centration is equal to zero and it is assumed that the Cu2+ concentration in a computational cell is
equal to the bulk Cu2+ concentration. The sink term of the Cu2+ concentration can be obtained from
the mass transfer to all the particles:ttS� Ø ËÏÌ ��� Ù � �� y��½ú|û ãüþý ² ^`ù < üF ÷ ��ÿ��ö, ��a yA ÝsÞ ß�à where

^ ù < ü y è æ ��ó-< ü � � C  Ø ËÍÌ ��� Ù (2.23)

where 9 ó is total number of particles in the control volume
F ÷ ��ÿ�� ,ö��a

.

2.5.2 Convection/Diffusion equation
If a finite control volume fixed in space is considered (figure 2.15), the time rate of change of the
Cu2+ concentration can be obtained from a simple mass balance over the control volume.nn � � r Ø ËÏÌ ��� Ù t F y � w Ø ËÍÌ ��� Ù �E 7 t �A� ��� �¸	� û�
 ± ¸ ê ü � û

� � w �À} Ø ËÏÌ ��� Ù 7 t �A� ��� �� ü «�« �� ü � û
u � r A ÝsÞ ß�à t F� ��� � � ��� ¸ ± (2.24)
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Figure 2.15: Control volume for convection/diffusion equation (2D)

With the Gauss-divergence theorem, the convection/diffusion equation in conservative form can be
derived from equation 2.24:nn � Ø ËÏÌ ��� Ù y } 7 ��Ø ËÍÌ ��� Ù �E¨ � } 7 �l} Ø ËÏÌ ��� Ù u A ÝsÞ ß�à (2.25)

where the source term is linked to the particle growth as described previously. Based upon equa-
tion 2.24 the discretization of a cubic control volume is straight forward. In the lattice Boltzmann
code, the density, the dimension of the cube and the time step are all equal to one:M � y M ; y M I y M J y [ y � (2.26)

which simplifies the calculations. Figure 2.15 shows the control volume around a LB grid node
in 2D. The diffusive terms are interpolated using a central difference scheme. The east face of the
control volume around node P has the following diffusive terms:� � n Ø ËÏÌ ��� Ùn ; � R M I M J y � � Ø ËÍÌ ��� Ù�� � Ø ËÍÌ ��� Ù��M ; � R M I M J��������y �   Ø ËÏÌ ���=Ù � � Ø ËÏÌ ����Ù � £

(2.27)

where E and e denote the east node and east face, respectively. The diffusive term of the west face
is equal to� � n Ø ËÏÌ ��� Ùn ; ��� M I M J y � � Ø ËÏÌ ��� Ù � � Ø ËÏÌ ��� Ù! M ; ��� M I M J"�������y �  �Ø ËÏÌ ����Ù�� � Ø ËÏÌ ���=Ù  £

(2.28)

where W and w denote the west node and west face, respectively. The convective terms are calcu-
lated with a first order upwind scheme. The convection through the east face is equal toE R Ø ËÏÌ ��� Ù � M I M J �#�$�%�y E R Ø ËÍÌ ��� Ù � � E R � {  (2.29)E R Ø ËÏÌ ��� Ù � M I M J �#�$�%�y E R Ø ËÍÌ ��� Ù � � E R � {  (2.30)

(2.31)

and the convection through the west face is equal toE � Ø ËÏÌ ��� Ù! M I M J �������y E � Ø ËÏÌ ��� Ù! � E · � {  (2.32)E � Ø ËÏÌ ���=Ù�� M I M J �������y E � Ø ËÏÌ ����Ù�� � E · � {  (2.33)
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where the velocities E R and E � are positive when they point outward the control volume. The terms
of the north, south, top and bottom phase are similar to the ones of the east and west face.

An upwind scheme can cause numerical or false diffusion. When the flow is not aligned with the
cells, the false diffusion can be important. In the case of the KenicsTM static mixer, the flow is
not aligned with the structured grid. Therefore, there can be an overprediction of the diffusion
of the copper ions. An estimation of the false diffusion is made with the approximate expression
of De Vahl Davis and Mallinson (1972) for a two dimensional situation, which is given by:� õ * a ô R y [ÊE M ; M I Ö�Â'& � Wè � M I Ö�Â�& ¦ u M ;)(�* Ö ¦ W  (2.34)

where
W

is the angle made by the velocity vector with the x direction. It can be observed that,
when the angle

W
is 45 degrees and when the flow rate is highest (high Peclet number), the false or

numerical diffusion is maximal. When the grid is ’dense’, the numerical diffusion becomes smaller.
The LB solver uses a relatively dense grid so the numerical diffusion is expected to be small. It was
found that in the worsts case (at Re=1000), the false diffusion coefficient is equal to

�©õ * a ô R =8 7 10-11

m2/s. The ’real’ diffusion coefficient of the copper ions is of the order of
�

=3 7 10 -9 m2/s, which is
much larger than the ’false’ diffusion coefficient. It should be noted that there are more accurate
schemes for the convective terms such as the TVD scheme (Lathouwers (1999)). The TVD scheme
is not applied, because the numerical diffusion is much smaller than the ’real’ diffusion. In this case,
a simple upwind scheme is sufficient.

2.6 Scaling
Since the grid-spacing of the LB solver is always equal to one, scaling of the numerical problem
is necessary to translate the results towards ’real life’ dimensions. A convenient way to find the
right scaling rules is to make the governing equations dimensionless. This way the dimensionless
numbers, which can be used to scale, are identified. The following equations are solved numerically
and made dimensionless:h The Navier-Stokes equation (fluid flow)h The BBO-equation (particle motion)h The convection-diffusion equation with sink term (copper ion concentration)h Mass balance (particle growth)

The dimensionless form of the Navier-Stokes equation is equal to:t �E,+tS� + u �E + 7 } �E + y �e©f } � �E + � } ? + (2.35)

where e©f y E 	 �Z (2.36)

is the Reynolds number, which is based on the tube diameter
�

and mean axial velocity E 	 . The
motion of the particles is given by the BBO-equation. In dimensionless form, this equation can be
described in the following way:t �G +2tx� + y �G +ô-$. u ��/10 u32� [ + � } + �E +  7 �E + u �� +a � õ4� (2.37)
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where -�.ly [ * � �2��ò Y E
	5 � /10 y [ *[ 2 � [ a E �	5 $ and [ + y [ a[ * (2.38)

are the Stokes number, Froude number and the density ratio, respectively. The gravity force (Fr)
and drag force (St) are the dominant forces. If the problem is stationary the terminal velocity of a
particle is equal to the ratio between the Stokes and the Froude number, which can be used to scale.
The convection-diffusion equation in dimensionless form is equal totç��+tx� + y �6 f } + � � + � } + � �E + � +  � 587�9 � + (2.39)

where 6 f y E 	 5� and
587�9 y )+, 5E 	 (2.40)

are the Peclet and Damköhler I number, respectively. Here, a first order reaction (Da I) determines
the sink of the equation. When the sink term is linked to the particle growth the reaction rate

)�,
is

equal to
)+, y è æ � 1 ô , where1 ô y �F ÷ ��ÿ:�ö, ��a û V; ü3ý 	 � 2 < � (2.41)

is the specific length of the particles.

2.6.1 Scaling rules
Since the grid spacing is per definition one, the length scale is equal to the number of grid nodes
in that direction. For example if the characteristic length scale is determined by the tube diameter,
the ’LB’ diameter is equal to the number of grid nodes in the radial direction. The viscosity in LB
is equal to Y y � É ¾ ²× , where ] is a relaxation parameter. The Reynolds number, which is used to
scale, can be written in LB quantities:

e©f y E 	 �Z �������y < 9 ÷ R a>a ô E 	 < =?>� ] � � (2.42)

where 9 ÷ R a>a ô is the number of cells of the characteristic length, which is the tube diameter. The
table 2.1 shows the scaling of the liquid and particle velocity towards dimensionless quantities.

Table 2.1: Scaling rules
Quantity Symbol Dimensionless Scaling rule
Particle velocity relative to liquid velocity @�A @?BADC @EAGF HJI = K�L�FEMON K�LPF�MON
Liquid velocity H HQB C H1F HOI RTS
Time U UVB C U H$I�F�W
Diffusion coefficient X YZS C H�I�W[F�X YZS
Reaction rate \�] ^`_ba C \c]	^�F�H$I ^`_ba
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Experimental study into the KenicsTM static mixer

This chapter gives an overview of the experimental techniques. Two non-intrusive techniques, Par-
ticle Image Velocimetry (PIV) and Laser Doppler Anemometry (LDA), are used to investigate the
flow in the KenicsTM static mixer. For both methods the flow is measured via small tracer particles,
which are suspended and distributed uniformly in the flow. The main purpose of the experiments
is to validate the CFD results. The outline of this chapter is as follows. First, a brief introduction
about the KenicsTM static mixer and experiments that are reported in literature is given. Second,
the properties of the tracer particles that are used to measure the flow are discussed. Third, the ex-
perimental setup, method and results of PIV are explained and discussed, respectively. Fourth, the
setup, method and results of LDA are dealt with and finally, some concluding remarks are made.

3.1 Introduction
The KenicsTM static mixer has a large range of applications such as blending, heat transfer, mass
transfer and residence time control. A static mixer takes the energy that is needed for the mixing
out of the fluid, which translates into a pressure loss. Most early experimental work was focused on
the pressure drop e.g.Wilkinson and Cliff (1977); Sir and Lecjacks (1982); Shah and Kale (1991);
Heywood et al. (1984); Grace (1971) and on the residence time distribution e.g. Nigam et al. (1980);
Kemblowski and Pustelnik (1988). This work resulted in useful correlations to predict the pressure
drop in the KenicsTM static mixer. However, for validation of numerical work detailed information
about the velocity field is necessary. Visualisation is another tool that is used in literature for validat-
ing CFD data. Already in 1971, Grace (1971) showed in detail the mixing properties of the KenicsTM

static mixer at low Reynolds numbers. Two fluids were mixed in the KenicsTM static mixer. When
steady state was reached, the fluid was hardened after which the mixer was cut into pieces. This
way the mixing of two fluids in the KenicsTM static mixer could be studied. Pahl and Muschelknautz
(1982) extended this work to other types of static mixers. Recently, more fancy techniques such
as Laser Induced Fluorescence (LIF) were used to study the effect of striation thinning e.g. Jaffer
and Wood (1998); Fourcade et al. (2001). Fourcade et al. (2001) showed that CFD together with
the tracking of tracer particles could be used to calculate the average value of the rate of striation
thinning. Their work was based on the micro-mixing theory of Ottino (1989). Their numerical
results were validated qualitatively with the LIF technique. Good agreement was reported between
the CFD and experimental results.

Most experimental studies that were found in literature were performed at low Reynolds numbers
(Re � 10, steady state). Furthermore, detailed information about the flow field is lacking in literature,
while this is essential for a thorough validation of CFD results. Therefore, instead of focusing on
the mixing performance via dye or fluorescence, the work presented in this chapter aims to provide
detailed information about the velocity field inside the KenicsTM static mixer. Moreover, the higher
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Table 3.1: Properties of liquids used for PIV and LDA, respectivelyd�egfihkjcl,mon F�p lPqsr�fihkjOt$lZmon F�p luq HJvVw fihkjOt$l pxFEy q K�L f4hzj?t�{uq @|BA~} I
LDA hc��� ���b�:�k�G�E� hkj|�:�:�	����j ��� ����hkjOt$�
PIV jJ� ��� �O��h �b�k�:����j ��� ����hkjOtg�

Reynolds numbers in the ’transitional’ regime (Re � 300) are investigated as well. One should note
that the Reynolds number is based upon the tube diameter

�
.

Two non-intrusive measurement techniques were used to obtain detailed velocity information inside
the KenicsTM static mixer. First, Particle Image Velocimetry (PIV) was used in combination with
Refractive Index Matching (RIM) in a two element static mixer, which was made of glass (Dorsman
(2001)). Unfortunately the glass mixer had some geometrical inconsistencies, which made the ex-
periments unsuitable for quantitative validation. Therefore, in addition Laser Doppler Anemometry
(LDA) was used to perform point measurements in a 12 element metal static mixer. Velocity pro-
files at different Reynolds numbers up to Re=500 could accurately be measured with this technique.
Furthermore, the transition from steady to unsteady flow could be measured and studied with LDA.

3.2 Measurement of velocity flow via seeding particles
Both PIV and LDA measure the flow via particles suspended in the flow, where it is assumed that
the particles follow the flow. A particle follows the flow when the relaxation time of the particle ] 2
is small compared to the relaxation time of the flow ] a , which is at low Stokes number, St, defined
as -�.ly ] 2] a y [ 2/� �2��ò Y E

	5 (3.1)

where [ 2 and
� 2

are the density and diameter of the particle respectively, Y is the dynamic viscosity,E 	 is the mean axial velocity and
�

is the tube diameter. An other issue is the settling of the particles
due to gravity. In dimensionless form gravity appears as a Froude number (Fr):/Q0 y [ 2[ 2
� [ a E �	5 $ (3.2)

where [ a is the density of the liquid and $ is the gravitational acceleration. When only the gravita-
tional and drag forces are considered, the terminal velocity of the seeding particles in dimensionless
form G +ô < 	 is equal to the St/Fr number, which can be derived from the dimensionless particle force
balance (chapter 5).

G +ô < 	 y -$./10 y � [ 2 � [ a  Ç$��ò Y
� �2E *G� (3.3)

For both PIV and LDA hollow glass spherical particles were used, which had a density of [ 2 =1055 kg/m3

and an average diameter of
��2

=11.2 Y m with a standard deviation of \ 2 =6.6 Y m The diameter of
the tube was 5 cm for both the LDA and PIV experiment. For PIV a mixture of benzyl alcohol and
ethanol (96% pure) was used and for LDA a mixture of glycerol and water was used. The properties
of the liquids, which were used for LDA and PIV respectively, are listed in table 3.1.
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One can observe that the Stokes number for both PIV and LDA is of the order of 10-6, which means
that the relaxation time of the particle is six orders smaller than the relaxation time of the fluid.
Hence, the particles are good flow followers. The terminal velocity relative to the average axial
velocity is at most 5 7 10-4 for PIV and 3 7 10-5 for LDA, which means that the settling of the particles
does not pose a problem. Therefore, the seeding particles are suitable to measure the flow.

3.3 PIV Measurements

3.3.1 Setup
The setup consists of a 2 element KenicsTM static mixer, which is made of glass. The glass elements
were made by twisting a heated glass plate and they were carved to fit into a glass tube after which
they were welded to the wall of the tube. The aspect ratio of the glass mixer are

0 i �
=1.9 and� i � =0.08 and the length and diameter of the mixing elements are

0 	
=95 mm and

� 	
=50 mm, re-

spectively. The twist angles of the two elements were -170 and 205 degrees, respectively. It should
be noted that this deviates from the standard KenicsTM static mixer, which has an

0 i �
ratio of 1.5

and twist angles of -180 and 180 degrees, respectively.

To make the glass mixer optical transparent, the refractive index of the fluid was matched to the
refractive index of the glass elements and tube. Furthermore, the tube and mixing element were
placed in a glass square box, which was filled with the same fluid. This way both the tube and
mixing elements became ’invisible’ to the laser light and no laser light was reflected. Furthermore,
the direction of the light did not change, when passing through the glass elements. A schematic
overview of the flow system that was used for PIV is shown in figure 3.1. The flow is gravity
driven via an overflow vessel. The flow rate is set by adjustment of the pressure drop over the setup,
which is visualised by the difference in height (

M &
). The ’exact’ flow rate was determined after the

experiment by means of the correlation between the temperature fluctuations, which were measured
by the probes (2) and (3). The probes are located before and after the mixer, respectively and the
distance between the probes is 1.3 m. A membrane pump pumps the liquid from the buffer vessel
(50 L) into an overflow vessel, which is placed 1.5 m above the setup. One part of the liquid flows
back into the buffer vessel and the other part flows through the setup. This way a constant flow rate
is obtained in the setup. The flow rate is controlled by a valve at the end of the flow system and is
measured with the two PT100 probes. The liquid was indexed matched to the glass setup. In the
next section, more details about the refractive index matching technique are given.

3.3.2 Refractive Index Matching
The fluid consisted of a mixture of ethanol (96% pure) and benzyl alcohol. The ratio between the
two fluids and the temperature determines the refractive index of the mixture. Muguercia et al.
(1993) shows that the refractive index matching of the mixture is equal to the refractive index of
glass at a temperature of approximately 293K and a benzyl alcohol fraction of 58%. Since the
refractive index depends on the wavelength, slight variations to this value are necessary to match
the index for the wavelength (

X
=514.5 Y m) of the Argon-ion laser (3.6 W, single line 1.2 W) that

was used for the PIV experiment. One should note that the dependence on the wavelength makes
this technique less suitable for a dual beam technique such as 2D LDA. Furthermore, the refractive
index depends strongly on the temperature. Cui and Adrian (1997) showed that the temperature
fluctuations should be smaller than 0.1 K in order to maintain the index matching. Therefore, a
feedback system was installed, which kept the temperature fluctuation within 0.05 K. Figure 3.2
shows an example of the temperature measurements at the 3 probes.
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The temperature control system was comprised of a stirred buffer vessel which exchanges its heat to
the fluid via a heating coil. This vessel is kept at constant temperature via a thermostat, which can
heat the stirred buffer vessel by inserting hot water. A computer controls the flow of hot water to
the buffer vessel. Because of the large size of the buffer vessel (50 L) the temperature fluctuations
were small (figure 3.2). The small drop in temperature after some time, which can be observed
in the bottom two graphs in figure 3.2, is caused by a decreasing room temperature. One should
note that the temperature of the fluid drops, when the fluid flows through the system. However,
the drop between temperature over the measurement section (between probe (2) and (3) ) was less
then 0.05 K and the PIV measurements only took about 10 seconds. Hence the index matching
was maintained at the measurement section. An overview of the entire setup, which includes the
temperature control system is shown in figure 3.1. The refractive index was matched by adjusting
the temperature of the buffer vessel such that the matching was perfect at the measurement section.
The matching was evaluated by looking at refraction of the light sheet, which was also used for
the PIV experiment (figure 3.3). The light sheet was placed at a curved part of the mixing element
(maximum distortion), after which the temperature was adjusted such that the distortion of the light
sheet was minimal (no refraction).

3.3.3 Principe of PIV and optical setup
In PIV the velocity is determined by measuring the displacement of tracer particles at certain time
intervals. In digital PIV the tracer particles, which are illuminated by a laser sheet, are recorded with
a CCD camera at different times separated by small time intervals. The laser sheet was formed by a
cylindrical lens, which had a focal length of 6 mm, and a positive spherical lens, which had a focal
length of 250 mm. The sheet had a width of 70 mm and thickness of approximately 2 mm in the
measurement plane. The CCD camera (Dalsa Dalstar CA-D6) had a resolution of 512x512 (8bit)
and a maximum frame rate of 250 frames per second. Furthermore, a 26 mm lens was attached to
the camera. An overview of the optical setup can be found in figure 3.3.
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After the PIV images are recorded, the background noise of the raw image is subtracted. Further-
more, the digital PIV recordings are divided into subareas, which are called interrogation areas (IA)
(figure 3.4). The size of an IA was equal to 32x32 pixels and a 50% overlap of the IAs was used.
It is assumed that within one IA the tracer particles move homogeneously between two recordings.
The displacement of the particles is determined by cross correlation between the corresponding IA’s
of two subsequent PIV recordings and a Gaussian peak fit estimator is applied to obtain sub-pixel
accuracy. The maximum relative error was found at the lowest velocities and was about 7%. The
relative error of the highest velocity was much lower and was about 1%. With the displacement of
the particles,

�B , and the time interval
M � between two recordings the (2D) velocity vector

�D
can be

obtained in the plane of the laser sheet.

Keane and Adrian (1990) give four optimisation rules for a good PIV recording.

1. the number of particles in an IA,
8 �

, should be bigger than 15 (
8 � � � ë ).

2. the (in-plane) displacement of the particles should be smaller than 1/4 of the length of an IA,� �
, ( � �B ��� { � � ë � � ).

3. the out of plane displacement of the particles,
�B � Þ � , should be smaller than 1/4 of the thickness

of the laser sheet, � ô�� RÁR � , ( � �B � Þ � �s� { � � ë � ô�� RÇR � ).
4. the relative variation of the in-plane velocity should be smaller than 4 times the particle image

diameter,
� É divided by the length of an IA. ( � �"�� ��� � è ������ ).

These optimisation rules are derived to maximise the signal to noise ratio of the correlation peak,
which makes the correlation peak easier to detect. By adding sufficient amount of seeding the first
rule is obeyed. The second and third rule are obeyed by adjusting the frame rate of the camera,
such that the in-plane displacement was less then 1/4 of length of an IA. Furthermore, the size of
the IA was equal to 2 mm x 2 mm, which is equal to the laser sheet thickness. Hence, the IA has
a cubic form. Furthermore, the out of plane motion is smaller than the in-plane motion. Therefore,
when condition two is satisfied, condition three will automatically be satisfied. The variation of the
velocity within an IA cannot be controlled, but was found to be small. Only near the wall the last
rule will not be satisfied. Less then 2% of the vectors were spurious. It was decided not to remove
the spurious vectors, because there were very few spurious vectors. More details of this technique
can be found in Raffel et al. (1998).

Figure 3.4: Data processing of PIV.
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Figure 3.5: Measurement location of PIV.

3.3.4 Results
The PIV results that were obtained in the glass mixer are compared to numerical results, which were
obtained with the commercial package FLUENT v5.3. Grid independent results were obtained in a
two element mixer. An inflow and outflow boundary were used. The inflow boundary consisted of
a parabolic velocity profile and is located 1.5 � before the start of the first element. The outflow
boundary consisted of a constant gradient and was located 6 � behind the end of the second ele-
ment. One should note that since the glass elements were hand made, they were not perfect. The
elements start with a straight section after which the twist begins. This geometry was mimicked
and created with commercial package Gambit v1.3. This way a comparison between the PIV and
numerical results was possible. An overview of the measurement locations and the geometry of the
mixer can be found in figure 3.5.

Measurements were taken at two Reynolds numbers, Re=80 and Re=430. It should be noted that
only half of the total number of vectors is shown and that spurious vectors are not removed. Fig-
ure 3.6 shows the velocity vectors of the PIV (top) and CFD (bottom) results for Re=80 and the
contours indicate the velocity magnitude. It can be observed that there are discrepancies between
the PIV and CFD results. Especially, at location B the direction of the vectors differs significantly.
Also the velocity magnitude shows differences. These differences between the CFD and PIV are
likely caused by geometrical inconsistencies.

At Re=430 the differences are smaller and qualitative agreement is found at all three measurement
locations (figure 3.7). Small differences still arise due to the geometrical differences between the
CFD and PIV geometry. Despite of these small differences the direction of the velocity vectors is
similar for both PIV and CFD.
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The cross section of a mixing element was illuminated with the laser sheet to investigate in detail
the shape of a mixing element. Figure 3.8 shows the cross section, which is located roughly half
way a mixing element. It can be observed that the mixing element is ’wavy’, while it should be
straight.

Apparently this difference in geometry has more influence at low Reynolds numbers, since the PIV
and CFD results deviate more at Re=80. At the higher Reynolds number qualitative agreement could
be found between CFD and PIV. However, a quantitative comparison was desired. An alternative
mixer had to be found, since the hand made glass mixer proved to be inconsistent. A possible
improvement in the production of the glass mixer is pouring glass in a mold, but this proved to be
too expensive. It was decided to use a steel mixer, because a steel mixer has a far more consistent
geometry. In a steel mixer it was no longer possible to use the PIV/RIM measurement technique.
Instead, point measurement with LDA were performed.

3.4 LDA Measurements

3.4.1 Setup
The setup consists of a 12 element KenicsTM static mixer, which is comprised of stainless steel and
is coated black in order to reduce reflections. The aspect ratios of the ’experimental’ static mixer are0 i �

=1.6 and � i � =0.083 and the length and diameter of the mixing elements are
0 	

=76.5 � 1 mm
and

� 	
=48.0 � 0.1 mm, respectively. The measurement section is made optical accessible by

a perspex tube and is surrounded by a square box with glass windows in it in order to reduce
refraction. A schematic overview of the experimental setup is given in figure 3.9. The flow in the
9th element is measured. Fluent simulations had indicated that the flow in the KenicsTM mixer is
fully developed after about three or four mixing elements. The LDA measurements were compared
to lattice Boltzmann (LB) simulations. A 4 element periodic mixer was simulated with LB. As
was expected, the developed flow is comparable to the flow in a periodic mixer, which is in fact an
infinitely long mixer.
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3.4.2 Viscosity modification
The accuracy of LDA measurements is better at higher velocities. Therefore, a glycerol/water (mass
fraction glycerol

k
80%) solution is used to increase the viscosity in order to be able to increase the

velocity (while keeping the Reynolds number constant). This results in a smaller uncertainty in the
LDA measurements at the relatively low Reynolds numbers. The flow is gravity driven in order to
ensure a constant flow-rate. Furthermore, a feedback system is used to control the temperature via
a heating and cooling unit (figure 3.9). The temperature is kept constant with an accuracy of 0.1 m C
and the Reynolds number is set by varying the viscosity and velocity (Re=20,50,100, ����� ,450,500).
The flow-rate is measured with a rotameter, which is calibrated for each viscosity with an integrated
mass-flow calibration system. The calibration method was tested with LDA measurements in an
empty tube and proved to be reliable. One of the disadvantages of the use of a rotameter, is the fact
that it needed calibration for each new viscosity that was used.

3.4.3 Principle of LDA
LDA uses the principle that the frequency of laser light scattered of a moving particle is Doppler
shifted. The LDA measurement technique is used from some decades and has been extensively
described by Drain (1980); Absil (1995); Van Maanen (1999). The frequency or Doppler shift is
proportional to the velocity of the particle. One should note that there is a Doppler shift from laser
towards particle and from particle towards detector, which can be considered a double Doppler shift.
To measure the frequency shift, a second beam is used and the principle of optical beating or het-
erodyning of two frequencies is used to determine the frequency difference between the two beams.
In the differential or dual beam technique, which is used in this work, the optical beating takes
place because of the difference in angle of the two beams. Absil (1995) shows that the difference
frequency

�
, which is observed by the detector is equal to� yÔ� 2�, R u G d � Ö�Â�&=� K i �  X (3.4)

where
� 2�, R is the pre-shift frequency and G d is the velocity of the particle perpendicular to the di-

rection of observation and in the plane of the beam pair. K is the angle between the two beams or
beam pair and

X
is the wavelength of the laser beam.

A convenient way to look at the Laser Doppler technique is in terms of the fringe pattern, which
is formed by the two intersecting beams. The spacing between the interference fringes, B õ , � ÿ�  R , is
equal toB õ , � ÿ�  R y X� Ö�Â�&=� K i �  (3.5)

A particle that passes the fringe pattern will experience a modulation of light intensity of frequency�
, which is equal to the differential Doppler frequency (equation 3.4). One should note that a

frequency pre-shift of one of the beams can be interpreted as a moving fringe pattern. Once the
frequency

�
is known, the velocity can readily be obtained:G d y B õ , � ÿ�  R � �¶�z� 2�, R  (3.6)
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3.4.4 Optical setup
An overview of the optical setup is given in figure 3.10. The light source consists of a 4W Ar+ laser
(
X

=488 and 514.5 nm). Both lines of the laser are used and one of the beams of each beam pair is
given a frequency pre-shift (200kHz). The two beam pairs are transmitted via a (2D) probe in back-
scatter mode, which was equipped with a 250 mm lens and was traversed with a traversing table
(steps of 0.1 mm). Two-component LDA allows the simultaneous measurement of both the axial
and tangential velocity component in the measurement volume. The measurement volume is formed
by the intersection of the beams. The velocity components are measured indirectly by detecting the
back-scattered light of seeding particles, which are added to the flow and consist of glass hollow
spheres (section 3.2). The scattered light, which is (two times) Doppler shifted, is detected and
transformed to an electrical signal by a photomultiplier detector. The electrical signal or burst is
processed by the IFA 750 processor. The IFA removes the pedestal (low frequency component) of
the burst and counts the number of cycles of each burst

8 ÷ � ÷ a R ô , which is determined by the number
of half cycles or zero passes. One should note that the zero level was lifted above the noise level by
applying a threshold voltage (

F �
=200mV). Before processing the data, the signal is passed through

a band pass filter (30kHz...300kHz). Furthermore, the IFA records the burst duration � � Þ , ô � , time
between two consecutive burst (time between data) � ��� , and processor number (

8 2�,ö� ÷
=1,2), which

indicates from which beam pair the burst originated. The number of cycles (i.e. 2 times the number
of half cycles or zero passes), burst duration (i.e. the number of coefficients between the first and last
zero passes divided by the sampling rate), time between data and processor are stored on a standard
PC and processed afterwards. The Doppler frequency can be obtained from the number of cycles
and burst duration:� y 8 ÷ � ÷ a R ô� � Þ , ô � (3.7)

The data-rate, which is the number of bursts per second, was about 50-300 Hz.
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Figure 3.11: Time between data distribution at different Reynolds numbers (axial component).

After processing the raw data, two velocity time series are obtained of respectively the axial and tan-
gential velocity component. Figure 3.11 shows that the time between data distribution was Poisson
distributed, which is normal for single-phase LDA data. A deviation from the Poisson distribution
usually is an indication of an error source, (Van Maanen (1999)). The data was re-sampled using
sample and hold in order to calculate the spectra with the FFT. For the re-sample frequency the
average data-rate was used.

3.4.5 Measurement location and volume
Velocity profiles are measured halfway a mixing element in a developed flow and power spectra are
calculated from a monitor point that was located in the middle of the profile. Figure 3.12 shows the
location of the velocity profile and monitor point. It can be observed that the beams are refracted
when passing from air to the measurement section. One should note that the refraction, which is
caused by the glass wall and perspex tube are neglected. Since the refractive index of both perspex
and glass ( 9 k 1.5) are very close to the refractive index of the glycerol/water solution ( 9 k 1.44)
and since the angles at which the laser beams pass the glass and perspex surfaces are small, this will
not introduce a large error. Here, for the entire medium a refractive index of 9 =1.44 is assumed in
order to calculate the position of the measurement volume with Snell’s law. In practise, the posi-
tion of the wall is determined by traversing the measurement volume towards the wall. When the
measurement volume touches the wall a high data rate will be detected. The measured frequency
at the wall is in fact the pre-shift frequency that is scattered from dirt particles or impurities of the
glass wall. Since the particles are not moving a more or less continuous burst will be formed, which
yields a high data-rate.

The resolution of the LDA measurements is determined to a large extend by the size of the measure-
ment volume. When assuming a Gaussian laser beam (

� � R *ä_ =2.1 mm) and taking into account re-
fraction, the dimensions (length, height, width) of the measurement volumes are equal to

1
=1.1 mm,

and
& y H =0.07 mm, (Absil (1995); Drain (1980)). The blue beam pair (

X
=514.5 nm) is located

perpendicular to the green beam pair (
X

=488 nm). As a result the measurement volume of the blue
beam pair is turned 90 degrees around the radial axis. Furthermore, the refractive index is dependent
on the wavelength, which could lead to a dislocation of the measurement volumes. The empirical
relation of Cauchy is used to estimate, the difference in refraction:9 y¢¡ u¤£X � (3.8)
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where A
k

1.4 and B
k

3092 nm2. It was found that the dislocation in the radial is at most 0.1 mm
(near the mixing element), which is of the same order as the accuracy of the position of the mea-
surement volume and small compared to the length of the measurement volume. Therefore, the
difference in refraction will not distort the measurements.

3.4.6 Results
The velocity profiles are measured with LDA and compared to velocity profiles that are obtained
with Lattice Boltzmann (LB) simulations. The LB method and numerical setup are described ex-
tensively in chapter 4. The static mixer is at an angle of

W
=65 m with respect to the centre line of the

laser beams (figure 3.12). When this angle is taken into account, the LB and LDA velocity profiles
match for all Reynolds numbers which are measured (figures 3.13 and 3.14). In these figures, the
bottom axis indicates the radial position relative to the tube diameter ( �¥+ y �� ) and the left and
right axis both indicate the velocity relative to the mean velocity ( E + y ���¦ ). The alignment error
in the radial position is in the order of 1.5 mm, which is about 3% of the tube diameter. The error
in the dimensionless velocity was at most 0.01. At Re=500 (figure 3.14) the dimensionless mean
velocity and standard deviation are plotted. The mean velocity of the LB simulation was obtained
by averaging between time step 18000 and 20000. The relatively large standard deviation at Re=500
is mainly caused by the unsteady flow in the form of the oscillation of vortices and compares quite
well to the LB simulations. However, near the wall a deviation is found in the tangential component.
This deviation is absent in the axial component. Unfortunately, a satisfactory explanation for this
deviation could not be found.
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3.4.7 Dynamic behaviour of the flow
Simulations have indicated that the flow has an early transition to unsteady flow. This transition
was studied by recording time series of the velocity in the middle of the velocity profile. The ex-
act location of the monitoring point is shown in figure 3.12. The transition to unsteady flow can
clearly be observed in the time series. Figure 3.15 shows the time series at the monitor point of
Re=200,300,500. It can be observed that oscillations appear in the flow. At Re=200 the fluctuations
are caused by small uncertainties in the velocity. When the Reynolds number increases signif-
icant fluctuations appear (Re=300) and they become more irregular at higher Reynolds numbers
(Re=500). These strong fluctuations are an indication for the transient behaviour of the flow.

The unsteady behaviour of the flow is explored in more detail by looking at the frequency spectra.
Figure 3.16 shows the power spectra of Re=300 and Re=500, which are the average of55 spectra.
The spectra are normalized with the highest power, which was found at Re=500. At Re=300 two
peaks are observed. The small peak at

� k
7 s-1 could be linked to the oscillation of the vortical

structures that arises in the mixer and was also observed in the LB simulations, In chapter 4 more
details on the oscillatory behaviour of the vortices is given and comparison of experimental and
numerical data is made. The low frequency peak (

�
=1 s-1), which can also observed in the time

series, was absent in the simulations. It is assumed that this low frequency is caused by vibration or
resonance of the setup, since this low frequency peak was not observed at other Reynolds numbers
and was absent in the simulation. At Re=500 the oscillatory behaviour becomes more irregular,
which translates into a broader spectrum. The time series also indicates a more violent and irregular
fluctuation of the velocity. A similar trend was also observed in the simulations (chapter 4).

3.5 Concluding remarks
In this chapter, it was shown that the PIV technique together with the RIM technique is a powerful
technique to study the flow inside complex media. However, due to imperfections in the geometry
of the glass mixer, it was not possible to obtain data suitable for a quantitative comparison. Improve-
ments can easily be made by improving the shape of the mixer for example by molding the mixer.
Unfortunately, such technique is expensive and the manufacturing time was uncertain. Despite the
geometrical inconsistencies of the static mixer, a qualitative agreement was found at Re=430. Since
the experiments were not detailed enough for a quantitative comparison of numerical and experi-
mental results, it was decided to abandon the PIV technique and continue with LDA.

Point measurements in a steel static mixer were performed with LDA. A good agreement between
the CFD results and LDA measurements was found. Furthermore, the measurements demonstrated
that an early transition to unsteady flow takes place in the KenicsTM static mixer. A more detailed
description of the CFD methods will be provided in the next chapter. In this chapter also a more
detailed analysis of the transition will be given.
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Figure 3.15: Time series of axial (top) and tangential (bottom) velocity at monitor point.
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4

Dynamic Flow in KenicsTM static mixer: An
Assessment of various CFD methods

The flow in the Kenics static mixer is investigated in detail both numerically and experimentally in
the range of egf y � {-{ ����� � {-{-{ . It was found that at e©f y 2 {-{ the flow becomes unsteady. Two
numerical methods, the lattice Boltzmann (LB) method and the finite volume method (FLUENT),
were compared and used to simulate the flow. The LB method proved to be a relatively fast and
cheap (in terms of memory) alternative for the simulation of the transient flow in the Kenics static
mixer at e©f � 2 {-{ . Furthermore, the flow field and dynamic behaviour were validated by means of
LDA experiments. The transient behaviour observed could be explained by studying the dynamics
of the vortices in the flow. The transition to unsteady flow takes place, when the vortices start to
stretch out over an entire mixing element and create a disturbance in the flow, which subsequently
triggers the unsteady behaviour. 1

4.1 Introduction
The Kenics static mixer, which is designed already in the 60s, is mainly used for in-line blending
of liquid, heat exchange and to promote plug flow (i.e. uniform residence time). A large number
of studies, which have been conducted over the past decades, focus on one or more of these three
research topics.
(1) The publications that focus on mixing are Grace (1971); Wilkinson and Cliff (1977); Sir and Lec-
jacks (1982); Pahl and Muschelknautz (1982); Heywood et al. (1984); Arimond and Erwin (1985);
Bakker and LaRoche (1995); Rauline et al. (1995); Hobbs and Muzzio (1997a, 1998); Hobbs et al.
(1998); Rauline et al. (2000); Mudde et al. (2002). (2) The publications that focus on heat exchange
are Grace (1971); Chen and MacDonald (1973); Genetti (1982); Cybulski and Werner (1986)); Lec-
jacks et al. (1987); Joshi et al. (1995); Mudde et al. (2004). (3) the publications that focus on
the residence time distribution are Grace (1971); Nigam et al. (1980); Kemblowski and Pustelnik
(1988); Hobbs and Muzzio (1997b).

There are several advantages which a static mixer has over a mechanical mixer (e.g. a stirred tank
reactor): the low maintenance and operating costs, low space requirements and the fact that there
are no moving parts in a static mixer. A static mixer is in principle nothing more than a stationary
obstacle placed in a tubular reactor in order to promote mixing. In the case of the Kenics static
mixer the obstacle consists of twisted metal plates, which are welded together. The twisted plates or
mixing elements are designed in such a way that a mixing element splits the liquid into two streams
and recombines the two streams formed by the previous element. This is achieved by placing the

1This chapter is published as Van Wageningen et al. (2004a)
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Figure 4.1: Numerical setup and geometry of Kenics static mixer.

elements at an angle of
í/{ m . The twist angle of a mixing element is ��ò { m and two consecutive el-

ements alternate in rotation direction, see figure 4.1. This way the liquid is not only split at each
element, but also forced to change its rotation which also contributes to the mixing via the forma-
tion of vortices and ’stretching’ of the fluid. More information about static mixers can be found
in Harnby et al. (1992).

Here, the Kenics static mixer is investigated as part of a project which concerns the recovery of
copper from waste streams by means of waste to waste technology, Hage et al. (1999). Waste to
waste technology is based on cleaning waste streams by combining two different waste streams.
In this project waste streams containing copper ions are combined with waste streams containing
carbohydrates in order to recover copper particles, which are the end product. The copper particles
formed grow during their residence in the reactor and their size determines their economic value. A
more uniform size has a higher economic value. Therefore, in order to improve the economic value
of the end product, it is important to control the residence time of the copper particles. One way to
achieve this is to place Kenics static mixers along the reactor.

One of the problems that can occur in the Kenics static mixer reactor is the entrapment of particles.
In order to keep all particles in suspension a high velocity –and as a result a high Reynolds number
( egf k � { Î )– is necessary. However, the growth of the particles is a slow process, which leads
together with the high axial velocity to an extremely long reactor. Therefore, as an alternative, a
vertical reactor is investigated. The vertical reactor avoids problems with sedimentation and can
operate at much lower velocities. The only restrictions are the residence time distribution and the
mixing of the particles, which both have to be virtually uniform. The Reynolds number at which
such a reactor should operate, varies from egf y � {-{ up to egf y � {-{-{ . For this range little is known
about the laminar structures that occur in the flow of a Kenics static mixer, since most studies only
present reliable data on low Reynolds number flows ( egf»� � { ), e.g. Hobbs et al. (1998); Bakker
and LaRoche (1995), who both used FLUENT to simulate the flow in the Kenics static mixer.

Unfortunately, validation is often lacking in literature, while a good grid independence study or
comparison with experiments is a vital part of CFD. Therefore, CFD results which were obtained
at a relatively high Reynolds number ( e©f � � {-{

) and on a relatively coarse grid e.g. Hobbs and
Muzzio (1998), should be interpreted with care and it can be questioned whether all the results are
valid. So, the aim of this study is to obtain accurate results up to at least egf y ë {-{ and to validate
these results with LDA measurements for the flow in a Kenics static mixer.

In literature several numerical studies on the flow in a Kenics static mixer have been published. The
focus was either on the pressure drop, Rauline et al. (1995) or the mixing characteristics, Arimond
and Erwin (1985); Hobbs and Muzzio (1997b,a), which are to a large extend based upon the work
of Ottino (1989). Arimond and Erwin (1985) were among the first to study the mixing properties
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of the Kenics static mixer with Computational Fluid Dynamics (CFD). They simulated the mixing
of two similar fluids, which differed only in color (black and white), and they showed that their
results are in good agreement with a comparable experiment. Hobbs and Muzzio (1997b,a) used the
commercial finite volume (FV) code FLUENT to calculate the flow field and developed software
to track tracer particles through the static mixer in order to characterize the mixing. This approach
was also followed by Fourcade et al. (2001), who used a finite element (FE) code, POLY3D to
calculate the flow field and an in-house code to track the tracer particles. Fourcade et al. (2001) val-
idated the mixing characteristics of the static mixers by means of Laser Induced Fluorescence (LIF).

In order to track small particles in the static mixer, Mudde et al. (2002) solved the particle force bal-
ance, in which only the drag force was considered. They showed that the end location of a particle is
very sensitive to small errors in its trajectory. Their explanation is that a particle has to chose either
’left’ or ’right’, when it approaches a new mixing element. Therefore, small errors in the particle
trajectory can cause a different ’choice’ at one of the elements, which will lead to a totally different
end position of the particle. A similar argument can be made for the flow field. Small errors in
the flow field might, therefore, also lead to different trajectories of the particles, which stresses the
importance of an accurate flow field and the need for validation. One should note that this argu-
mentation is valid for a single particle realization and that despite of the large errors, which can be
made in a single realization, the statistical information obtained with multiple particle realizations
can still be correct.

In this investigation the commercial package FLUENT was used to calculate the flow in the Kenics
static mixer. FLUENT is a generic multi-purpose code, which can be applied with success to various
applications, Fluent Inc. (2003a). However, in an attempt to refine the computational grid used in
the Kenics static mixer, FLUENT appeared to have very high memory requirements for the refined
mesh, which was ultimately needed for the grid independence tests at relatively high Reynolds num-
bers ( egf y ë {-{ ). Therefore, an alternative approach was used, namely the lattice Boltzmann (LB)
method. Kandhai et al. (1999) showed that LB could be used to simulate the flow in a SMRX static
mixer and can be an alternative for standard (FV) or (FE) codes. However, in their work a detailed
validation with an experimentally measured flow field was not reported. Furthermore, the geometry
of the SMRX static mixer is very different from the Kenics static mixer which is considered in this
work.

This chapter will describe the comparison of the performance of the commercial package FLUENT
V6 (FV) to the LB code with respect to CPU time and memory requirements, and will give an
overview of the grid independent CFD results of different flow regimes, which occur in the Kenics
static mixer. The CFD results are validated by means of Laser Doppler Anemometry (LDA) mea-
surements. Furthermore, the transition from steady to unsteady flow at e©f k 2 {-{ is investigated
in detail both experimentally and numerically. In the next section, the numerical methods (LB and
FLUENT) are described and a validation of both methods is shown. In the third section, the LDA
setup is described and the LDA results are compared with the LB results. Finally, the dynamic
behaviour in the Kenics static mixer is discussed in more detail and the conclusions are presented.

4.2 Computation of Flow Field

4.2.1 Numerical Setup
The commercial package FLUENT V6 and an in-house lattice Boltzmann code (LB) are used to
simulate the flow in a 4 element Kenics static mixer. The aspect ratios of the mixing elements are
(
. i 5 y�{ � { ò ) and ( § i 5 y � �ìë ), see figure 4.1. Periodic boundary conditions and a constant body
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Figure 4.2: Overview of cross sections of grids used.

force are applied in the axial direction and no slip boundaries are used at the wall. This way an
’infinitely’ long mixer is simulated. The FLUENT grid is created with GAMBIT 2.0 and consists of¨ {-{o©

hexahedral cells twisted along the elements. The (structured and stair-cased) LB grid consists
of � {Oª grid nodes, which boils down to

¨ � ò ª nodes in the flow domain. The other nodes are wall
nodes. The different grids are illustrated in figure 4.2. Different cases are solved on a Linux (Redhat
7.1) cluster with multiple nodes. Each node has a dual Intel Pentium processor (2 times � � <¬« Ð® )
and � « £ of memory. All simulations are carried out on 2 nodes (4 CPUs,

� « £ ). An overview of
the interpolation schemes and solver options used in FLUENT and a more detailed description of
the LB method are given in section 4.2.2.

Different Reynolds numbers ( e©f y � { ����� � {-{-{ ), which are based on the tube diameter
5

and mean
axial velocity E *G� are investigated. The Reynolds number is adjusted by varying the viscosity ¯ of
the liquid. The initial condition of the simulated flow in the mixer is a zero velocity field, on which
a constant body force,

� �
, is applied (similar to gravity). Eventually the flow converges to a certain

pressure drop and mean axial velocity, which determines the Reynolds number. For e©f � � {-{
the

flow converges to a steady state solution, while for egf¡� 2 {-{ the flow remains unsteady. Figure
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4.3 shows the mean axial velocity, which is developing from start-up at egf y ë {-{ . The mean ax-
ial velocity is made dimensionless by its average value in the time interval

í/{-{-{ � � {-{-{-{ Ø §%£ Ö Ù .
( Ø §%£ Ö Ù indicates the time in lattice Boltzmann units.) The small fluctuations in the mean axial ve-
locity indicate the unsteady behaviour and are observed in both the FLUENT and LB simulations.
A small time-step is necessary to capture these oscillations, which is by definition � Ø §%£ Ö Ù for the
LB simulation and is set to � { Ø §%£ Ö Ù for the FLUENT simulation.

4.2.2 LB Solver
In contrast to conventional numerical schemes, which are based on discretizations of the macro-
scopic continuum equations, the lattice Boltzmann method is a mesoscopic approach for simulating
fluid flow. In this method a fluid is modeled by the dynamics of the population of fictitious particles,
which reside on a discrete lattice. The lattice nodes are linked with a number of their neighbours.
In the case of the D3Q19 BGK model, Qian et al. (1992), which is used in this study, each node has
18 links to neighbouring nodes (’rest’ particles are also included at each node). The particles move
along these links during the propagation phase and interact with each other during the so-called
collision phase, in which the particles exchange momentum via a specific collision operator. In the
BGK model the collision operator is based on a single time relaxation.

The time evolution of the BGK model is given by the following equation:� �Á�±° u³² � ��� u �  yÅ� ���±° ���� u �] � � RÁÆ� �±° ���� �¯� ���±° ���� � �� (4.1)

where
� ���±° ���� denotes the particle density which resides on lattice point ° at time-step � , and is

moving along link ! with local particle velocity
² � , ] is the so-called BGK relaxation parameter.

The equilibrium distribution function,
� RÇÆ� , (valid for small Mach numbers) can be written up to´ �~µ·¶  , Qian et al. (1992):� RÇÆ� y [ÊH �z¸ � u 2 ² � 7 µ u í� � ² � 7 µ  � � 2� µ ��¹ (4.2)

where [ is the density, H � are the weight-factors and µ is the macroscopic velocity (in LB units).
The density and macroscopic velocity can be obtained at each lattice point from the moments of the
distribution function

� ���±° ���� :[ �±° ���� y ²�º; üþý 	 � ���±° ���� (4.3)

µ`�±° ���� y ú ²�ºü3ý 	 � �Ã�±° ���� ² �[ �±° ���� (4.4)

The pressure is linked to the density and is equal to ? y [ i 2 . Qian and Orszag (1993) showed
that if the density variation

N [ is small, the corresponding momentum equation is the same as the
Navier-Stokes equation (in LB units). A detailed overview of the lattice Boltzmann method can be
found in, Chen and Doolen (1998).

The LB method uses a staircase, structured grid and as a result a large number of grid points are
necessary. The grid spacing determines the time-step size. Therefore, a dense grid will lead to a
small time-step. The tube diameter in LB units,

� =?> is equal to the number of nodes in the radial
direction, 9 ÿ���� R ô < , * � and the viscosity is equal to ¯ y � É ¾ ²× . The body force was equal to

� � y � {�¾S¿
and ] was used to set the viscosity. The Reynolds number can be used to scale and is given by:e©f y < [ � =o> E *G�� ] � � (4.5)
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The LB units can be transformed to dimensionless units in the following way:[ + y � 5 + y � E + *G� y � ¯ + y �egf
1 + y 1� =?> E + y EE *G� � + y � � =?>E *G� ? + y ó ¦ � �°� ;[ 7 E *G� �

where the symbol ñ is used to denote the dimensionless units. The ’LDA’ or ’real world’ units can
be transformed to dimensionless units in a similar manner:e©f y [ 	 5 	 E 	 < *G�¯ 	

[ + y � 5 + y � E + *G� y � ¯ + y �egf1 + y 15 	 E + y EE 	 < *G� � + y � 5 	E 	 < *G� ? + y ? 	[ 	 7 E 	 < *G� �
where the subscript

{
denotes the values used in the LDA experiment.

4.2.3 FLUENT Solver
FLUENT is a generic multi-purpose code for modeling fluid flow and heat transfer in complex
geometries. It numerically solves the Navier-Stokes equations on unstructured meshes. The Navier-
Stokes equation for a Newtonian fluid yields:n µn � u µ 7 } µ yî� �[ } ? u ¯ [ } � µ � (4.6)

A detailed description of the solver and interpolation schemes that are used by FLUENT can be
found in Fluent Inc. (2003b).

For the sake of simplicity the FLUENT parameters are matched to the LB parameters and the so-
lution was obtained in LB units. The LB units are translated to dimensionless units afterward. For
this specific application the following solver options were selected in FLUENT:h the segregated solver with second order implicit temporal discretization,h the central-differencing discretization scheme (CDS),h the second order pressure scheme.

The equations were interpolated until convergence was reached within one time-step ( � {:¾ ¦ for
continuity, � { ¾S¿ for velocities).

4.2.4 Grid Independence and Pressure Drop
Results obtained on different grid sizes are compared, which have a size of � ë © � í/{o© � ¨ {-{o© for the
FLUENT solver and

� � è ª � ¨ � ò ª � � í � 2 ª � �O¨ �ìë ª � 2 ¨ � ¨ ª for the LB solver, respectively. The results
corresponding to e©f y � {-{

and egf y ë {-{ , respectively, are compared with respect to the pressure
drop, velocity and vorticity. The LB results are used as a reference point for the FLUENT results.
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Figure 4.4: Grid independence check of pressure drop, Reynolds number and tangential velocity
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The left hand side of figure 4.4 shows the pressure drop and Reynolds number at different grid sizes
and at � y � {-{-{-{ Ø §%£ Ö Ù . The Reynolds number is determined by the average axial velocity, to
which the solution eventually converges. The viscosity and body force are set in such a way that a
Reynolds number of egf y � {-{ is obtained. The points to the right of the vertical dashed line. are
calculated with the LB method, while the others are calculated with FLUENT. It should be noted
that since all the simulations have the same initial conditions, they should converge to the same
Reynolds number and pressure drop. The right hand side of figure 4.4 shows the corresponding
velocity profiles which are located along a line half way a mixing element.

It can be observed that the pressure drop and Reynolds number can already be predicted with rea-
sonable accuracy at a relatively coarse (

í/{o©
) FLUENT mesh. However, the corresponding velocity

profile obtained on this mesh still shows some differences with the ones obtained on the more dense
meshes. On the other hand the velocity profile obtained on the default FLUENT mesh compares
reasonably well to the velocity profiles obtained on the

� � è ª and
¨ � ò ª LB grids. So, in order to
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Figure 4.5: Flow structures and vorticity at e©f y � {-{ on the default FLUENT and LB grids (located
at
{ � 2 5 from the start of a mixing element and at � y � {-{-{-{ Ø §�£ Ö Ù ).
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Figure 4.6: Grid independence check of pressure drop, Reynolds number and tangential velocity
profiles around egf y ë {-{ at � y � {-{-{-{ Ø §%£ Ö Ù .
get accurate results for egf y � {-{ , the minimal requirements are the (

{ � ¨ ª ) mesh for FLUENT and
the (

� � è ª ) grid for LB, respectively. Furthermore, figure 4.5 shows that the overall flow structures
and axial vorticity, which are obtained on the default grids, match almost perfectly.

Figure 4.6 shows the pressure drop and Reynolds number at different grid sizes (left hand side) as
well as velocity profiles along a line half way a mixing element (right hand side) at � y � {-{-{-{ §%£ Ö .
The viscosity and body force are set such that a Reynolds number of egf y ë {-{ is obtained. The
points to the right are calculated with the LB method, while the others are calculated with FLU-
ENT. The pressure drop and Reynolds number can be predicted on the default FLUENT (

{ � ¨ ª )
mesh. However, the corresponding velocity profiles show significant differences. It seems, that
the FLUENT mesh is still not ’dense’ enough to capture all features of the flow. However, when
looking at the overall flow structures and vorticity, which are shown in figure 4.7, one can see that
the differences are not too large. The velocities obtained on the LB default (

¨ � ò ª ) grid also shows
some small differences with the ones obtained on the more dense grids, but in general they agree
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Figure 4.7: Flow structures and vorticity at e©f y ë {-{ on the default FLUENT and LB grids (located
at
{ � 2 5 from the start of a mixing element and at � y � {-{-{-{ Ø §�£ Ö Ù ).
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Figure 4.8: Axial and tangential velocity in monitor point close to the center of a vortex at egf y ë {-{ .
well. It should be noted that although the global geometries match, there can be small differences
in the location and time of the LB profiles due to the different lattice spacing of the grids and dis-
crete time-step size. Furthermore, LB used far less CPU-time than FLUENT. The computational
demands of both methods will be discussed in more detail in section 4.2.5.

Figure 4.8 shows the time characteristics of the velocity at a monitoring point which is located close
to the center of one of the vortices. In spite of the differences observed in the velocity profiles,
there is a good agreement between the LB and FLUENT time series, which are both obtained on
the default grids. Even for the longer times we see that the flow oscillations correspond reasonably
well. This time-dependent behaviour will be explored in more detail in section 4.4.

In figure 4.9, the normalized pressure drop
(

as a function of the Reynolds number is plotted for the
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Figure 4.9: Normalized pressure drop as a function of Reynolds number at different grid sizes.
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different grid sizes and is also compared with correlations used in literature, Bakker and Marshall
(1992); Wilkinson and Cliff (1977) and experimental data, Mudde et al. (2002). In literature the
normalized pressure drop is usually presented as the ratio between the pressure drop over a static
mixer and over an empty tube of equal length, respectively:( y M ? _ � � R ,M ? � Þ � R (4.7)

For low Reynolds numbers the results correspond to the correlation from Chemineer, Bakker and
Marshall (1992) and for high Reynolds numbers the results correspond to the correlation from
Wilkinson and Cliff (1977). The results are also in good agreement with the experimental data
from Mudde et al. (2002). It should be noted, that the § i 5 ratio of the mixer used by Mudde et al.
(2002) was � � < instead of � �ìë . However, this small difference doesn’t seem to have much influence
on the pressure drop. Furthermore, the FLUENT results compare well to the LB results except for
the results obtained on the very coarse ( � ë © ) mesh, which are slightly of. However, the ( � ë © ) results
could still be good enough for some engineering purposes, which concern only the pressure drop.

4.2.5 Computational demands of LB and FLUENT
Table 4.1 shows the comparison of the computational demands of FLUENT and LB, respectively.
One should note that the steady results are calculated with both the steady and transient solver of
FLUENT and that all values related to time are presented in default LB units. For the steady flow
at egf y � {-{

, FLUENT can use the steady solver and is roughly two times faster than LB (coarse).
When the transient start-up (

�E y�{
at � yî{

) is simulated at egf y � {-{
, FLUENT can use a bigger

time-step than LB, but still is roughly two times slower than LB (coarse). Since FLUENT has the
option to select the steady state solver, it out performs LB for the low (steady) Reynolds numbers.
It should be noted, however, that the LB method intrinsically solves a time-dependent flow and that
the time-step is directly linked to the grid-spacing.

At egf y ë {-{ , the flow is unsteady and FLUENT needs a smaller time-step than at egf y � {-{ , in
order to capture the oscillations that occur in the flow. As a result the computational time that FLU-
ENT needs at e©f y ë {-{ increases dramatically. FLUENT now is about five times slower than LB,
which makes the LB method especially for this range a good alternative.

Table 4.1: Comparison LB and FLUENT with respect to CPU-time and memory at � y � {-{-{-{ Ø §�£ Ö Ù
(in default LB units) .

Solver grid-size time-step size number of CPUs Memory CPU-timeØ ª Ù Ø §�£ Ö Ù time-steps Ø ª £ Ù Ø » Ùe©f y � {-{ (steady)
FLUENT (unsteady)

{ � ¨ � {-{ � {-{ è <?< { è �ìë
FLUENT (steady) + { � ¨ ø � è <?< { � � 2
LB (coarse) +P+ � � è � �ìë <?<?< ¨ è è í/{ � � 2
LB (default)

¨ � ò � � {-{-{-{ è � < {-{ � �e©f y ë {-{ (unsteady)
FLUENT (unsteady)

{ � ¨ � { � {-{-{ è <?< { < �
LB

¨ � ò � � {-{-{-{ è � < {-{ � �+ The steady state solver of FLUENT was selected.+P+ Since the grid spacing is bigger, the time-step is larger.
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The memory usages of both methods are of a different order. FLUENT uses roughly about 4 times
more memory per grid cell than LB uses per grid node. LB uses about 165 bytes per grid node,
but about

�-�O¼
of the nodes are unused wall nodes, which also consume memory. Taking this into

account, LB uses effectively about 215 bytes per used grid node, while FLUENT uses about 990
bytes per grid cell. Another disadvantage of an iterative solver like FLUENT is the dramatic increase
of CPU-time, when the grid is refined, which makes FLUENT slow at dense grids. However, the
LB method also has one drawback. Because of the stair case grid, LB minimally needs about

� � è ª
grid nodes in order to correctly describe the walls of the Kenics static mixer. Therefore, the LB
method is most effective, when a dense mesh is required for the flow structures as well.

4.3 Laser Doppler Anemometry

4.3.1 Experimental Setup
The setup consists of a 12 element Kenics static mixer, which is comprised of stainless steel and is
coated black in order to reduce reflections. The flow in the Kenics mixer is fully developed after
about three or four mixing elements and the developed flow is comparable to the flow in the 4 ele-
ment periodic mixer, which is in fact an infinitely long mixer. The aspect ratios of the ’experimental’
static mixer are § i 5 y � � < and

. i 5 yv{ � { ò 2 and the length and diameter of the mixing elements
are § 	©y ¨ < �ìëD� �T½¾½ and

5 	
y è ò � { � { � �T½¾½ , respectively. The LB simulations are adjusted to
match this geometry. Furthermore, the measurement section is made optical accessible by a perspex
tube and is surrounded by a square box with glass windows in it in order to reduce refraction.

The accuracy of LDA measurements is better at higher velocities. Therefore, a glycerol/water solu-
tion is used to increase the viscosity in order to be able to increase the velocity (while keeping the
Reynolds number constant). This results in a smaller uncertainty in the LDA measurements at the
relatively low Reynolds numbers. The flow is gravity driven in order to ensure a constant flow-rate.
Furthermore, a feedback system is used to control the temperature via a heating and cooling unit.
The temperature is kept constant with an accuracy of

{ � � m Ë and the Reynolds number is set by vary-
ing the viscosity and velocity ( e©f y � { � ë { � � {-{ � ����� � è ë { � ë {-{ ). The flow-rate is measured with a
rotameter, which is calibrated for each viscosity with an integrated mass-flow calibration system.
The calibration method was tested with LDA measurements in an empty tube.

A dual beam 4W (Ar � ) laser is used and the light is transmitted via a (2D) probe in back-scatter
mode, which allows simultaneous measurement of both the axial and tangential velocity component
in a measurement volume. The measurement volume is formed by the intersection of the beams. The
velocity components are measured by detecting the back-scattered light of seeding particles, which
are added to the flow and consist of glass hollow spheres. These particles are neutrally buoyant
and have a diameter in the order of 10 Y ½ . The data is pre-processed by the IFA 750 processor and
stored on a normal desktop PC. The data-rate was about ë { � 2 {-{©Ð® . In figure 4.10 an overview
of the setup and measurement location is given.

After processing the raw data two velocity time series are obtained of respectively the axial and
tangential velocity component. The time between data (time between two data points) distribution
was Poisson distributed, which is normal for LDA data. (A deviation from the Poisson distribution
usually is an indication of an error source, Van Maanen (1999).) The data was re-sampled using
sample and hold in order to calculate the spectra with the FFT. For the re-sample frequency the
average data-rate was used. Profiles are measured halfway a mixing element in a developed flow.
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Figure 4.10: LDA setup and location of measurement volume.

4.3.2 Velocity profiles
The static mixer is at an angle of

W�y < ëÊm with respect to the center line of the laser beams (see
figure 4.10). When this angle is taken into account, the LB and LDA velocity profiles match for
all Reynolds numbers which are measured, see figures 4.11 and 4.12. The alignment error in the
radial position is in the order of � �ìë ½¾½ , which is about 2 ¼ of the tube diameter. The error in
the dimensionless velocity was at most

{ � { � . At egf y ë {-{ (figure 4.12) the dimensionless mean
velocity and standard deviation are plotted. The mean velocity of the LB simulation was obtained
between � y ��ò {-{-{ Ø §%£ Ö Ù and � y � {-{-{-{ Ø §%£ Ö Ù . The relatively large standard deviation at egf y ë {-{
is mainly caused by the unsteady flow in the form of the oscillation of vortices and compares quite
well to the LB simulations. However, near the wall a deviation is found in the tangential component.
This deviation is absent in the axial component. Unfortunately, a satisfactory explanation for this
deviation could not be found.
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4.4 Oscillations in Kenics static Mixer

4.4.1 Dynamic behavior
The dynamic behaviour of the flow in the Kenics static mixer is investigated by looking at the
power-spectra. The power-spectra are obtained from the times series, which are measured (LDA)
or simulated (LB) in a monitor point. The monitor point is located at the middle of the velocity
profiles, which were measured with LDA. At this location the noise, which is caused by scattering
light, was minimal and the fluctuations in the velocity were significant. The time series, which were
obtained at this point, are made dimensionless with respect to the time � + y � E *G� i 5 and velocityE,+ y E i E *G� . The dimensionless time-series are split into a number of blocks (55 for LDA, 57 for
LB and 7 blocks for FLUENT). The blocks have a ë { ¼ overlap and each block is multiplied by a
Gaussian window. For each block the FFT is taken and the spectra are summed and averaged. It
should be noted that the LDA and LB results were more accurate than the FLUENT results, since
more blocks are used to obtain the spectra.

The power-spectra of LDA, LB and FLUENT, which are normalized by the highest power, are com-
pared at egf y ë {-{ (axial component), see figure 4.13. The spectra of LDA and LB show good
agreement for the low frequencies and also the slope, which starts around

� + y � is predicted well.
However, there is a deviation at the high frequencies, which is caused by the fact that high frequen-
cies are not fully resolved by LDA, because of noise and the re-sampling of the data, Van Maanen
(1999). The spectra of LB and FLUENT show good agreement for the high frequencies at which the
slopes match. However, there is a small deviation at lower frequencies, which is probably caused
by the low accuracy of the FLUENT spectrum. The FLUENT time series ( � ê � ê y � {o© §�£ Ö ) are
much shorter than the LB time series ( � ê � ê y 2 {-{o© §�£ Ö ). And as a result the FLUENT time series
can only be divided into 7 blocks, which causes a low accuracy of the FLUENT spectrum. The
reason for the short FLUENT time series is the long computational time. A simulation of (300k LB
s) would take 10 weeks with FLUENT and takes only 2 weeks with LB (on 4 CPUs). Therefore, a
shorter time series was used for FLUENT.

The transition from steady to unsteady is investigated experimentally with LDA. The transition is
found around egf y 2 {-{ , see figure 4.14. The spectra, which are obtained at egf�Á � ë { , consist
only of noise, because the flow is steady at this range. When the Reynolds number is increased toegf y 2 {-{ , an oscillation starts to appear, which proves to have a frequency peak around

� + y �
.
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This frequency is observed in both the axial and tangential component and corresponds to a length-
scale ( � i/) ) of roughly half a diameter ( � i/) y 5 i � + ), which is the largest length-scale in the
radial direction (the mixer cuts the tube in half). When the Reynolds number is increased further toegf y 2 ë { , the oscillation becomes irregular, which results in an uniform spectrum up to

� + y �
after which the spectrum drops. The uniform part of the spectrum corresponds to scales larger than
the length of a mixing element (

� + � { � < ¨ ) and are likely a results of the periodicity of the ’Kenics
static mixer’. The non-uniform part of the spectrum corresponds to the scales smaller than the tube
diameter, which are caused by the irregular oscillation of the vortices. This behaviour is also ob-
served at higher Reynolds numbers up to e©f y ë {-{ , see figure 4.15. Furthermore, the relative power
of the small scales (i.e. smaller than the tube diameter) increases as the Reynolds number increases.

Figure 4.16 shows the auto-correlation function at egf y 2 {-{ and egf y ë {-{ of the LB and LDA
dimensionless time series, respectively. At egf y 2 {-{ both LB and LDA show a periodic signal, but
the frequency differs (LB:

� + y � and LDA:
� + y � � ¨ ë ). One should note that the correlation of

the LDA time series is lower due to uncorrelated noise, which affects the LDA data. The difference
in frequency might be caused by the periodicity of the LB geometry. The static mixer used in the
LDA setup consists of 12 elements, while the one used in the LB simulation is periodic over 4
elements. Therefore, the frequency, which is found in the LDA time series, might be influenced
by the entrance and exit effects of the static mixer. A longer mixer might be necessary to capture
the right transition with the LDA experiments. At e©f y ë {-{ the auto-correlation functions of LDA
and LB both show that there is almost no correlation. Again, the lower correlation of the LDA time
series is caused by the uncorrelated noise, which is absent in the LB simulation. Taking this into
account, the auto-correlation functions of LDA and LB agree reasonably well. So, it seems that for
the irregular fluctuations in the velocity at egf y ë {-{ the periodicity of the mixer is less important.

4.4.2 Flow in Kenics static mixer at different Â�Ã
The early transition to unsteady flow at egf y 2 {-{ can be explained by looking at the vortical struc-
tures, which are formed in a mixing element of the Kenics static mixer, see figure 4.18. At the low
Reynolds numbers egf�Á � {-{

the vortical structures end within one mixing element and the flow
aligns with the twist of the element before it reaches the next mixing element, which results in a
steady flow. At higher Reynolds numbers egf�� 2 {-{ the vortical structures stretch out along the
entire length of a mixing element and the flow no longer has time to align with the mixing element.
As a result the vortical structures create a disturbance at the intersection of two mixing elements,
which triggers the unsteady behavior.
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This unsteady behaviour is visualized for egf y ë {-{ and egf y � {-{-{ as a functions of time (inØ §%£ Ö Ù ), see figure 4.17. Five snapshots are shown. The first snapshot shows a developed flow
( � y|{ §%£ Ö ) and the others the progression of the flow in time (up to � y � {-{ §%£ Ö ). Although, the
fluctuations in a point can be significant, they don’t seem to influence the overall structures of the
flow. The vortices oscillate a bit, but they are stable at egf y ë {-{ and the flow is still symmetric.
At egf y � {-{-{ , however, the flow becomes more unsteady and is no longer symmetric. Vortices
merge with one another and the overall flow pattern seems to constantly change. Although, large
structures remain dominant, smaller structures appear and disappear over time. The flow seems to
become turbulent at e©f y � {-{-{ , but no cascade process of vortices, which break up into smaller
vortices, can be observed.
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Figure 4.17: Small oscillations of vortex core at egf y ë {-{ and egf y � {-{-{ visualized by 2D
stream-traces located at

{ � 2 5 from start of mixing element.

4.5 Discussion and Conclusions
A good agreement between the results obtained with LB, FLUENT and LDA measurements, re-
garding the velocity field and its time characteristics, was obtained.

At low Reynolds numbers the flow is steady and FLUENT was more efficient than LB. At egf y � {-{
FLUENT is about two times faster than LB. This is mainly because FLUENT can use the steady
state solver together with a coarser grid. The time-step in LB is connected to the lattice spacing.
As the boundaries at the wall in LB are stair-cased, a relatively dense grid is required in order to
accurately resolve the flow in complex geometries. More sophisticated methods to deal with the
wall are currently being studied, Chen et al. (1998); Bouzidi et al. (2001); Verberg and Ladd (2002);
Rohde et al. (2002). Besides that, LB is intrinsically an unsteady solver, which has to converge to
the steady solution. Formulation of steady LB solvers is currently still a research topic, Bernaschi
and Succi (2003).

At the higher (transient) Reynolds numbers the picture changes. Small scale structures (vortices)
appear in the flow, which require a more dense grid and the use of a smaller time step. FLUENT then
also needs a small time step to capture the oscillations, which leads to a rather long computational
time. In this case, FLUENT is about five times slower than LB. LB has a high spatial resolution and
small time step at low computational cost, which makes it a promising tool to study the dynamic
behaviour in transitional flows. It should be noted that FLUENT is a generic purpose code, while
the LB code was specifically designed and optimized for this range.

The CFD results were validated by LDA experiments. The velocity profiles as well as the power
spectra agreed quite well. It seems that both the flow and time scales are predicted well by the sim-
ulations. Furthermore, the (LDA) power-spectra provide us with information about the transition of
the flow from steady state to transient flow. The transition takes place around e©f y 2 {-{ and is also
found in the simulations at almost the same Reynolds number.

Although, good agreement was found between the CFD results and the LDA data, one should note
that the comparison with LDA was made along a single line, which is located half way a mixing
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Figure 4.18: Flow structures in mixing element of Kenics static mixer at different Reynolds numbers
visualized by 2D stream-traces at various planes in mixing element.
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element (figure 4.10). The results of the simulations indicate that the most critical part of the flow
might be located at the intersection of two elements. Experimental data in this area would be helpful
to provide us with a more rigorous test as to validate the CFD results. Therefore, a more detailed
LDA or other experimental study into the flow of the Kenics static mixer can be an interesting topic
for future research.

The onset of the transient behaviour could be explained by the length of the vortices, which stretch
out along a mixing element. It seems that when the flow doesn’t have enough time to align with
the mixing elements, the vortical structures create a disturbance at the intersection of two mixing
elements. This disturbance triggers the transient and chaotic behavior, which occurs already at a
relative low Reynolds number. If the Reynolds number is increased the flow gets more and more
chaotic and more small vortical structures appear and at egf y � {-{-{ the flow seems to have become
turbulent.

The insight, which is gained about the flow in the Kenics static mixer, can be valuable for other
studies such as the mixing process of the liquids or solids (particles). A particle tracking code can
be implemented into LB code enabling to study mixing of particles or tracers, Van Wageningen
et al. (2003). It is also possible to study higher Reynolds number, when LES is incorporated in the
Lattice Boltzmann solver, ?. Furthermore, multi-phase models for LB seem to be ready in the near
future, Chen and Doolen (1998), which opens up the possibility to simulate industrial multi-phase
flows in static mixers.
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5

Numerical study on suspending small particles in
a KenicsTM static mixer

In this chapter the mixing of particles in the KenicsTM static mixer is evaluated. For this purpose, a
particle tracking code was developed and added to the existing LB code. The particle tracking code
was based upon the equation of Maxey and Riley (1983) to which the modified (Saffman (1965,
1968)) lift force was added. As mentioned before, the KenicsTM static mixer was investigated as
part of a project which concerns the recovery of copper from waste streams by means of waste to
waste technology, Hage et al. (1999). The copper particles formed grow during their residence in
the reactor and their size distribution determines their economic value. A more uniform size has a
higher economic value. In order to improve the economic value of the end product, it is therefore
important to control the residence time of the copper particles. Problems that can occur in this type
of reactor are for example clogging due to sedimentation or entrapment of particles. It is important
to understand under which flow conditions these problems may occur. Therefore, the aim of this
work is to obtain a quantitative description of the mixing process of the dispersed particles in the
KenicsTM static mixer and to find the optimal conditions under which the KenicsTM static mixer re-
actor should operate1 .

5.1 Introduction
In the literature, several numerical studies on the flow in a KenicsTM static mixer have been pub-
lished. The focus was either on the pressure drop, e.g. Rauline et al. (1995) and Hobbs et al. (1998),
or on the mixing characteristics, which are to a large extend based upon the work of Ottino (1989).
Nowadays, mixing is usually studied numerically by means of tracking tracer particles, e.g. Hobbs
and Muzzio (1997b), and Fourcade et al. (2001). A similar approach is used in this study. But in-
stead of tracking tracers, which follow streamlines, the particle force balance is solved. The forces
considered are the drag, the gravity, the surrounding-fluid stress, the added mass force and the lift
force. The Basset force is neglected and Stokes drag is assumed. Using this approach the particle
trajectories are calculated and their position, and properties are recorded at different planes along
the KenicsTM static mixer reactor. For this purpose, a particle tracking code was developed and as-
sessed. The particle tracking code was added to an in-house LB code. Both codes are written in the
c programming language.

Part of this work was published in Van Wageningen et al. (2003). However, in that work, the stair-
cased boundary condition, which is used for the LB solver, was also used for the particles. This

1This chapter is an extension of the work that has appeared in Van Wageningen et al. (2003)
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approach introduced an error in the trajectories of particles close to the wall and caused particles
to get trapped at the staircase wall. Furthermore, the particle tracking code was limited to steady
state, because it was run separate from the LB code. In the work presented here, these limitations
have been removed. A smooth boundary is used for the particles, which consists of an analytical
function of the mixing elements, and the particle tracking code is linked and embedded into the LB
code. Both codes are solved simultaneously.

The outline of this chapter is as follows: First, the equation of motion of the particles and forces that
are involved in that equation are described in detail. Second, a short description of the numerical
techniques is given. Third, the numerical setup is explained. Finally, the results are presented and
discussed, after which some concluding remarks are made.

5.2 Equation of motion of particles
Because of the contributions of Boussinesq, Basset and Oseen the equation of particle motion under
constant forcing is often referred to as the BBO equation. The basic idea behind the BBO equation
can be described in the following way. The motion of the particle disturbs the flow, which is in the
far field at rest. This disturbance of the flow is assumed to be at such a low Reynolds number that the
liquid force, which acts on the particle, can be calculated from the results of an unsteady Stokes flow.

The original BBO equation is only valid if the far field of the flow is steady and uniform. Tchen
(1947) extended the original BBO equation first to a case where the far field of the flow is unsteady
but uniform and second to a case where the far field of the flow is unsteady and nonuniform. How-
ever, Tchen’s derivations contained some inconsistencies. Maxey and Riley (1983) pointed out and
resolved these inconsistencies in Tchen’s equation and the subsequent versions of Tchen’s equation.
They came up with a consistent approximation for the equation of motion for a small rigid spherical
particle. One should note that the approximations made by Maxey and Riley (1983) are valid, when

e©f 2 y �+2 � �G ô �Z � � � and
� �2Z E 	� � � � (5.1)

where Rep is the Reynolds number of the particle,
� 2

is the diameter of the particle,
�G ô y �E � �G 2

is the slip velocity, Z is the kinematic viscosity and E 	 and
�

denote the characteristic velocity
and length scale of the flow, respectively. Keeping in mind these conditions, the ’full’ equation of
motion for a small rigid spherical particle with diameter

�x2
and mass 4 2 , which is moving with

velocity G 2 , yields:

4 2 t �G 2tx� y � 4 2 � 4 a  �$� ��� �
gravity

u 4 a 5 �E5 �� ��� �
acceleration

u �� 4 acÄ 5 �E5 � � t �G 2tS� u
correction� �E� �ttx�   �è { � �2 } � �E £EÅ� ��� �

added mass

� 2 æ �+2 Y � �G 2 � �E: � ��� �
drag

� æ ò � ¦2 Y } � �E� ��� �
Faxen

� 2 æ� � �2 Y o ê	 � �� É,Æ �G 2 �Ã]  � �E Ø �; 2 �Ã]  �� ] Ù � correction� �E� ��� è � �2 } � �E�ÇØ æ Z � � � ]  ÙEÈß � t ]� ��� �
history

u ���a � õi� (5.2)

where 4 a is the mass of the liquid that is displaced by the particle,
�E is the velocity of the liquid at

the position of the particle and Y is the dynamic viscosity. The lift force
���a � õi� is added to the equa-

tion of Maxey and Riley (1983), because it usually acts in a plane perpendicular to the drag force.
Therefore, although the lift force is small compared to the drag force, it can have some influence
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on the particle trajectories. For example, when gravity acts in the axial flow direction and the flow
direction is downward (vertical case), the lift force can force particles that are in the near wall region
towards the wall.

Before implementing the equation of Maxey and Riley (1983) some simplification are made. First,
a constant gradient of the liquid velocity around the particle is assumed. In that case the Faxen
drag force as well as the correction terms for the added mass and history force can be neglected.
Second, the history force itself is neglected. The history force can be significant in the following
cases: (1) when a particle starts to move from standstill, (2) when the density of the liquid is large
compared to the density of the particle, and/or (3) when the particles are large. In this work the
initial velocity of the particle is set to the liquid velocity. The density of the liquid is 9 times smaller
than density of the particles and the particles are small. Therefore, the history force will likely be
small compared to drag force. To check this assumption, the importance of the history force is
investigated after the particle tracking has been performed. It was found that the history force is
indeed small for most cases (section 5.2.3). When these simplifications are taken into account and
the terms are rearranged, the equation of motion for particles, which is used in the particle tracking
code, becomes:t �G 2tx� y ��ò Y �G ô� �2 [ *� �E� �

drag

u [ 2 � [[ * �$� ��� �
gravitation

uÉ2 � [[ * 5 �E5 �� ��� �
acceleration

u ���a � õi�4 2 u ²� 4 a� ��� �
lift

(5.3)

where [ is the density of the liquid and [ * is defined as[ * y [ 2 u { �ìë [ (5.4)

The forces that are considered can be divided into the drag force, lift force, gravitational force,
which includes buoyancy and gravity, and the force related to the acceleration of the surrounding
liquid. The lift force is treated in section 5.2.2. Furthermore, in section 5.2.3, an overview is given
of the magnitude and significance of the different forces.

The dimensionless form of equation 5.3 is obtained by multiplication with
� i E �	 and yields:t �G +2tx� + y �G +ô-$. u ��/10 u 2� [ + 5 �E +5 � + u �� +a � õ4� < _ (5.5)

where -�.ly ] 2] a y [ * � �2��ò Y E
	� � /10 y [ *[ 2#� [ E �	� $ � [ + y [[ * and

� +a � õ4� < _
are the Stokes number, the Froude number, the dimensionless liquid density and the dimensionless
lift force per unit mass, respectively. The relaxation time of the particle and liquid are indicated by] 2 and ] a , respectively. Because the acceleration force and lift force are small, the principal forces
are the drag force and the gravitational force. Therefore, the dimensionless slip velocity will be
roughly equal to the ratio between the Stokes and the Froude number (St/Fr) in a stationary case.
For small particles this ratio determines to a large extend the movement of the particles and can be
used as a scaling parameter.

As mentioned before, Stokes drag is used. In that case the Reynolds number of the particle should
be much smaller than one. However, in some cases the Reynolds number of the particle is close to
one (0.1 � Re � 1.0), which introduces an error. Therefore, in this range a different relation for the
drag force is used, which is described in the next section.
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5.2.1 Drag force
A general expression for the ’steady state’ drag force is given by��°��, *   yÔË å � egf 2  � d �� [ � �G ô � �G ô (5.6)

where
Ë å � egf 2  is the drag coefficient and

� d ysÊ ¿ � �2 is the frontal area of the particle in the
direction of the flow. When Rep � 0.1, Stokes drag is used (

Ë å y � ¿QSRÇV ). In that case equation 5.6
becomes:��°��, *   y 2 æ Y �+2 �G ô (5.7)

where
�j2

denotes the diameter of the particle.

In case that Rep¿0.1, the model of Morsi and Alexander (1972) is used to determine the drag coef-
ficient. The expression for the drag coefficient yields å yvé ² u é �egf 2 u é ¦e©f �2 (5.8)

where
é ² , é � and

é ¦ are constants, which are given in table 5.1. Near the wall the drag force needs
to be modified. In this study, modifications are made to the drag force based upon the work of Chen
and McLaughlin (1995).

Modification of drag force near a wall

Since the particles and their relative distance to the wall are small compared to the curvature of the
wall, a ’flat’ wall is assumed. Figure 5.1 shows the drag force on a small spherical particle near a
3D wall. To correctly modify the drag force, the drag force is first transformed to the coordinate
system of the vector normal to the wall, which consists of the normal vector of the wall � ÿ and
the two tangential vectors of the wall � � ² and � � � , which are perpendicular to � ÿ . Second the drag
force is multiplied by the correct corrections factors (Chen and McLaughlin (1995)) and third it is
transformed back to Cartesian coordinates:��°��, *   < � * a>a yÔ � * a>a < � ² � ��°��, *   7 �� � ²  �� � ² u  � * a>a < ÿ � ��°��, *   7 �� ÿ  �� ÿ u  � * a>a < � � � ��°��, *   7 �� � �  �� � � (5.9)

The expression that is used to calculate the normal vector of the wall can be found in section 5.3.2.

The correction factors of Chen and McLaughlin (1995) give a best fit to the exact solution of O’Neill
(1964) (table 5.2) for the correction factors

 � * a>a < � ² and
 � * a>a < � � : � * a>a < � ² yÔ � * a>a < � � y f�Ë$Ì ¸ � � è < ë�f�Ë�Ì"Í �¯{ � { 2 � ¨ <  �Î &"Ï à� àV u < � � ë { £ �JÐ �¯{ � � ¹

when
{ � { � � Ï à� àV Á � { � * a>a < � ² yÔ � * a>a < � � y �

when Ï à� àV � � {
(5.10)

where
N � y I � � � �2 is the dimensionless gap width between the particle and the wall. For the

correction factor
 � * a>a < ÿ Chen and McLaughlin (1995) present a simplification of Brenner (1961)’s
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Table 5.1: Constants for the determination of
 å

, Morsi and Alexander (1972)RTS:Ñc} Ò ÓOÔ ÓoÕ Ó ljO��h��k�:��h �J� ��� �c�O����� jO� jc�cj��h%�:�:�:hkj h�� ���c� ���O��hk����� Ö|�O� ×c×�×c�hkj|�:�:�:hkjcj jJ� �Jhk��� Ø��O��� Ö�hchz�O� ���hkj�jT�:�k�Phkjcj�j jJ� ����ØcØ �c×J� ��� ÖÙ���c��×hkjcj�jT�:�k����j�jcj jJ� ����� h:Ø�×O� ��� ÖTØ?�o���|��hkj l�cjcj�jT�:�k�Phkjcj�jcj jJ� Ø�� ÖTØ��cjO���EØ�� ���E×J���Ù��hzjclhzjcj�jcjT�k�:�	��j�jcjcj jJ� �Ohk�Oh Ö�hz�c���?��� �O� Øghk�o�|�chkjc{
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Figure 5.1: Drag force and normal vector � ÿ of a particle close to the wall.
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exact solution (table 5.2): � * a>a < ÿ y �K � u { � è Î & �K u � � { è when
{ � { � � N �� �2 Á { �ìë

with K y Î &ÛÚÜ N � u � �2� �2 u � N �� �2 � � u~� N �� �2ÞÝß (5.11)

 � * a>a < ÿ y f�Ë�Ì ¸ è �ìë � < f�Ë�ÌàÍ �z{ � { <?< �  gÎ & N �� �2 u ë�� � � ¨ £ � Ð ¹ when
{ �ìë6� N �� �2 Á � {

(5.12) � * a>a < ÿ y � when
N �� �2 � � { (5.13)

It should be noted that if Ï à� àV � { � { � , the value at Ï à� àV yî{ � { � is taken. A more accurate description
would be the lubrication theory of Goldman et al. (1967). This effect is neglected in this study, since
other errors e.g. the accuracy of the flow field are relatively large close to the wall and make a more
accurate wall model redundant. Furthermore, the correction factor

 � * a>a < ÿ is very large close to the
wall, which will result in no slip of the particle in the direction normal to the wall ( G 2 < ÿzy E ÿ ).
Hence, a particle will slow down when moving towards the walls, which makes the bouncing of a
particle at the wall very unlikely. Instead a particle will gently touch the wall.

5.2.2 Lift force
The lift force on a small spherical particle in an unbounded linear shear flow was analysed by Saffman
(1965, 1968). The expression for the Saffman lift force yields:�°a � õ4� < á *Gâ�_ * ÿ y � � < � ë [
Z Èß � �2 � E � G 2  � " � Èß Ö À &�� "  (5.14)

where
"y � �� � is the liquid velocity gradient. In figure 5.2 the direction of the lift force is illustrated

for different particle velocities. The lift force can be expressed in its dimensionless form in the
following way:� +a � õ4� < _ y ��a � õi�4 2 u ²� 4 a

5E �	 y 2 � { ò è [ Z Èß[ * 5E �	 � E � G 2 �?� " � Èß Ö À &�� "  �+2 (5.15)

It should be noted that Saffman’s expression is valid under the assumptions that both the Reynolds
number of the particle and Reynolds number of the velocity gradient are small compared to unity
and that the Reynolds number of the particle is much smaller than the square root of the Reynolds
number of the velocity gradient:

e©fcã y " � �2Z � � � (5.16)egf 2 y � �G ô � �+2Z � � � (5.17)egf 2 � � ä e©fcã (5.18)
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Table 5.2: Wall correction factors based on O’Neill’s and Brenner’s exact solutionå�æ v e e } w:ç	è å%æ v e e } é ç å%æ v e e } ê çëGìí ìî O’Neill Eq. 5.10 Brenner Eq. 5.11 Eq. 5.13

0.010 3.496 3.517 101.9 102.0
0.080 2.344 2.370 14.00 14.08
0.270 1.802 1.810 4.997 5.038
0.500 1.589 1.593 3.205 3.215 3.214
0.640 1.513 1.519 2.737 2.726
1.250 1.322 1.350 1.905 1.892
2.160 1.218 1.243 1.527 1.525
3.430 1.148 1.170 1.333 1.334
5.120 1.103 1.118 1.223 1.224
7.290 1.068 1.080 1.156 1.157
10.0 1.053 1.051 1.114 1.113

u u u

vp vp vp

Flift

Flift Flift

y
x

Figure 5.2: Lift force of a particle moving in shear flow.



76
CHAPTER 5. NUMERICAL STUDY ON SUSPENDING SMALL PARTICLES IN A

KENICSTM STATIC MIXER

McLaughlin (1991) extended the analytical expression of Saffman (1965, 1968) to situations in
which Rep is not small compared to ï egf ã . He proposed a modification of the Saffman lift force
that yields:��°a � õ4� < ð ÷ = y ' ��O  � � � ë-ë ��°a � õ4� < á *Gâ _ * ÿ (5.19)

where the coefficient
'

is a function of O y P QSRUTQSRUV . The values of
'

are listed in table 5.3. Mei
(1992) compared the analytical values of McLaughlin (1991) and Saffman (1965, 1968) to a fit,
which is based on the numerical results of Dandy and Dwyer (1990) and on the analytical work of
Saffman. The correlation that was used by Mei (1992) for the shear lift force yields:��°a � õ4� < ð R � y A ð R � ��°a � õ4� < á *Gâ _ * ÿA ð R � y   � �z{ � 2?2 � è ï K £ f�Ë�Ì ¸ � egf 2� { ¹ u { � 2?2 � 2 ï K � when egf 2 Á è {  A ð R � y { � { ë � è ä K e©f 2 y|{ � { ë � è ä { �ìë©egfcã � when egf 2 � è {  (5.20)

where K y ²� egf 2 O � y ²� QSRUTQSR V .

In figure 5.3 the shear lift force based upon the correlation of Mei (1992) is compared to the values
given by McLaughlin (1991) for different values of ReG,d and Rep,d. The results are normalised
by the Saffman lift force. There is a big discrepancy between the values of McLaughlin and the
correlation of Mei at low ReG. Mei (1992) claims that this discrepancy is caused by the fact that the
values of McLaughlin (1991) are only valid for low Rep,d. However, at low Rep,d and low ReG,d the
discrepancy is worst. The only agreement between the two is found, when they both approach the
Saffman value. Therefore, one can state that the two do not agree at all. The question arises which
model is correct.

In literature Mei’s correlation is often cited due to its simplicity. For particles that have a Reynolds
number smaller than one, the Mei correlation is equal to the Saffman lift force. Since for all cases
that are investigated in this work the particle Reynolds number was smaller than one, it is not
necessary to use Mei’s correlation. For this range, Mei’s correlation is equal to Saffman’s value.
Therefore, it was decided not to use Mei’s correlation.

Correction to the lift force is necessary when ñ � e©f 2 � �òï e©fcã  or ñ � egf �2 � �ïegfcã  . Since the
Reynolds number of the particles is much smaller than one, correction is only necessary, when the
Reynolds number of the gradient is very small. This is the case, when the term

� �2 " is small, but in
that event also the lift force is very small, see equation 5.14. Since a small lift force will have a little
effect on the particle trajectory, the correction is neglected and it was decided to use the Saffman lift
force in the bulk flow (far from the wall). Near the wall the lift force needs to be modified, which is
explained in the next section.

Modification of lift force near a wall

In the work presented here, modifications are made to the lift force based upon the work of Chen
and McLaughlin (1995). Since the particles and their relative distance to the wall are small com-
pared to the curvature of the wall, a ’flat’ wall is assumed. To modify the lift force near the wall,
three expressions are used, which are illustrated in figure 5.4. If a particle is touching the wall the
correlation of Leighton and Acrivos (1985) is used:�°a � õ4� < ÿ yÔí � �-� " Y6� �2 " � �2Z (5.21)
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Table 5.3: Values of
'

for several values of O , McLaughlin (1991).ó ô ó ô
0.025 -13.3 � 10-6 0.7 1.2554
0.05 -284.5 � 10-6 0.8 1.436
0.1 -4.658 � 10-3 0.9 1.576
0.15 -14.58 � 10-3 1.0 1.686
0.2 -12.47 � 10-3 1.5 1.979
0.25 27.82 � 10-3 2.0 2.094
0.3 117.9 � 10-3 5.0 2.227
0.4 407.6 � 10-3 10.0 2.247
0.5 735.0 � 10-3 20.0 2.252
0.6 1.0236 õ 2.255 (Saffman)
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Figure 5.3: Comparison of correlation Mei (1992) and values of McLaughlin (1991).
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Figure 5.4: Lift force of a particle close to the wall.

Close to the wall ( I � Á � ), the correction factor of Cox and Hsu (1977), which modifies the Saffman
lift force, is used:��°a � õ4� < Ý � � y A Ý � � ���a � õi� < á *Gâ�_ * ÿA Ý � � y � { � � í < 2 ë � �G ô �ï " u � � ò 2?2?2 I � � �� � � ë-ë (5.22)

where I � is the dimensionless distance from the centre of the particle to the wall.

I � y 1 2Qö É�÷âZ (5.23)

where
1 2

is the distance of the particle to the wall and ] � is the wall shear stress. When the particle is
very close to the wall, Cox and Hsu (1977)’s expression is no longer valid. Cherukat and McLaugh-
lin (1994) developed a lift force that removed the restriction I � � � � �2 . Hence, their expression
is also valid in the very near wall region. However, Chen and McLaughlin (1995) report that the
expression of Cox and Hsu (1977) produces nearly the same results as the expression of Cherukat
and McLaughlin (1994). Therefore, in the work presented here, Cox and Hsu (1977)’s expression
is used.

When � � I �³Á ë , the expression of McLaughlin (1993) is used, which is equal to��°a � õ4� < ð ÷ = y A ð ÷ = ��°a � õ4� < á *Gâ�_ * ÿA ð ÷ = y 'ùø� � � ë-ë (5.24)

where
A ð ÷ = is the modification factor and the values of

' ø
are listed in table 5.4. One should note

that, in this table the two emphasised values of the 8th column ( O =2.0) do not follow the trend of the
other values. Since the two values are the same as the next to values, it was assumed that this was
a typo. Private communication with Prof. John B. McLaughlin confirmed this assumption and the
correct values were obtained.

For convenience a power-law fit was made to data of McLaughlin. The fit has the following form:' ø y � � I �  � (5.25)

where � y|{ � 2 ë 2 ë ò u è � { è � ë O � < � � ë ¨ ë O � u 2 � ¨ 2 � 2 O ¦ �¯{ � ¨ < è ò ë O ¿ and� y�� � � < è-èj�¤uÞ¨ � 2 ë < � O � ¨ � è ò �O¨ O � u 2 �ìë � 2 � O ¦ �¯{ � < �-� ò O ¿ when
{ � � Á O Á � � {� y|{ � í � < ¨ í and

� y|{ �ìë �-� { ë when O � � � {
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Table 5.4: Power-law Fit compared to McLaughlin (1993) table, values represent
'|ø

.ú?û ó C jJ� � jJ� Ø jO� � jO� × h�� j hc��� �?� j ü��?� j
Original table from McLaughlin (1993), emphasised values suspected typos

1.000 0.903 1.190 1.20 1.17 1.13 1.05 1.01 0.886
1.200 0.727 1.080 1.17 1.18 1.16 1.12 1.10 1.01
1.400 0.580 0.977 1.12 1.17 1.18 1.17 1.17 1.12
1.600 0.475 0.889 1.08 1.16 1.19 1.21 1.23 1.22
1.800 0.398 0.816 1.04 1.15 1.20 1.25 1.52 B 1.300
2.000 0.342 0.766 1.01 1.14 1.21 1.28 1.69 BuB 1.370
3.000 0.192 0.572 0.908 1.13 1.27 1.44 1.52 1.69
4.000 0.126 0.463 0.857 1.15 1.34 1.58 1.69 1.89
5.000 0.090 0.396 0.848 1.19 1.42 1.70 1.82 2.02B correct value: 1.28, BuB correct value: 1.32

Power-law fit
1.000 0.940 1.188 1.233 1.180 1.105 1.061 1.027 0.917
1.200 0.722 1.048 1.179 1.180 1.131 1.119 1.097 1.017
1.400 0.578 0.942 1.136 1.180 1.154 1.170 1.159 1.101
1.600 0.477 0.859 1.099 1.180 1.174 1.217 1.216 1.178
1.800 0.402 0.792 1.068 1.180 1.192 1.259 1.268 1.252
2.000 0.345 0.737 1.041 1.180 1.209 1.299 1.317 1.321
3.000 0.192 0.557 0.943 1.180 1.274 1.462 1.522 1.625
4.000 0.127 0.457 0.879 1.181 1.323 1.590 1.688 1.882
5.000 0.092 0.392 0.832 1.181 1.361 1.697 1.828 2.110

The error of the fit is below 5% for all points. One should note that for particles that are located atI � � 5 the wall effects on the lift force are neglected.

5.2.3 Assessment of importance of the different forces
The forces that act on particles of different size are investigated in a reactor with a diameter of
5 cm. Two Reynolds number (Re=200 and Re=500) and different settling rates for the particles
(St/Fr=0.01 and St/Fr=0.05) were considered. Figure 5.5 shows the importance of the different
forces that act on a spherical particle under these different conditions. The history, added mass,
acceleration and lift force, respectively, are plotted relative to the drag force as a function of the par-
ticle radius. The forces are obtained by averaging 4 arbitrary particle trajectories. One should note
that the history force was not included in the particle tracking code and was calculated afterwards.

It can be observed that the history force is of the same order as the acceleration force and added
mass force, but it is small compared to the drag force for small particles. When the particles become
larger than � 2 =50 Y m, the history force becomes more important and can no longer be neglected.
The same applies for the added mass force and acceleration force. However, they are included in
the particle force balance, because it is rather straightforward to implement these forces at almost
no additional computational costs.

Since the copper particles that are investigated for the project have a maximum size of � 2 =30 Y m, the
history force is neglected. It should be noted that, the lift force is very small compared to the drag
force, but acts perpendicular to the drag force and, hence, can have some influence on the particles.
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Figure 5.5: Magnitude of the lift, added mass, acceleration and history force relative to the drag
force for different particle sizes, Reynolds numbers and St/Fr ratios.
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Figure 5.6: Overview of linking of particle tracking code to LB code in collision phase

5.3 Numerical techniques
The particle tracking code is embedded in the Lattice Boltzmann (LB) code, see also chapter 2.
The particles are tracked within the collision phase of LB, which consist of a loop over all the LB
grid nodes. In the collision phase the LB particle densities are updated for each node. Since the
particles are tracked within the collision phase, all the particle that are located near the same grid
node are linked together in a chain. In a chain a particle points to the next particle until the last
particle which is in the vicinity of the cell is reached. This way the velocity gradients only need to
be interpolated one time for each particle cell that is comprised around a LB grid node. If the chain
is empty no velocity gradients are calculated. The particle chains are calculated right before the col-
lision phase of LB. In the collision loop, the following approach is used at all grid nodes (figure 5.6).

First, the velocity gradients are calculated via linear interpolation with the neighbour grid nodes.
It should be noted that, the velocities at the neighbour nodes are calculated from the (LB) particle
densities, after which the upwind and downwind velocity gradients of the particle cell are obtained.

Second, the particles that are located in the particle cell are tracked by solving the force balance,
equation 5.3. Because the old (LB) particle densities (at time = � ) are necessary for the correct in-
terpolation of the velocity gradients of the next cell, the new (LB) particle densities (at time = � u � )
are temporarily stored in a buffer slice.

Third, the i-1th node is updated, since the velocity information at this node is no longer needed.
Finally, the new particle densities (LB) are calculated and stored in the buffer slice.
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5.3.1 Particle tracking
The velocities are known at the centre grid node of the particle cell and are interpolated linearly
to the position of the particle using the velocity gradients. For the velocity gradient at the position
of the particle the gradient of the cell is used, where the location of the particle determines which
gradient (up or down wind) is used. The particle velocity is obtained by integrating equation 5.3
with a second order accurate Runge Kutta integration scheme. The particle position is obtained by
integrating the following equation:t �; 2tx� y �G 2 � �; 2  (5.26)

where
�G 2 � �; 2  is the velocity vector of the particle at position

�; 2 y � ;°��I���J� . ; is the (horizontal)
axial direction, I the (vertical) direction of gravity, J is the (horizontal) direction perpendicular to; . A trapezoid integration scheme was used to integrate this equation.

To ensure stability of the particle tracking code, the particle time step
M � 2 is adapted and based on

the particle relaxation time ] 2 such that:M � 2 Á � ] 2 (5.27)

It should be noted that within one LB time step multiple particle time steps are possible. In practise
only for small particles adaptation of the time step is necessary, because the LB time step is already
small.

Tracer with gravity

When the particle relaxation time of the particles is extremely small, an extremely small time step is
necessary to ensure stability of the integration scheme, which results in a very long computational
time. Therefore, particles with an extremely small particle relaxation time are modelled as tracers.
One should note that these particles are very small and have a dominant drag force, which justifies
this approach. The effect of gravity on these particles is modelled by means of the stationary slip
velocity ( G�+ô 	 yý-�. i /10

). In this case the particle velocity in equation 5.26 is set to
�G 2 y �E u �G ô 	 .

5.3.2 Boundary conditions
In the LB simulations, the wall boundary is stair-cased, which causes problems for the particle
boundary. Therefore, an analytical function is used to describe the exact location of the mixing
elements, which is shown in figure 5.7. The analytical function

� � ;���I¬��JÊ of the mixing elements
and tube yield:� � ;���I¬��JÊ y � I Ö�Â�& � L u K � ; � ; 	  0 � u J|(�* Ö � L u K � ; � ; 	  0 � � �� y|{

with

{ � ; Á { � ¨ ë � ¿�L®y|{ K y æ ; 	©y|{{ � ¨ ë � ; Á � � � ë � ¿�L®y��¶²� æ K y�� æ ; 	©y � �ìë �� � � ë � ; Á 2 � ¨ ë � ¿�L®y|{ K y æ ; 	 y 2 �2 � ¨ ë � ; Á ë�� � ë � ¿�L®y��¶²� æ K y�� æ ; 	©y è �ìë �ë�� � ë � ; Á < � ¿�L®y|{ K y æ ; 	©y < �
tube

¿ I � u J � � �è � � (5.28)

where
0

,
�

, � , are the element length, diameter and thickness, respectively. The offset in the
axial direction is denoted by ; 	 and the angle between two mixing elements and twist angle are
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Figure 5.7: Analytical description of the static mixer.

represented by þ and ÿ , respectively. For the first mixing element ( ��� � �������
	�� �� ), ����� ��������� is
equal to

����� ������������������ "! � ÿ��# �%$&�('*)+� � ÿ��# �-,/.0 �1�
(5.29)

With equation 5.28, it is rather difficult to calculate the distance of the particle to the wall. Therefore,
the particle coordinates are transformed to the coordinate system of the element. The transformation
consists of a rotation 2 around the x-axis and is indicated with an apostrophe, see figure 5.8. The
angle 2 yields

2 � ÿ3�# (5.30)

and the rotation matrix 465 around the x-axis is given by

475 � 89;: � �� '*)+� 2 �<�= >! 2� �� "! 2 '*)+� 2
?@

(5.31)

Substituting equation 5.30 in equation 5.29 gives the equation of the mixing element in the new
coordinate system.������ "! 2 $&�('*)+� 2 �1�BAC�D,FE0 (5.32)

In the element coordinate system the distance of the particle to the element wall, GIH can be easily
obtained:

G"H �KJ � AH JL� E0 (5.33)

where
� AH is the

�
coordinate of the particle in the coordinate system of the mixing element. The

distance of a particle to the tube wall is determined by the radial position of the particle. If the
distance to the (tube or element) wall is negative, the particle is placed back at the surface of the
tube or mixing element (touching) and its velocities are mirrored with respect to the normal vector
of the wall. It should be noted that this approach introduces a small error in the slip velocity near
the wall. Since the particles and the grid spacing both are small, it is not expected that this error will
have a significant influence on the particle trajectories near the wall.

To ensure that no particles get trapped, when a particle collides with the front of a mixing element,
a particle is placed either left or right from the element depending on the location of the collision. It
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Figure 5.8: Determination of the distance to the wall via rotation around ; axis

should be noted that in reality, the mixing element are sharpened to avoid accumulation of particles
at the front of an element. Furthermore, the distance to the wall is only calculated in the near wall
region, which consists of the 2 LB nodes near the wall. This is sufficient for the modifications of
the lift and drag force near the wall, because the particle diameter is much smaller than the distance
between two LB nodes. Moreover, the curvature of the element in the ; direction is neglected as to
calculate the distance to the wall and forces that are related to the wall. One should note that, this
curvature is not neglected for the calculation of the normal vector.

Calculation of wall normal vector

If a particle is touching a wall, the normal force is taken into account, which allows the particle to
slide along the wall (figure 5.9). The normal vector of the mixing element is needed for the normal
force and for the modifications to the lift and drag force. The normal vector can be described by the
gradient of equation 5.29 or via two rotations along the ; axis and I ø axis, respectively. The normal
vector in Cartesian coordinates yields:

�9 y }6� � ;���I¬��JÊ y �� ��M� � I�(�* Ö W u J Ö�Â'& W  � Ö�Â'& W(�* Ö W
��

and N�9 y �9� �9 � (5.34)

where
W y/M �� and N�9 is the unit normal vector.

The unit normal vector in the coordinate system of the mixing element is equal to

N�9 ø ø yÕ�� {{ �
��

(5.35)

This vector can be transformed to Cartesian coordinates via two rotations. First, the coordinate
system of the mixing element is rotated around the I ø axis with an angle

b
in order to match the y-z

plane. Second, it is rotated around the ; axis with an angle
W

as to obtain the Cartesian coordinates.
The angle

b
yields:. 7 & b y � K½J ø0 (5.36)
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Figure 5.9: Normal force acting on a particle that touches the wall

and the rotation matrix of
b

yields:

@7O y �� (�* Ö b { � Ö�Â'& b{ � {Ö�Â�& b { (�* Ö b
��

(5.37)

After two rotations the unit normal vector in Cartesian coordinate is obtained:

N�9 y @�O�@7P N�9 ø ø y �� � Ö�Â�& b� Ö�Â�& W (�* Ö b(�* Ö W (�* Ö b
��

(5.38)

Division of equation 5.38 by (�* Ö b shows that this vector has the same direction as the normal vector,
which was obtained via the gradient of the analytical function of the mixing element

� � ;���I¬��JÊ 
(equation 5.34):

�9 y �� � . 7 & b� Ö�Â�& W(�* Ö W
�� � ÎRQ ¦ × �y �� � M ��S=� Ö�Â�& W(�* Ö W

�� � ÎRQ ¦ � �y �� �3M = � I�(�* Ö W u J Ö�Â�& W  � Ö�Â�& W(�* Ö W
��

(5.39)

5.4 Numerical setup
The numerical setup consists of a 4 element KenicsTM static mixer to which periodic boundary con-
ditions are applied. This way an infinitely long mixer is simulated. The properties of the static
mixer are

0 i �
=1.5, � i � =0.08 and K y æ rad. The reactor is placed either horizontal or vertical

(upward or downward flow) and its diameter is
�

=5 cm. Furthermore, particles of different size
( � 2 =5, 12.5, 50 and 125 Y m) are tracked through the mixer under different flow condition. The
Reynolds number ranged from Re=10 7�7�7 500 and the St/Fr ratio varied from St/Fr=0.01 7�7�7 10 and
the density of the particles was equal to 9.0 7 103 kg/m3.

Each tracked particle has the following properties: id, position, velocity, diameter, density, body
force, processor number, number of cycles and residence time. Because each particle has his own
body force, different cases can be solved at the same time. One should note that it is assumed
that the particles do not influence each other nor the flow. In total 16 cases per Reynolds number
(4 St/Fr ratios and 4 particle sizes) were investigated simultaneously. Furthermore, the combined
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particle tracking and LB code is parallel and the program was run on 4 processors. To make sure
all processors had roughly the same computational load, at each processor 4 cases were initialised.
Each case consisted of 30k similar particles, which were distributed uniformly over the injection
plane. The injection plane was the same for each case and was located at the beginning of a mixing
element, see figure 5.10. Furthermore, the particles properties were recorded, when the particles
passed the different planes along the mixer (at ; i 0 =1,2,3, ����� ).
5.5 Results
In this section, the results regarding the mixing and settling of particles under gravity and without
gravity are presented. It was found that the St/Fr ratio is a good measure for the settling rate. In
order to investigate how close the reactor resembles an ideal plug flow reactor under the different
circumstances, the residence time of the particles is investigated as well.

5.5.1 Mixing
Mixing is investigated qualitatively by injecting 30k particle at the injection plane. The particles
are tracked and recorded at the planes as indicated in figure 5.10. The particle id enables us to
investigate the mixing of individual or certain groups of particles. In the cases presented here only
the particles that were injected at the bottom half of the reactor are plotted. This way the mixing of
the particles can be assessed.

The recorded particles are plotted in figure 5.11 for different Reynolds numbers and at different
axial positions. The results (Re=10, Re=100) compare well to the numerical results with trac-
ers, Hobbs and Muzzio (1998). Since the particles are small it is not surprising that they have
a similar behaviour as the tracer particles, when no gravity is considered. It should be noted
that Hobbs and Muzzio (1998) also present results for Re=1000. However, those results were calcu-
lated on a relatively coarse mesh and it is unlikely that all flow structures were resolved. Moreover,
in Van Wageningen et al. (2004a), it was shown that for high Reynolds numbers the flow is unsteady
and a dense computational mesh is required in order to resolve all structures. No such unsteady be-
haviour was mentioned by Hobbs and Muzzio (1998). More details on the grid size that is required
for the high Reynolds numbers are presented in chapter 4 and can also be found in Van Wageningen
et al. (2004a).

At a low Reynolds number (Re=10), mixing takes place solely via cutting and recombining at the
intersection of two elements and via stretching of the cut areas along the mixing element. It can be
observed that this kind of mixing is efficient. After 8 elements the particles are almost fully mixed.
Hobbs and Muzzio (1998) mention that at higher Reynolds number the mixing efficiency of the
KenicsTM static mixer decreases. A similar behaviour is observed in this work. At Re=20 7�7�7 100 a
single large vortical structure is present in the flow, which seems to have a negative effect on the
mixing and as a result the particles are no longer fully mixed after 8 elements. One should note that
the vortex is absent at lower Reynolds numbers. The vortex starts at the start of a mixing element
and stretches out over the mixing element. If the Reynolds number is higher the vortex stretches out
further along the mixing element (chapter 4, figure 4.18).

Starting from Re=200 the mixing efficiency improves again due to the fact that more vortical struc-
tures appear in the flow. In this case, the particles are fully mixed again after 8 elements. When
the Reynolds number is further increased (Re=500), the vortices start to oscillate (unsteady flow),
which improves the mixing efficiency. Now, the particles are already mixed after 2 elements.
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Figure 5.10: Numerical setup for the particle tracking

Figure 5.11: Mixing of particles in the KenicsTM static mixer at different Reynolds numbers (no
gravity)
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The influence of the particle size is investigated by variation of the particle diameter. It was found
that the particle size does not play a role in the mixing process for the small particles that are inves-
tigated and when there is no gravity. Three cases with gravity are considered: a horizontal reactor
in which gravity acts perpendicular to the flow direction and a vertical reactor in which gravity can
act either in the flow direction or opposite to the flow direction.

First, the mixing of the particles without gravity is considered. The horizontal case is shown in fig-
ure 5.12 and the influence of gravity is investigated by looking at the St/Fr ratio. At low St/Fr ratio
(0.01), the gravitational force is relatively weak and no settling of the particles is observed. The
mixing looks quite similar to the cases without gravity (figure 5.11). When the influence of gravity
increases (St/Fr=0.05, 0.1), the particles are still mixed. However, particles ’disappear’, because
they the get trapped at the bottom of the reactor. Furthermore, the particles seem to be better mixed
at higher Reynolds numbers (Re=200,500). It seems that at Re=500 the mixer is able to better keep
more particles in suspension. The entrapment as a function of the St/Fr ratio and Reynolds number
is explored in more detail in section 5.5.2.

In practise, the entrapment of the particles is a problem, since the St/Fr ratio is relatively high for
’real’ particles. Therefore, a vertical reactor was considered and investigated. Figure 5.13 shows the
mixing of particles in a vertical KenicsTM static mixer as a function of the St/Fr ratio and Reynolds
number. In this case, gravity can act in the flow direction (down flow) and opposite to the flow di-
rection (up flow). Again at low St/Fr ratio (weak gravity), the cases look similar to the ones without
gravity. In the up flow case the particle are no longer transported with the flow if gravity becomes
to strong. One can observe that at St/Fr T 1 no particles pass through the reactor, which is shown by
the empty plots.

In the down flow case, mixing still takes place at St/Fr=1. However, it is less efficient, because the
particles collide with the element due to their relatively high slip velocity. It can be observed that at
a higher Reynolds number (Re=500) the particles are more evenly distributed over the reactor, while
at lower Reynolds numbers (Re=100, 200), in contrast, the majority of the particles are located near
the mixing element. The black lines near the center of the graph are the particles that are located at
the mixing element.

At St/Fr=10 (down flow), all the particles slide down along the mixing elements and appear in the
graph as black line in the center. Almost no mixing of the particles takes place, because the particles
do not follow the flow and collide with the mixing element. Furthermore, the particles are pushed
outward due to lift and acceleration forces. This effect seems to be stronger at low Reynolds num-
bers.

Figure 5.14 shows that the particle size does not play a mayor role as long as the St/Fr ratio remains
constant, which implies that the gravitational force and drag force dominate the particle trajectories.
The small differences that arise are due to the lift force, which pushes the particles outward. This
effect is stronger for larger particles, since the drag and lift force per unit mass scale with � i � �2
and � i �+2 , respectively. Furthermore, the lift force becomes more important, when the St/Fr ratio
increases (a high St/Fr leads to a larger slip velocity).

5.5.2 Settling
Another important problem, which occurs when gravity acts on the particles, is the entrapment of
particles, which can cause the reactor to get clogged. The entrapment of the particles is investigated
by looking at the particle fraction O , which is defined as the number of recorded particles divided by
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Figure 5.12: Mixing of particles in a horizontal KenicsTM static mixer at different Reynolds numbers
(with gravity)

Figure 5.13: Mixing of particles in a vertical KenicsTM static mixer at different Reynolds numbers
(with gravity)
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Figure 5.14: Different particle sizes and different St/Fr ratios at Re=200
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Figure 5.15: Particle fraction as a function of the axial position
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the total number of injected particles.

The left side of figure 5.15 shows the entrapment of the particles at the bottom wall of the horizon-
tal reactor. The entrapment results in a decrease of the particle fraction as a function of the reactor
length. When there is no gravity (St/Fr=0), the particle fraction remains one, since no particles get
trapped at the bottom wall. If gravity acts perpendicular to the axial direction, the particle fraction
decreases exponentially and with increasing stationary St/Fr ratio the decrease is faster. Further-
more, increasing the Reynolds number helps to keep particles in suspension. The highest Reynolds
number that is investigated is Re=500, which still doesn’t keep all particles in suspension. Thus, a
horizontal reactor does not seems to be feasible at the low Reynolds that are considered.

The right side of figure 5.15 shows the particle fraction for a vertical reactor (up and down flow). No
particles get trapped, when gravity acts in the flow direction (down flow), because the particles slide
down along the mixing elements in the same direction as the flow. When gravity acts opposite to the
flow direction (up flow), some particles no longer can be dragged along with the flow. Especially,
near the wall the liquid velocity is low, which results in particles that slide downward in that area.
One can observe that at St/Fr=1 no particles are able to travel upward. Thus, a vertical reactor only
is feasible, when the flow direction is downward.

5.5.3 Residence time
A plug flow behaviour of the particles is desired, because this ultimately determines the size distri-
bution of the growing copper particles. To assess whether the particles show a plug flow behaviour,
the residence time distribution of the particles is investigated. The distribution function of the cu-
mulative residence time

� � W  , in which the residence time
W

is made dimensionless by the median
residence time ] _ R � , is defined as follows:

� � W  y �8 2VU VXW ÛZY\[; ü3ý ² % � W � ] 2 < �] _ R �  (5.40)

where ] 2 and
% �  are the residence time of a particle and Heaviside function or unit step function,

respectively. The residence time of the flow is investigated by tracking tracer particles without grav-
ity. Hobbs and Muzzio (1997b) showed that the residence time distribution function approaches
plug flow as the number of elements is increased. In the work that is presented here, a similar result
was found. Moreover, the influence of the Reynolds number on the residence time distribution was
investigated as well. In figure 5.16, the cumulative residence time is plotted for Re=10 and Re=200.
This figure shows that Re=200 approaches the plug flow profile faster than Re=10. It seems that
the vortices, which arise at the higher Reynolds numbers, enhance the ’plug flow behaviour’ of the
static mixer. Higher Reynolds numbers were not investigated, because the flow is transient in those
cases, which would lead to extremely long simulation times.

The question arises if ’real’ particles show a similar behaviour as tracer particles and what the role
of gravity is. Therefore, the residence time of ’real’ particles is investigated at different Reynolds
numbers and St/Fr ratios. The cumulative residence time distribution of the particles is plotted after
the 2nd and 4th element, respectively. It was found that gravity does not seem to have much influence
on the residence time of the particles that exit in a horizontal reactor (figure 5.17). The residence
time distribution after 4 elements is closer to plug flow than the residence time distribution after
2 elements, which indicates that the mixer still promotes plug flow. One should note that not all
particles were recorded at the higher St/Fr ratios, because some particles were trapped at the bottom
wall. If these particles would be released due to collisions, this might influence the residence time
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Figure 5.16: Cumulative residence time at Re=10 and Re=200 different number of elements
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Figure 5.17: Cumulative residence time in horizontal reactor
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Figure 5.18: Cumulative residence time in vertical reactor (up flow)

distribution.

The figures 5.18 and 5.19 show the cumulative residence distribution in the vertical reactor. In the
up flow case (figure 5.18), the results again look similar to the cases without gravity. In the down
flow case (figure 5.19, the residence time distribution at a high St/Fr ratio is more close to plug flow
than at a low St/Fr ratio. At a high St/Fr ratio the domination of gravity results in a more equal
residence time of the particles. In this case, the flow has little influence on the particles.

5.6 Discussion and conclusion
A particle tracking code was developed and included into the LB code to assess the mixing of parti-
cles in the KenicsTM static mixer. Smooth boundaries were used at the wall and for that purpose the
mixing elements were described analytically, which allowed the particles to move or slide along the
wall. It should be noted that this approach introduces a small error in the slip velocity near the wall.
It was found that the drag and gravitational forces were dominant. Furthermore, the lift force, al-
though small, was found to have some influence on the particle trajectories and is most significant,
when the particles and their slip velocity are large. When gravity was not considered the results
compare well to results found in literature, which involved tracer particles, e.g. Hobbs and Muzzio
(1997b).

The results indicate that two important design parameters for the KenicsTM static mixer reactor prove
to be the Reynolds number, which is a measure for the flow regime, and the St/Fr ratio, which is
a measure for the settling rate of the particles. The two numbers determine to a large extend the
mixing, settling and residence time of the particles. Ideally, the particles are uniformly distributed
and have an uniform residence time distribution (plug flow). It was found that these conditions were
best matched at a low St/Fr ratio (St/Fr � 1) and either a low or high Reynolds number (Re � 20 or
Re � 200). Furthermore, this investigation showed that the oscillating vortices, which arise at the
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Figure 5.19: Cumulative residence time in vertical reactor (down flow)

higher Reynolds numbers (Re � 200), promote the plug flow behaviour of the reactor.

In a horizontal reactor, settling of the particles is a serious problem and is directly related to the
St/Fr ratio. It was found that in order to keep the majority of the particles in suspension the St/Fr ra-
tio should be small and the Reynolds number high (St/Fr � 0.01 and Re � 500). One should note that
particle-particle collisions are not included in the model. These collisions likely play a role in the
settling process. Since particle-particle collisions help to keep particles in suspension, neglecting
these collisions might lead to an over-prediction of the number of particles that settle down.

Because of this strict and impractical limit on the St/Fr, it was concluded that a vertical reactor is
more suitable for the process. If the flow direction is downward, no problems regarding the en-
trapment of particles occur, which removes the limit on the St/Fr ratio considering the settling of
the particles. However, the limits regarding the mixing of the particles remain the same, because
particles collide with the mixing element, which leads to accumulation of the particles near the mix-
ing elements, when the St/Fr ratio is high ( � 1). The residence time distribution improves at high
St/Fr ratios. Apparently, all particles slide down along the mixing element with roughly the same
velocity.

The insight, which is gained about the mixing of real particles in the KenicsTM static mixer, is
relevant for other industrial processes that involve the translation of a continuous stirred tank reactor
into a pipe reactor. In that case the control of the residence time and mixing is important for the
efficiency of the process. A suggestion for future research into the performance of the KenicsTM

static mixer reactor is to investigate different angles (between horizontal and vertical) and higher
Reynolds numbers. An other interesting topic is the influence of the mixing on the growth process
of the copper particles, which will be explored in more detail in the next chapter.



6

Numerical simulation of growing Cu particles in
a KenicsTM static mixer reactor

Numerical simulations of the mixing of copper ions (Cu2+) and growing particles have been per-
formed in the range of Re=10-1000 in a vertical (down-flow) KenicsTM static mixer reactor. The
growth of the particles is based upon the local Cu2+ concentration and determines the reduction rate
of the Cu2+ concentration, which is solved with a finite volume code. The particles are tracked using
a code that solves the BBO-equation and the flow is solved using a Lattice Boltzmann code.
It was found that the KenicsTM static mixer enhances the mixing of Cu2+. However, at low Reynolds
numbers (Re � 500) the particles are not well mixed, which has a negative influence on the particle
size distribution. Furthermore, in a pipe (without a mixer) the particle size distribution is more nar-
row than in a KenicsTM static mixer reactor, but the Cu2+ concentration is not well mixed in a pipe,
which slows down the reduction process. Results indicate that a high Reynolds number is necessary
to mix both the particles and Cu2+ concentration in the KenicsTM static mixer1.

6.1 Introduction
Copper is one of the most important metals known to mankind. It is used in electronic devices,
heat exchange devices, electric wires and so on. Unfortunately, copper is a heavy metal, which can
be harmful to the environment. Therefore, waste-water, which contains copper ions needs to be
treated. A conventional method to treat this waste-water and recover the copper is via electrolysis.
Hage et al. (1999) showed that an alternative for electrolysis can be a (non-ionic type of) reduction
process based on autoclave oxidation of carbohydrates. A drawback of this reduction method is
that for a low copper concentration the hydraulic load increases dramatically. Therefore, a solvent
extraction step, which is also needed for electrolysis, is necessary. This is an expensive step, which
can be made redundant by the use of a (continuous) plug flow reactor (PFR), which is investigated
in the work presented here.

This novel reduction process can be used to process two waste streams at the same time. A waste
stream containing copper ions is combined with a waste stream containing carbohydrates in order
to recover copper particles. This is an example of a waste-to-waste-to-product technology. The
reduction process of copper(II)sulfate with xylose can be described by an elementary reaction equa-
tion, Van der Weijden et al. (2002a):ËÍÌ ��� u Ë Î Ð ² 	 Ñ Î u Ð � ÑÔÓÕËÏÌ �ÃÖ  u Ë Î Ð ² 	 Ñ × u~� Ð � (6.1)

The copper particles that are formed are the end product and they grow during their residence in the
reactor. Their size distribution determines the economic value of the end product. A more uniform

1Accepted for publication in the ISCRE 18 Special Issue of Chemical Engineering Science



96
CHAPTER 6. NUMERICAL SIMULATION OF GROWING CU PARTICLES IN A

KENICSTM STATIC MIXER REACTOR

size distribution has a higher economic value. The particle size distribution (PSD) depends on the
residence time of the particles and copper ion concentration ([Cu2+]) that the particles encounter.
Therefore, it is important to control the residence time of the particles in such a way that it becomes
more uniform and to mix the copper ion concentration. In this work it is investigated, whether it is
possible to achieve this is by placing KenicsTM static mixers along the PFR.

A CFD approach is used in order to develop the reactor and to determine the right reactor condi-
tions. The key question is whether it is possible to get a close to uniform particle size distribution
in the KenicsTM static mixer reactor. Therefore, the growth and transport of the copper particles is
investigated together with the transport of Cu2+ concentration inside the static mixer. It is assumed
that the rate limiting factor of the particle growth is the diffusion of Cu2+ to the particle surface.
Experimental results in an autoclave Van der Weijden et al. (2002a), seem to confirm this assump-
tion. Furthermore, the copper particles are recorded along various planes along the reactor, which
can provide us with statistical information such as the particle size.

6.2 Growth and reaction model
There are different options to model the growth of particles. An often used approach is the pop-
ulation balance method, Van Leeuwen (1998). In this method, the particles are distributed over a
certain number of size ranges, which can be modelled as the population density. If the moment
transformation is used, this method is computational cheap. However, gravity is not included in the
population balance method of Van Leeuwen (1998). Since the growth takes place at the surface of
a particle, the location of the particles is important for the reduction process. The results, which
are presented in the previous chapter, show that gravity has a profound influence on the location
of the particles. Therefore, the population balance method will not be able to accurately predict
the shape of the particle size distribution, because gravity is not included in the model. Despite its
shortcomings, the population method could be interesting for engineering applications, when the
exact details of the particle size distribution do not play a role. Therefore, the population balance
method is explored in more detail in appendix A. In this chapter, however, another growth model
is used. Here, the growth takes place at the surface of the particle that is tracked. A copper particle
will grow based upon the concentration of copper ions that it encounters.

The precipitation process as described in equation 6.1 is a surface reaction. A surface reaction
can be either diffusion controlled or reaction controlled (Sugimoto (1987)). In previous work
( Van Wageningen et al. (2002); Van der Weijden et al. (2002a)), it was assumed that the precipita-
tion process was reaction controlled and the reaction kinetics were modelled as a first order reaction
(constant rate

)+,
=0.06 min-1). This assumption was based on experiments that were performed in a

titanium autoclave. However, it was found recently that in this setup the reaction takes place at the
surface of the reactor instead of at the surface of the particles. Since the total surface of all particles
is small compared to the surface of the reactor, diffusion to the surface of the particles plays a minor
role in the titanium reactor.

New experiments, Van der Weijden et al. (2002b), were performed in a glass-lined/Teflon autoclave
in order to prevent growth at the surface of the reactor. These experiments seem to indicate that the
reaction is diffusion controlled, which means that the diffusion process is very slow with respect
to the surface reaction. The diffusion of Cu2+ to the surface of the particle forms the basis for the
growth model of the particles. In figure 6.1, the Cu2+ concentration as a function of time is plotted
relative to the initial Cu2+ concentration. The crosses indicate the experimental results obtained
in a titanium autoclave and the pluses indicate the experimental results obtained in the glass-lined
autoclave. The two straight (dotted and dashed/dotted) lines indicate the reduction model based
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upon a constant reaction rate:t ËÏÌ ���tx� y�� )-, ËÏÌ ��� (6.2)

The curved (dashed) line indicates the diffusion model, which is described in the next paragraphs.
This model corresponds well to experimental results that are performed in the glass-lined/Teflon
autoclave (figure 6.1). Therefore, the growth model of the particles and sink term of the Cu2+ con-
centration are both based upon the diffusion of Cu2+ to the particle surface.

The diffusive mass-flow of Cu2+ to the surface of a spherical particle,
^ _

is equal to^ _ y è æ � 2 � � C  ��Ø ËÏÌ ��� Ù � �� � Ø ËÏÌ ��� Ù3ô Þ , õ *ä÷ R  (6.3)

where � 2 is the radius of the particle,
� � C  is the diffusion coefficient, which is a function of the

temperature
C

, and Ø ËÏÌ ��� Ù � �� and Ø ËÏÌ ��� Ù ô Þ , õ *ä÷ R are the bulk Cu2+ concentration and Cu2+ concen-
tration at the surface of the particle respectively. It is assumed that the Cu2+ concentration in a
computational cell is equal to the bulk Cu2+ concentration and it is assumed that the surface con-
centration is equal to the final Cu2+ concentration at which the reaction stops. One should note that
the final Cu2+ concentration depends on the pH, which is not included in the diffusion model.

Furthermore, the mass-flow determines the volumetric and radial growth of a single spherical parti-
cle, according to:t F 2tx� y ^`_[ 2 7 & t tS� 2tx� y ^`_è æ � �2 [ 2 y

� � C  ��Ø ËÏÌ ��� Ù � �� � Ø ËÏÌ ��� Ù ô Þ ,öõ *ä÷ R  � 2 [ 2 (6.4)

where
F 2

and [ 2 are the volume and density of the particle, respectively. The sink term of the Cu2+
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Figure 6.2: Diffusion of Cu2+ to the surface of particles.

concentration can be obtained from the mass transfer to all the particles in a given control volume:���ê Ø ËÏÌ ��� Ù � �� y úvû V� ý ² ^`_ < �F ÷ ��ÿ��ö, ��a y ^Ï_ Ø � 2 Ù
where

^Ï_ < � y è æ � 2 < � � � C  ��Ø ËÏÌ ��� Ù � Ø ËÏÌ ��� Ù ô Þ , õ *ä÷ R  (6.5)

where 9 2 is the total number of particles in the control volume
F ÷ ��ÿ:�ö, ��a

and [ � 2 ] is the particle con-
centration. The average mass-flow and particle concentration are used to calculate the reduction of
the Cu2+ concentration in a single reactor (control) volume in order to compare the diffusion model
to the autoclave data (in figure 6.1), where it is assumed that all particles have the same growth
characteristics. In the simulation, the source of the Cu2+ concentration is linked to the growth of the
individual particles in a control volume, which is illustrated in figure 6.2.

One should note that for the diffusion model, which is used in figure 6.1, the particle concentration
was estimated from the initial and final Cu2+ concentration:Ø � 2 Ù y ��Ø ËÍÌ ��� Ù � ÿ � � � * a � Ø ËÏÌ ��� Ù^] ÿ * a  F * Þ �ö� ÷ a * . R� 4 2 � (6.6)

where the average mass of the particles � 4 2 � is estimated from the particle size distribution
(PSD) that was obtained at the end of the autoclave experiment with Malvern, Van der Weijden
et al. (2002b). The particle concentration was equal to � 2 =1.2 7 109 [particles/m3]. Furthermore,
the model was fit to the experimental results by modifying the diffusion coefficient of Cu2+ (atC

=423 K). The diffusion coefficient was estimated from this fit (
�

=3.2 7 10-9 m2/s]) and used as an
input parameter for the simulations in the KenicsTM static mixer reactor. Since the conditions in
both reactors (autoclave and static mixer) are similar, it is assumed that the chemical and particle
parameters are the same.

6.3 Numerical setup
The numerical setup is comprised of a 4 element static mixer and consists of 720*120*120=10.4M
grid nodes (7.2M fluid and 3.2M wall) to which periodic boundaries are applied (figure 6.3). In
this figure

0
and

�
are the element length and pipe diameter respectively and their ratio is equal to
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Figure 6.3: Numerical setup and geometry of KenicsTM static mixer.

0 i �
=1.5. Furthermore, the computational grid is distributed over 8 processors (each 2.1 GHz, 1GB).

In this setup the following numerical approach was used.

First, the flow field was solved using a Lattice Boltzmann (LB) flow solver, which solves the Navier-
Stokes equation. More details on this method and a thorough validation of the flow field can be
found in chapter 4. Second, the Cu2+ concentration was solved using a finite volume solver, where
the control volumes (CV), which are of uniform size, are formed around each LB grid node. This
solver solves the convection diffusion equation with a sink-term

- ��Ø ËÏÌ ��� Ù  :nn � Ø ËÏÌ ����Ù u �E 7 } Ø ËÏÌ ����Ù y � } � Ø ËÍÌ ����Ù � - ��Ø ËÏÌ ����Ù  (6.7)

where
�E is the velocity vector of the fluid. The boundary conditions (inflow/outflow, solid wall) for

the Cu2+ concentration are a constant gradient in the axial direction at the outlet (end of 4 th element),
a constant profile at the inlet (start 1st element) and no diffusion at the walls.

Simultaneously with the Cu2+ concentration, particles are tracked using a tracking code that solves
the Basset-Boussinesq-Oseen (BBO) equation, Maxey and Riley (1983):t �G 2tx� y í Y �G ô� � �2 [ *� ��� �

drag

u [ 2 � [[ * �$� ��� �
gravitation

u 2� [[ * 5 �E5 �� ��� �
acceleration

u ���a � õi�4 2 u ²� 4 a� �E� �
lift

(6.8)

where
�G 2 and

�G ô are the particle and slip velocity respectively, Y and
�$ are the dynamic viscosity

and gravity vector respectively,
���a � õi� is Saffman’s lift force, and [ is the density of the fluid and[ * y [ 2 u { �ìë [ . One should note that the history force and Faxen correction terms are neglected,

because they are small compared to the other forces. Moreover, the lift force is added to the equa-
tion, because it acts perpendicular to the other forces. When a particle is located close to the wall,
modifications are made to both the lift and drag coefficient Chen and McLaughlin (1995); Cherukat
and McLaughlin (1994); McLaughlin (1993); Cox and Hsu (1977); O’Neill (1964); Brenner (1961).
In order to determine accurately the location of the wall, an analytical function is used to describe
the exact location of the mixing elements. Furthermore, if a particle is touching a wall, the normal
force of the wall is taken into account, which allows the particle to slide along the wall. One should
note that since the mass loading of the particles is low, it is assumed that the particles do not influ-
ence the flow. More details about the particle tracking can be found in chapter 5.

Initially, all particles are distributed uniformly over the mixer, where the number of particles is based
on the particle concentration found in the autoclave experiments (

k
700k particles). The particles

have an initial diameter of 10 Y m and they grow during their residence in the KenicsTM static mixer
according to equation 6.4. Their growth is directly linked to the sink-term of the Cu2+ concentration,
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which is equal to the amount of mass that is consumed by the particles within a control volume, see
also equation 6.5. Furthermore, when a particle exits the mixer, it is placed back at the inlet plane at
an arbitrary location with its initial diameter (10 Y m). The simulation is carried out until the average
Cu2+ concentration does not change anymore. It should be noted that it is assumed that there is no
secondary nucleation. Autoclave experiments, Van der Weijden et al. (2002b), seem to support this
assumption.

6.4 Reactor design
One of the problems that arises in a horizontal plug flow reactor is the settling of copper parti-
cles under gravity, due the relatively large density difference between copper particles and solvent
( [ ó i [ k í

). In chapter 5, it was shown that the ratio between the Stokes and the Froude number is
an important parameter to describe the settling of the particles in the KenicsTM static mixer reactor.
The Stokes and Froude number appear in the dimensionless form of equation 6.8, which yields:t �G +2tx� + y �G +ô-$. u ��/10 u32� [ + 5 �E,+5 � + u �� +a � õ4� < _ (6.9)

where -�.ly [ *�� �2��ò Y E
*G�5 � /Q0 y [ *[ 2 � [ E �*G�5 $ � [ + y [[ *

are the Stokes, Froude and density number respectively.

Furthermore, in chapter 5, it was found that in a horizontal reactor the St/Fr ratio should be smaller
than 0.1 in order to prevent the settling of the particles. However, under the given process conditions
the St/Fr ratio can range from 0.25-8.7 (Re=1000) to 25-870 (Re=10). Therefore, a horizontal
reactor does not seem feasible and a vertical reactor is considered instead. In a vertical reactor there
are no problems with sedimentation if the flow direction is downward. However, if the relative slip
velocity of a particle is large, the particle may collide with a mixing element, which can lead to the
accumulation of the particles near the mixing element and leads to a non-uniform distribution of
the particles. This investigation tries to assess, what the influence is of the non-uniform distributed
particles on the PSD and if the particle distribution can be improved. In this work the reactor has a
diameter of 5 cm, the kinematic viscosity of the liquid is equal to Z =3.0 7 10-7 m2/s, the initial particle
diameter is 10 Y m and the initial copper concentration is 2 g/L.

6.5 Results
In figure 6.4, a vertical pipe (downward flow without a mixer) is shown. Here, the sink of the Cu2+

concentration is located at the surface of the particles and the flow conditions are Re=200 and initial
St/Fr=1.2. In this case the particles tend to move towards the wall of the pipe due to the lift force.
The migration velocity of the particles towards the wall, G _ , is estimated from the balance between
the Saffman lift and drag force in the radial direction, where the particle slip velocity in the axial
direction is used to calculate the lift force. It was found that G _ k 0.001 G ô , which leads to a particle
concentration at the ’near wall’ cells that is approximately 2-3 times larger than cells located next
to these cells. Because there are more particles located in the near wall region, there is more surface
available in that region. Furthermore, the particles have a longer residence time near the wall than
in the centre of the pipe. Therefore, the reaction mainly takes place near the wall of the pipe (fig-
ure 6.4). Since there are no mixing elements, Cu2+ is transported to the particles solely by diffusion,
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Figure 6.4: Re=200 (pipe), Cu2+ and particle concentration after 6 diameters, which corresponds to
4 elements

which slows down the reduction process.

Figure 6.5 shows the results of the simulation of the KenicsTM static mixer under similar conditions.
The results indicate that the mixing of the Cu2+ improves, but now all the particles are located near
the mixing element. The reason for this is the fact that due to their relatively high slip velocity the
particles collide with the element and slide down along it. Since the particles are located near the
mixing element, the reaction only takes place at that location. Furthermore, the lift and acceleration
forces still tend to push the particle outward, which leads to a higher concentration of particles in
the corners of the mixing element, and hence the reaction is strongest over there.

When the Reynolds number is increased, the mixing of the particles improves. At Re=500 (initial
St/Fr=0.5) less particles are located near the wall, but the distribution is still far from uniform, (fig-
ure 6.6). A more uniform distribution is obtained at Re=1000 (initial St/Fr=0.25), but there is still
a higher particle concentration near the wall of the mixing element, (figure 6.7). The reason for the
improved mixing of the particles is the fact that the relative slip velocity of the particles is lower,
which leads to less collisions with the mixing elements.

It should be noted that the initial particle size of 10 Y m is somewhat arbitrary. Therefore a few
remarks regarding the particle size are made. For smaller particles, the St/Fr ratio will be small,
which will likely lead to a more uniform distribution as can also be observed at Re=1000, at which
the St/Fr ratio is also small. For larger particles the opposite is true. The particles will have a larger
St/Fr ratio and as a result they will more likely collide with the mixing element. Therefore, for
larger particles a higher axial liquid velocity will be necessary to avoid collision with the mixing
element. One should note that a higher axial liquid velocity will decrease the St/Fr ratio, but it will
increase the Reynolds number.
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Figure 6.5: Re=200, Cu2+ and particle concentration after 4 elements

Figure 6.6: Re=500, Cu2+ and particle concentration after 4 elements
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Figure 6.7: Re=1000, Cu2+ and particle concentration after 4 elements

6.6 Particle size distribution (PSD)
The key question that remains is how the particle size distributions are influenced by the non uni-
form distribution of the particles. Figure 6.8 shows the probability density functions (pdfs)of the
particle radii of the cases that are discussed before. The pdf of the pipe at Re=200 is very narrow,
which seems surprising. It can be explained, however, by the fact that nearly all particles reside
in the same region (close to the wall). Hence, they ’see’ the same Cu2+ concentration and liquid
velocity, which leads to a more uniform growth of the particles.

The pdf of the mixer at Re=200 is not narrow and shows to peaks. The two peaks form at the
intersection between the first and second mixing element (figure 6.9). structures in the flow. Here,
one half of the particles collides with the 2nd mixing element at a later stage than the other half.
The particles that slide along the wall have a longer residence time and therefore will have more
time to grow than particles that are in the free stream region, which explains the formation of the
two peaks. When the Reynolds number is increased (Re=500 and Re=1000) the pdf of the particle
size in the mixer is more narrow, but is still less narrow than the pdf found in the pipe. At Re=1000
the pdf improves, when the particles pass another 4 elements (i.e. the pdf at the 8 th element), while
at Re=500 the pdf shows to peaks similar to the pdf at Re=200. One should note that for the
’8th element’ simulations the output concentrations and pdf of the ’4th element’ simulations were
used as input parameters.

6.7 Concluding remarks
The new reaction model, which has the sink of the reaction at the surface of the particles, leads
to new insight regarding the growth of the particles and behaviour of the particles in the KenicsTM

static mixer. First it was assumed that the KenicsTM static mixer would improve both the mixing of
the particles and Cu2+ concentration. Indeed, the mixing of the Cu2+ concentration improves signif-
icantly in the KenicsTM static mixer reactor. However, the mixing of particles fails at low Reynolds
numbers. At higher Reynolds numbers the mixing of the particles improves, but the axial velocity
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Figure 6.8: Particle size distribution of the particles

1   elementst

2    elementnd

1   elementst Intersection

early collision

2 groups 

group splits

late collision

Figure 6.9: Collision of particles after first mixing element



6.7. CONCLUDING REMARKS 105

of the liquid increases in that case, which will lead to a longer reactor.

It should be noted, that not merely a low Reynolds number causes the poor mixing of the particles
in the KenicsTM static mixer, but the St/Fr ratio, which is high at a low Reynolds number, is the
cause of the poor mixing of the particles. In chapter 5 it was shown if the St/Fr ratio is larger than
one, particles start to collide with the mixing elements. In that case, a large number of particles are
located near the mixing element (figure 6.5), which causes the particle size distribution to be wide
(figure 6.8). In this context is should be remarked that the St/Fr ratio is low when (1) the flow-rate
is high, which corresponds to a high Reynolds number, or (2) the particles are small.

Other methods such as the population balance method, Van Leeuwen (1998), do not take into ac-
count gravity and the exact location of the particles. However, it was found that the location of the
particles, i.e. the source of the reaction, has a profound influence on the shape of the PSDs. There-
fore, it can be concluded that the PSD can only be predicted correctly if also the location of the
particles is taken into account. In other words, a model that includes both the particle growth and
particle trajectories can more accurately predict the particle size distribution. However, it should
be noted that the computational demand increases significantly, when compared to the population
balance method as described by Van Leeuwen (1998).

Surprisingly, under the given conditions, a pipe without mixing elements performs better with re-
spect to the PSD than a reactor equipped with a KenicsTM static mixer. However, in a pipe the
reduction process is limited by the diffusion of Cu2+ towards the wall region, where more particles
are located and the particles move slower. Therefore, adding mixing elements seems to be recom-
mendable in order to mix the Cu2+ and speed up the reduction process. Furthermore, it would be
both interesting and important to investigate whether the KenicsTM static mixer will be able to ’free’
the particles from the wall, when it is added to a pipe reactor, and to check what the influence will
be on the PSD. A combination of a pipe and a static mixer might have the best or worst of both
worlds. The static mixer can be applied, when St/Fr is smaller than one and a pipe can be applied,
when this value is exceeded. In a pipe, the particles eventually end up near the wall due to the lift
force. The question arises, whether it is possible to ’free’ the particles from the wall with a static
mixer, which stresses the importance for further research.
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7

Design of a reactor for the reduction of Cu2+

with soluble carbohydrates

This chapter combines all previous investigations into the reduction of Cu2+ with soluble carbohy-
drates to come up with a design proposal for a novel reactor. A one dimensional model is used to
predict the reduction in three reactor configurations (batch, horizontal plug flow reactor and vertical
plug flow reactor). Experiments in a glass-lined autoclave were used to test the model and to obtain
the model parameters. The faster reduction at higher Cu2+ concentrations that was observed in the
glass-lined autoclave could be predicted by the model. Based upon the model predictions, the aspect
of process energy and feasibility of the different reactor types was evaluated and compared to the
conventional method, i.e. electro-winning. It was found that the mechanical energy, which used for
pumping and stirring, is much lower than the energy that is necessary for heating. Furthermore, the
reduction process can compete with the conventional method (electro-winning), when concentrated
streams are processed (40 g/l) or when the (waste) stream is contaminated with organic material.
The ultimate choice of the reactor type depends on the (waste) stream size, equipment costs, quality
of the end product and whether an integration into a continuous process is desired. 1

7.1 Introduction
Copper is one of the most important metals used by mankind. It finds its application in electronic
devices, heat exchange devices, electric wires and so on. Copper, however, is a heavy metal, which
can be harmful to the environment. Therefore, wastewater that contains copper ions needs to be
treated prior to discharge. Aqueous copper waste can originate from various industries such as the
electronic, galvanic and mining industries. A conventional method to treat this wastewater or other
(concentrated) copper containing streams is to recover the copper via electrolysis.

Hage et al. (1999) studied reduction of copper with cellulose in autoclave experiments. Total copper
recoveries of 99% were reported. At least 20% of the recovery, however, resulted from cementation
by the stainless steel stirrer used in their autoclave. Still, this process had the potential to be further
developed into an alternative process for electro-winning. Van der Weijden et al. (2002a) continued
these investigations by testing other reductants yielding carbohydrates such as, wood extracts, wood
dust, bacteria, starch and various sugars. Almost a 100% recovery was achieved at temperatures as
low as 140 m C using sugars as reductant and by controlling pH. Mambote et al. (2000) pointed out
that such a waste-to-waste-to-product process is both commercially and environmentally attractive.
It could find its application e.g. as an alternative reduction step in the processing of low-grade cop-
per ores in the mining industry. Furthermore, tests with solutions that contain both silver and copper

1to be submitted to the Canadian Metallurgical Quarterly
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showed that by controlling the temperature, silver could be reduced prior to copper and thus both
metals could be retrieved separately (Van der Weijden et al. (2001)).

An important economic aspect for success is the reactor type. Initial tests were carried out in au-
toclaves, but for a continuous process and for a more optimal use of reactor volume, a plug flow
reactor would be more suitable. To investigate this alternative reduction process, experiments were
carried out using titanium autoclaves and a titanium plug flow reactor. A major problem, however,
was the formation of copper platelets on the titanium reactor wall. Although the plug flow reactor
had static mixers after each 50 m interval of pipe (diameter = 1 cm), the reactor would get clogged
after a week of continuous operation at low Cu2+ concentrations (2 g/L) and after only hours at
higher Cu2+ concentrations ( � 10 g/L).

Besides this problem of reduced throughput, an additional aspect for the economics and viability of
this process is the quality of the end products, i.e. the quality of the copper powder and the composi-
tion of the remaining solution. Since the purpose of this process is also to reduce the environmental
impact of the combined waste streams, the residual aqueous copper, acid and organic concentration
as well as discharge costs are important aspects to consider (Van der Weijden et al. (2001)). Auto-
clave investigations in search of the optimal process parameters to achieve a good product as well
as a clean solution have been carried out (Van der Weijden et al. (2002b)).

Considering the quality of the copper powder, the formation of fragile and porous copper platelets
that adhere to the reactor wall is not ideal. The prevention of the growth of copper platelets on the
reactor wall seemed to be one of the major challenges in order to render this process successful. For
a high quality powder a uniform size distribution and a regular shape of the particles is preferred,
because of the higher product price. Several studies were carried out to optimize the copper powder
shape and size distribution (Van der Weijden et al. (2002b)). At the same time, the relationship be-
tween particle size distribution and flow properties was investigated through computer simulations
(Van Wageningen et al. (2002); Van der Weijden et al. (2003); Van Wageningen et al. (2004b)).

The present study combines all mentioned investigations in order to propose a sustainable (plug
flow) reactor design for the treatment of copper streams with soluble carbohydrates. Computer
simulations of the growth of copper particles in various reactor configurations were compared. Ad-
ditional laboratory experiments to verify the numerical results were carried out. Furthermore, the
aspect of process energy consumption is evaluated. Considering the elevated temperature at which
the process runs, this is an important aspect from both economic and environmental point of view.
Therefore, in this study an estimate is made of the energy requirements (per kg recovered copper)
for different reactor configurations and compared to electro-winning and EMEW (Treasure (2002)),
which are a conventional method and a new method to recover copper, respectively.

7.2 Process chemistry
Van der Weijden et al. (2002a) describe in detail the hydrolysis and degradation reactions of several
carbohydrates and their influence on the reduction of Cu2+. The degradation of the carbohydrates
occurs simultaneously with the oxidation reaction. Although several carbohydrates were studied and
found to be successful reductants, xylose, a pentose sugar, was selected in previous studies and in
the present study, because of its solubility and its effectiveness at lower temperatures in comparison
to the hexose sugars. The redox reaction of copper with xylose equals:ËÍÌ ��� u ËÏÎ�Ð ² 	�ÑÒÎ u Ð � ÑÔÓÕËÏÌ �ÃÖ  u ËÍÎ�Ð ² 	�Ñ#× u~� Ð � (7.1)



7.3. INFLUENCE OF PROCESS CONDITIONS 109

In equation 7.1 only the oxidation reaction of xylose to xylonic acid in combination with Cu2+ re-
duction is considered. Because degradation of xylose is not considered, the molar ratio of Cu2+ to
xylose of 1:1 is too optimistic and an excess dose of xylose is used to reduce all copper present. In
order to prevent formation of cuprite, the initial pH of the solution should not be higher than 3.5.

From equation 7.1, it is obvious that the acidity increases during the process. This apparently causes
the reduction reaction to stall, whereas the carbohydrate degradation reaction is accelerated. New
observations indicate that not merely the acidity increase is responsible for the decrease in reaction
rate, because the pH at which the reduction stalls differs for different copper concentrations (fig-
ure 7.1). It can also be observed that the reduction at 2 g/L in a glass or Teflon configuration stalls at
different pH. Depletion of xylose as a factor for the recovery decrease was ruled out by adding more
xylose. The time at which stalling of the reduction occurs, appears to be linked to the moment at
which the solution turns yellow/brown and a caramel scent is developed both at high and low copper
concentrations. This is typical for the degradation to furfural. Furthermore, it is demonstrated in
figure 7.1, that indeed the reduction rate in a mixture of xylose and furfural (1.66 mL/L) is lower,
while the pH is the same.

The formation of degradation products together with low pH appear to form a barrier for reduction.
By addition of NaOH over 99% recovery of copper is possible. This positive effect of NaOH is not
merely achieved by an increase in pH, but is also related to the reduced activity of the produced
organic acids and degradation products and by formation of organic salts. This was shown in a
study of Abbadi et al. (1998), in which the oxidation of D-glucose using Pd as catalyst is hindered
by gluconic acid and complexation with Pd unless KOH is added.

7.3 Influence of process conditions

7.3.1 Reactor type: comparison of the reduction process in an auto-
clave and a plug flow reactor

Experiments have been carried out in a titanium autoclave and titanium plug flow reactor. In order
to be able to use experimental data for computer simulations, it is important to know whether data
generated by autoclave experiments can be used to simulate plug flow reactor phenomena. In this
section, a short description is given of the two experimental setups that were used (autoclave and
PFR). Next, the autoclave results (Van der Weijden et al. (2002a)) are compared to the results that
were obtained in a pilot PFR (Van der Weijden et al. (1999)).

The autoclave is equipped with a double bladed Rushton turbine and can be filled upto 2/3 of the
total volume (i.e. 7 L). An oscillation pump was connected to the autoclave to inject the xylose at
set-point. The same pump was used to inject a 1M NaOH solution to adjust the pH after 10 minutes.
Furthermore, the pressure in the autoclave could be increased by injecting nitrogen and the auto-
clave was kept at constant temperature (i.e. 185 m C). A dip tube was used to take samples at certain
time intervals. The samples are cooled with a cooling unit before their release in order to stop the
reaction and to avoid flash evaporation. A schematic overview of the autoclave can be found in
figure 7.2.

The plug flow reactor was comprised of 10 titanium coils (5 pairs), which each have a length of 25m.
Between the coils static mixers were placed and the diameter of the reactor tube was 1 cm. The coils
are heated in separate compartments, which are comprised of temperature controlled oil vessels. The
feed is prepared in a stirred tank, which had a volume of 200 L, and is pumped into the plug flow
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rushton
stirrer

cooling

Figure 7.2: Titanium autoclave equipped with Rushton stirrer

reactor with a flow rate of 35-50 L/h. The pressure of the feed can be adjusted by injecting nitrogen
to avoid that the feed exceeds the boiling point in the PFR. Samples are taken at three sample points,
which are located at the exit of the 1st, 3rd and 5th coil pair after 50, 150 and 250 m, respectively.
The pH could be adjusted via entry points, which are located at 100 and 200 m, respectively. A
schematic overview of the original plug flow reactor can be found in figure 7.3 and more detailed
information about this setup can be found in Van der Weijden et al. (1999).

During a typical run, the temperature in both reactors was set to 185 m C and the initial solution con-
sisted of 5.7 g/L xylose and 2 g/L Cu2+. The solution was acidified with sulphuric acid (pH Á 3.5).
Furthermore, the pH in some experiments was increased after a certain time by adding 1M NaOH
to achieve a higher reduction. To obtain a full reduction of Cu2+, both the autoclave and PFR exper-
iments were repeated with pH adjustment, which is indicated with the filled symbols (figure 7.4). In
the case of the PFR, 1M NaOH was continuously added at a rate of 1.5 L/h. The injection point was
located at 100 m, which roughly corresponds to a residence time of 10 minutes (at a reactor flow
rate of 50 L/h). In the case of the autoclave experiments the pH was adjusted after 10 minutes with
a continuous flow of NaOH (0.01 L/h). It should be noted that the pH adjustments of the autoclave
and PFR are not fully comparable, since the NaOH was continuously added into the autoclave. To
have a one to one comparison, a single (pulse) injection of 1M NaOH (0.15 L in 5 L solution) would
be required. However, both experiments show that a full reduction is possible with pH correction.

The reduction of Cu2+ in the titanium autoclave and PFR can be compared with respect to the
residence time ( � , R ô ). The residence time of the PFR is obtained from the position of the sample
location (

1 ô *ä_ 2�a R ) and average axial velocity ( E *G� ):� , R ô y 1 ô *ä_ 2�a RE *G� with E *G� y ^`a{ � � ë æ � � (7.2)

where
^Ïa

is the flow rate and
�

is the diameter of the reactor tube. Figure 7.4 shows the Cu2+
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Figure 7.3: Titanium plug flow reactor
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Figure 7.5:
ËÏÌ ��� reduction as a function of the temperature in a titanium autoclave (

C
=130 ����� 185m C).

concentration relative to the initial concentration as a function of the residence time, which in the
case of the PFR is proportional to the reactor length. The squares and circles indicate the residence
time of the PFR and the triangles the residence time in the autoclave. One should note that different
residence times of the PFR could be obtained by varying the flow rate in the PFR. A similar trend in
Cu2+ reduction can be observed for both the PFR and autoclave. Since the surface of the reactor is
much larger than the total surface of the metallic particles, the particle surface does not influence the
reaction rate in a titanium reactor environment. For this reason, the reaction rates of the autoclave
and plug flow reactor are comparable. In the next sections, the influence of the reactor material and
temperature on the process will be discussed in more detail.

7.3.2 Reduction at different temperatures
The influence of process temperature was investigated in a titanium autoclave and plug flow reactor.
The process temperature is important with respect to energy consumption and annual throughput.
For the study presented here, additional autoclave experiments have been conducted in a titanium
autoclave at low temperatures. In figure 7.5, the Cu2+ concentration relative to its initial concen-
tration is plotted as a function of time for the different temperatures. It can be observed, that the
reduction rate is faster, at higher temperatures. All experiments show that initially, the reduction rate
is constant, after which the reduction rate stalls. This decrease in reduction can largely be attributed
to the formation of furfural.

7.3.3 Influence of process conditions on the copper product
The copper product that is recovered from the titanium reactors shows a wide variety of shapes and
sizes and size distributions. In figure 7.6(a), the large dendritic platelets formed in the titanium
reactor ([Cu2+

0 ]=2 g/L) are shown.

The reactor wall catalyses the reduction process by reducing the energy barrier for nucleation. From
these nuclei platelets can develop by epitaxial growth as the misfit between the titanium substrate
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(a) (b)

Figure 7.6: Copper particles in a titanium reactor (a), with additive gelatin (b) (Cu2+
0 =2 g/L,Van der

Weijden et al. (2003)).

and copper precipitate is small ( Mutaftschiev (2001)). These porous and voluminous platelets have
a lower economical value. The platelets detach after a certain time and tend to coagulate resulting
in clogging of the PFR. Furthermore, a platelet has a larger surface than a spherical particle, which
leads to a higher reaction rate, because there is more surface available for the reaction. The size of
the platelets decreases with (1) increasing temperature (200 Y m at 140 m C and 50 Y m at 185 m C),
(2) decreasing pH and (3) increasing copper concentration. It is hard to relate this finding to the
degree of supersaturation, because the oxidants that form in time at the various temperatures cannot
be properly quantified and qualified. In situ Raman spectrometry might provide more information
regarding degrees of supersaturation.

When additives such as gelatine and EDTA are used, the formation of platelets on the reactor wall
is prevented and a dense copper powder with an almost uniform size distribution ( � 10 Y m, depend-
ing on the additive concentration) can be formed. Whereas the effectiveness of EDTA lies in its
complexation capacity with copper ions, gelatine works as a glue and changes the surface charac-
teristics. Figure 7.6(b) shows the shape and size of the particles, when these additives are used.

Additional experiments in a glass lined autoclave have been performed to determine whether growth
at the reactor wall can be avoided and to gain a better insight in the growth process. In a glass-lined
reactor the precipitate (Cu2+

0 =2 ����� 20 g/L) consists of prisms, cubes and rhombododecahedrons with
a more uniform size than in the titanium reactor ( � 30 Y m (figure 7.7)). Glass is a wholly structure-
less substrate and hardly any nucleation occurs on the walls. Therefore, the reduction rate is slower
and since the degradation of xylose continues, the reaction already stalls at a lower recovery per-
centage of copper.

Ideally, copper particles that are formed in the process have a spherical shape and uniform size dis-
tribution. It can be concluded that with additives and in a glass lined reactor a more regular shape
and size is obtained than in a titanium reactor. The use of additives, however, has the drawback that
it is either expensive (gelatin) or harmful to the environment (EDTA). Therefore, coating or glass-
lining the reactor seems to be the best option to obtain regularly shaped particles. The application
of a glass-lined reactor was therefore further examined in autoclave experiments.
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(a) (b)

Figure 7.7: Copper particles in a glass-lined reactor: (a) Cu2+
0 =2 g/L and (b) Cu2+

0 =20 g/L.

In figure 7.8, the reduction rate for the different reactor types (glass-lined and titanium) are com-
pared for different Cu2+ concentrations at

C
=150 m C. At [Cu2+]=2 g/L, the reduction rate in the

glass-lined autoclave is much lower than in the titanium autoclave (figure 7.8(a)). The reaction in
the glass-lined reactor is slower, because there is less surface available. In a titanium reactor, the
growth of the particles starts at the (large) titanium surface, which leads to formation of platelets.
These platelets have a larger surface than the spherical particles, hence, the reaction is faster. At
[Cu2+]=20 g/L, there is no difference in reduction rate between the glass-lined and titanium configu-
ration (figure 7.8(b)). Apparently, at these high concentrations, the available surface for the reaction
in the titanium reaction is comparable to the available surface in the glass-lined reactor. The copper
product that is retrieved, however, is significantly different. In the glass lined reactor at 20 g/L no
platelet formation is observed. From these experiments, it can be concluded that a glass reactor (or
a reactor made of another material that is not a good substrate for copper growth) is a good choice
to prevent clogging of a pipe reactor. In view of reaction time, such a reactor would be especially
suitable for waste streams with high copper concentrations.

7.4 Computer modelling

7.4.1 One dimensional modelling of the reduction process
The results of the autoclave experiments that have been conducted in the glass-lined autoclave
(150 m C) are used as input parameters for a one dimensional model of the reduction process. In
this model, the diffusion of Cu2+ towards the surface of the copper particles is assumed to be the
rate limiting factor and the reduction of Cu2+ is modelled with the following equation:n Ø ËÏÌ ��� Ùn � y �¤A ÝsÞ (7.3)

where the sink
A ÝsÞ is linked to the growth of the copper particles via a mass balance, which over a

control volume (for a discrete time step
M � ) is equal to:  Ø ËÏÌ ��� Ù £ � �   Ø ËÏÌ ��� Ù £ � � � � u � 4 2 Ø � 2 Ù  � � � 4 2 Ø � 2 Ù  � � � � yÅ{ (7.4)

where 4 2 is the particle mass and Ø � 2 Ù is the particle concentration.
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Figure 7.8: Cu2+ reduction at different initial concentrations (2 g/L (a) and 20 g/L (b) ) in a glass
and titanium reactor, respectively (

C
=150 m C).
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The particle concentration in the reactor was estimated from the average size of the particles at
the end of the (glass-lined) autoclave experiments and the amount of Cu2+ that was reduced. The
final average particle size was 5 Y m at an initial concentration of Cu2+

0 =2 g/L (Cu2+
end=0.39 g/L),

and 12 Y m at an initial concentration of Cu2+
0 =20 g/L (Cu2+

end=3.6 g/L). Both estimations result in a
particle concentration that is roughly equal to � 2 =2 7 1012 particles/m3 . Apparentely, the same num-
ber of particles was formed at high and low Cu2+ concentrations. This result is surprising, since it
was expected that at higher concentrations more nuclei would be formed. It appears that the Cu2+

concentration is not the limiting factor for nucleation in the experiments that were conducted. It
should be noted that the mean size of the particles formed in a glass-lined reactor is about 10 times
smaller than the mean size of the particles formed in a titanium reactor.

Equation 7.4 shows that the reduction of Cu2+ is proportional to the increase in mass of the particles.
To calculate the increase in mass, the growth of a single particle is considered. Here, it is assumes
that all particles meet the same conditions and hence grow at the same rate. The growth rate of a
single particle is obtained from the diffusion of Cu2+ to a sphere and is equal to:n � 2n � y � Ø ËÏÌ ��� Ù� 2 [ 2 (7.5)

where [ 2 is the density of the particle, � 2 is the particle radius and
�

is the diffusion constant of the
copper ions. The density of copper is equal to 9.0 7 103 kg/m3 and the initial particle size was set to� 2 =0.1 Y m. The diffusion coefficient is dependent on the temperature and determines the reaction
rate. Furthermore,

�
was used to fit the model to the experiment in the glass-lined reactor (2 g/l,C

=150 m C). The diffusion coefficient was set to 1.3 10-11 m2/s, a value used in all the simulations.

For a batch reactor, one control volume is used to predict the copper reduction and the equations 7.4
and 7.5 are solved numerically. The same model is used to simulate the reduction process in a
(horizontal and vertical) plug flow reactor, but now the convective transport of Cu2+ is included in
equation 7.3. One should note that the diffusive transport is neglected, since the convective transport
is dominant in the axial direction of the reactor. Equation 7.3 now becomes:E n Ø ËÍÌ ��� Ùn ; y��¤A ÝxÞ (7.6)

where E is the axial velocity in the plug flow reactor. Again the sink
A ÝsÞ is linked to the growth of

the particles via a mass balance, which now yields:  E Ø ËÏÌ ���=Ù £ � �   E Ø ËÏÌ ����Ù £ � � � � u � 4 2 G 2 Ø � 2 Ù  � � � 4 2 G 2 Ø � 2 Ù  � � � � y|{ (7.7)

where G 2 is the particle velocity. Figure 7.9 shows the (1D) control volume of the
ËÏÌ ��� concen-

tration. Here, the discrete size of the control volume
M ; is determined by the particle velocity and

discrete time step.

For the horizontal reactor, the particle velocity is assumed to be equal to the liquid velocity ( G 2 y E ).
While for a vertical reactor, the particle velocity is obtained from the equilibrium between the drag
force and gravity, and is equal to:G 2 y � [ 2 � [s Ç$ � �2��ò Y u E (7.8)

where
� 2

is the particle diameter and [ and Y are the density and dynamic viscosity of the solu-
tion, respectively, which depend on the temperature, xylose and Cu2+ concentration. It should be
noted that in this study, a constant dynamic viscosity and density are assumed ( Y =3.0 7 10 -4 Pa s
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Figure 7.9: One dimensional model of growing particle and
ËÏÌ ��� reduction.

and [ =1000 kg/m3). In a vertical reactor, the particle velocity changes, when the particle grows.
Since the growth process is slow, there is a small change of the particle diameter in time. Therefore,
it is assumed that the particle velocity adjusts instantaneously, when the diameter of the particle
changes. Since the particle velocity changes, the particle concentration will change as well in a
vertical reactor ( Ø � 2 < 	 Ù 7 G 2 < 	 7 � y Ø � 2 Ù � �� 7 G 2 � �� 7 � ).

The position in the plug flow reactor
1

is related to the particle velocity:n 1n � y G 2 (7.9)

To predict the Cu2+ concentration as a function of the length of the plug flow reactor, the equa-
tions 7.5, 7.7 and 7.9 are solved numerically. The results are used to predict the minimal length of
the plug flow reactor, which is necessary to reach the desired end Cu2+ concentration (0.01 g/L).

The 1D model of the batch reactor is compared to the experiments that were performed in the
glass-lined autoclave at T=150 m C and Cu2+

0 =2 ����� 20 g/L (figure 7.10). The 1D simulations show
a reasonable agreement with the autoclave experiments. The deviation at longer times can be ex-
plained by the fact that the stalling of the reaction due to the formation of furfural is not included
into the 1D model. The 1D model predicts that the reduction rate is faster at high Cu2+ concentra-
tions, which is confirmed by the experiments in the glass-lined autoclave at Cu2+

0 =20 g/L. The faster
reduction that is obtained with a higher initial Cu2+ concentration can be attributed to the availabilty
of more surface. At an initial Cu2+ concentration of 20 g/L, the particles initially grow faster due to
the high concentration. As a result the particles are larger and more surface will be available for the
reaction, which leads to a faster reduction. It can therefore be concluded that high concentrations
are more favourable for the process.

7.5 Reactor configuration and efficiency
In this section, three different reactor types (batch, horizontal pipe and vertical pipe) are compared
with respect to their energy consumption. For electro-winning (EW) the ’electric’ energy consump-
tion per kg is 12.2 MJ/kg (3.4 kWh/kg), where the energy loss in producing the electricity is not
taken into account (Maldonado et al. (2001)). For EMEW the energy consumption to reach levels
of 10 ppm is 5.1 kWh/kg (Treasure (2002)). In order for the novel process to be competitive on an
industrial scale, the energy consumption should be smaller than the convential EW and the newer
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Figure 7.10: Cu2+ concentration in batch reactor as a function of � based upon 1D model.

Table 7.1: Heating energy requirement per kg recovered copper as a function of
C

and Cu2+
0_ � R * � [MJ/kg]C Ø ËÏÌ ���	 Ù y 2 g/l Ø ËÏÌ ���	 Ù y 20 g/l Ø ËÏÌ ���	 Ù y 40 g/l

130 231 23.1 11.6
150 273 27.3 13.7
185 346 34.6 17.3

EMEW process. To assess whether the reactor can be energy efficient, two parameters are evaluated,
the heating power and mechanical energy (due to stirring or pressure drop). Three waste streams of
different initial Cu2+ concentrations are compared (2, 20 and 40 g/l).

The process takes place at elevated temperature (
C 2�, � ÷

=130 m C up to 185 m C) so the waste stream
needs to be heated to this temperature. In table 7.1, the amount of heating energy that is necessary
to recover 1 kg of copper is evaluated for the different streams (2, 20 and 40 g/l). Here, the specific
heat of water (4.2 kJ/(kg m C) is used to calculate the amount of energy. It is obvious that the process-
ing of more concentrated streams is more energy efficient, because less liquid needs to be heated
per kg recovered copper. Since heating the solution requires a lot of energy, a low temperature is
desirable. However, one should note that a low temperature will yield a slow reduction. Further-
more, it should be noted that the heat used for the process is not lost, it can partly be recovered and
used to pre-heat the waste stream, which can reduce the energy consumption ( 50%).

In the next sections, the mechanical energy consumption for different reactor types (batch reactor,
horizontal pipe reactor and vertical pipe reactor) is evaluated for the different initial concentrations
at
C

=150 m C. The 1D model is used to predict the time and reduction rate for the different reactor
configurations and results of the experiments conducted in the glass-lined autoclave were used as
input parameters.

(Mechanical) energy dissipation in a batch reactor

To keep the particles suspended in a batch reactor, a certain impeller speed is necessary. The critical
impeller speed (rev/s) at which the particles are just suspended can be calculated with the Zwietering
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Table 7.2: Mechanical energy consumption of batch reactor per kg recovered copper (Po=5,
T=150 m C) ËÍÌ ���	 2 g/L 20 g/L 40 g/L� 2 < _ *G� < � { Y ½ � � � ò Y ½ � < � � Y ½� � ±  ( Ø ËÏÌ ��� Ù � { � { � g/l) 6200 s 3980 s 3420 s_ � R * � (

C y � ë { m C) 273 MJ/kg 27.3 MJ/kg 13.7 MJ/kgF 8 _ � ü  8 _ � ü  8 _ � ü Ø ½ ¦ Ù Ø 0 fa` i Ö Ù Ø ªcb i ©gÀ Ù Ø 0 fa` i Ö Ù Ø ªcb i ©gÀ Ù Ø 0 fa` i Ö Ù Ø ªFb i ©$À Ù
0.001 15.6 3.64 24.5 0.905 28.1 0.587
0.01 8.14 2.39 12.8 0.593 14.7 0.385
0.1 4.24 1.57 6.67 0.389 7.63 0.252
1 2.21 1.03 3.47 0.255 3.98 0.165

(1958) correlation, which is equal to8 ¸Ày ò �
	RQ �ó Z 	RQ ² � � $ � � [ 2 � [s � 	RQ ¿ Î � 	RQ ² ¦ù[ 	RQ ¿ Î � 	RQ º Î (7.10)

where Z is the kinematic viscosity, � ù is the mass fraction in % and
�

is the diameter of the impeller.
The energy consumption can be calculated with the Power number:6 * y d[ 8 ¦ � Î (7.11)

where d is the stirring power.

A prediction is made of the mechanical energy that is needed to reduce different Cu2+ concentra-
tions (2 g/L, 20 g/L and 40 g/L) towards an end concentration of Cu2+

end � 0.01 g/L. Table 7.2 lists
the energy dissipation per kg recovered copper for the different concentrations and reactor volumes.
Here, the one dimension model is used to predict the Cu2+ concentration over time and the final
particle diameter

� 2 < _ *G� , which is the particle size at the end of the reaction, is used to calculate the
critical stirrer speed. The critical stirrer speed, the diameter of the stirrer and Power number are used
to determine the power input of the stirrer. Subsequently, the total energy per kg recovered copper is
obtained from the stirring power and residence time. It can be observed that a large batch and high
Cu2+ concentration is most efficient. Furthermore, the mechanical energy is significantly less than
the heating energy necessary for the process. Therefore, from an energy perspective a batch reactor
is a feasible reactor for the process. A batch reactor, however, has the disadvantage that integration
of a batch process into a continuous process generally leads to higher operating costs and that the
reactor volume is not optimally used.

(Mechanical) energy dissipation in a horizontal pipe reactor

An alternative for a batch reactor is a continuous pipe reactor. To minimize the pressure drop and
length of such a reactor, a low axial velocity is preferred. In a horizontal reactor, the copper particles
that are formed in the process will not remain in suspension, if the axial velocity is too low. The
critical velocity, which is the minimum velocity necessary to keep solid particles in suspension in
horizontal pipes, can be obtained by the correlation of Davies (1987), which is based upon the
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empirical Durand and Condolios (1952) relation, and is equal toG ¸Ày � � { ò � � �� �Z ¾ 	RQ 	�e � 	RQ ²�ºó � � $ M [[  	RQ Î ¿ � 	RQ ¿ ×
with

� � �� y � � u 2 � < è �� ² Q 	�e � � � �� � Q � (7.12)

where Z is the kinematic viscosity,
� ó is the diameter of the particles, $ is the gravitational acceler-

ation,
M [ is the density difference between the particles and liquid, [ is the density of the liquid,

�
is the pipe diameter and � is the mean concentration of particles in the pipe (volume fraction).

The length of the reactor is predicted with the 1D model, where it is assumed that the velocity of
the particles and the flow are close to plug flow and that the slip velocity of the particles is zero
( G�ó y E ). The diameter and length of the reactor together with the critical velocity determine the
pressure drop, which is a measure for the mechanical energy that is needed. The length of the reactor
is determined by the axial velocity in the reactor and the residence time, which is defined as the time
that the process needs to reach the end concentration of Cu2+

end � 0.01 g/L. In table 7.3, the energy
consumption per kg recovered copper is given for an initial Cu2+ concentrations of 2, 20 and 40 g/L,
respectively. It can be observed that the energy requirement increases, when the tube diameter
increases. This can be explained by the fact that the critical velocity increases and as a results a
longer reactor is necessary. Both aspects will yield a larger pressure drop and hence more energy
is required. Furthermore, when a higher initial Cu2+ concentration is considered, the energy per kg
recovered copper decreases. Despite the fact that the critical velocity is larger in that case (due to
the larger particles that are formed), still less energy is required, because (1) the reaction is faster so
a shorter reactor is necessary and (2) more copper is recovered.

It is clear that the reactor is most suitable for large Cu2+ concentrations. A large pipe diameter (high
throughput) is feasible from an energy perspective, since the mechanical energy that is required is
a lot less than the energy needed for heating. Furthermore, the troughput (flow rate) scales with a
factor of

� � , while the length of the reactor scales roughly with a factor ï � (equation 7.12 shows
that the critical velocity also scales roughly with ï � ). Therefore, a reactor with a large diameter
will require less tubing than a series of parallel reactors with a small diameter. However, the length
of the reactor is an important issue to consider. Since a long reactor length is required for a small
throughput or pipe diameter (

0
=3.6 km when

�
=1 cm,

^ 
 =0.07 L/s and Cu2+=40 g/L). For small
streams, a long reactor is not economical, because it will require a lot of space and equipment for a
small amount of product.

(Mechanical) energy dissipation in a vertical pipe reactor

An attractive alternative for a horizontal pipe reactor can be a vertical reactor. In that case the par-
ticles do not settle down at the bottom of the reactor and as a result the axial velocity is no longer
limited by the critical velocity, which allows a shorter reactor. To efficiently mix particles and re-
acting species in a vertical reactor, static mixers need to be added to the reactor. In Van Wageningen
et al. (2003, 2004b) and in chapter 5 and 6 of this thesis, the mixing efficiency of the Kenics static
mixer was assessed for the novel reduction process. It was found that for efficient mixing of the
particles in a vertical reactor equipped with a Kenics static mixer, there are constraints on the ratio
between the settling velocity of the particles and the axial velocity in the reactor. This ratio can be
expressed by the dimensionless group St/Fr, where St is the Stokes number and Fr is the Froude
number. For efficient mixing of the particles, the St/Fr ratio should be below one. At higher num-
bers, the particles collide with the mixing elements and are no longer mixed, which results in a non
uniform particle distribution.
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Table 7.3: Energy usage of horizontal pipe reactor.Ø ËÏÌ ���	 Ù y � À i § �+2 < _ *G� y < � { Y ½ � , R ô y < � {-{ Ö _ � R * � ( � ë { m C)=273 MJ/kg� Ø ( ½ Ù G ÷ Ø ½ i Ö Ù ^Ïa Ø § i Ö Ù 0 Ø ½ Ù _ � ü  Ø ªcb i ©gÀ Ù
1 0.883 0.07 5470 0.853
2 1.21 0.38 7530 1.10
5 1.85 3.6 11500 1.57

10 2.55 20 15800 2.06
20 3.50 110 21700 2.66Ø ËÏÌ ���	 Ù y � {�À i § � 2 y � � � ò Y ½ � , R ô y 2 í ò { Ö _ � R * � ( � ë { m C)=27.3 MJ/kg� Ø ( ½ Ù G ÷ Ø ½ i Ö Ù ^Ïa Ø § i Ö Ù 0 Ø ½ Ù _©� � ô Ø ªFb i ©$À Ù
1 1.01 0.08 4030 0.082
2 1.39 0.44 5540 0.107
5 2.12 4.2 8450 0.152

10 2.92 23 11600 0.198
20 4.02 126 16000 0.259Ø ËÏÌ ���	 Ù y è {�À i § �+2 y � < � � Y ½ � , R ô y 2 èj� { Ö _ � R * � ( � ë { m C)=13.7 MJ/kg� Ø ( ½ Ù G ÷ Ø ½ i Ö Ù ^Ïa Ø § i Ö Ù 0 Ø ½ Ù _©� � ô Ø ªFb i ©$À Ù
1 1.06 0.08 3610 0.041
2 1.45 0.46 4970 0.052
5 2.22 4.4 7570 0.075

10 3.05 24 10400 0.097
20 4.19 132 14300 0.126

Table 7.4: Energy usage of vertical pipe reactor
Vertical pipe reactor (PFR)Ø ËÏÌ ���	 Ù �j2 G 2 E St/Fr

_©� � ô _ � R * �Ø À i § Ù [ Y ½ ] [mm/s] [mm/s] [-] Ø ªFb i ©$À Ù Ø ªFb i ©$À Ù
2 6.0 3.23 3.1 0.042 0.1 273

20 12.8 5.10 4.5 0.13 0.01 27.3
40 16.2 5.95 5.0 0.19 0.005 13.7
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Table 7.5: Reynolds number and flow rate as a function of the tube diameter for the different con-
centrations ËÍÌ ���	 y

2 g/L
ËÏÌ ���	 y

20 g/L
ËÏÌ ���	 y

40 g/L� Ø ( ½ Ù Re
^`a

[L/s] Re
^Ïa

[L/s] Re
^Ïa

[L/s]
1 103 2.43 10

¾S¿
150 3.53 10

¾S¿
167 3.93 10

¾S¿
2 207 9.74 10

¾S¿
300 1.41 10

¾ ¦
333 1.57 10

¾ ¦
5 517 6.09 10

¾ ¦
750 8.84 10

¾ ¦
833 9.82 10

¾ ¦
10 1033 2.43 10

¾ � 1500 3.53 10
¾ � 1667 3.93 10

¾ �
20 2067 9.74 10

¾ � 3000 1.41 10
¾ ²

3333 1.57 10
¾ ²

For a vertical reactor, the length of the reactor becomes the limiting factor (
0 Á 20 m). To achieve a

full reduction, the downward axial velocity has to be low. Initially, the downward liquid velocity was
estimated from the reactor length (20 m) and the residence time in the batch reactor ( E R ô � Q�y 0 i � , R ô ).
This estimated velocity proved to be too large, because the reduction in a vertical tube is a little bit
slower. The slower reduction is caused by the fact that the particles move faster than the flow, which
implies that the available surface for the reaction is somewhat smaller than in an ideal plug flow
reactor. The correct downward velocity was obtained via iteration, where an end Cu2+ concentra-
tion � 0.01 g/L was demanded. In table 7.4, the energy usage for the different concentrations (2,
20 and 40 g/L) is compared for a 20 m long vertical reactor. In all cases, the energy usage is low
compared to the energy necessary for heating. The energy usage is directly related to the energy
that is required to lift the liquid towards a height of 20 m. Since the downward liquid velocity is
low, the flow can be gravity driven. Furthermore, mixing of the particles is feasible with the Kenics
static mixer, since the St/Fr condition is satisfied for all concentrations (St/Fr � 1).

It should be noted that the tube diameter is not taken into account in the 1D model. The tube di-
ameter will determine the Reynolds number ( e©f y � �f ) at a certain flow rate. The efficiency of
the Kenics static mixer is also determined by the Reynolds number (chapter 5 and 6). The optimal
mixing conditions are matched, when Re � 20 or Re � 200. In table 7.5, the Reynolds number and
corresponding flow rate are listed as a function of the tube diameter for the different concentrations.
It can be observed that, when the pipe diameter is larger than 2 cm, the Reynolds number is larger
than 200. Under these conditions, the Kenics static mixer can be used effectively. One should note
that if the reactor diameter becomes to large, the mixing efficiency per unit length will decrease, be-
cause the number of mixing elements decreases. A reactor diameter of 20 cm has a mixing element
length of 30 cm and the total number of mixing elements in the reactor is equal to 67. If the tube
diameter increases, the number of mixing elements will decrease.

A vertical reactor has the advantage that it is uses less space than a horizontal reactor. Especially,
for small streams (

^ 
 � 1 L/s) a vertical reactor forms an attractive alternative for a horizontal plug
flow reactor. For large streams (

^ 
 � 10 L/s), different reactors need to be placed parallel and as
a results more tubing is required. In that case the advantage, which a vertical reactor has over a
horizontal reactor (short length), will disappear.

7.6 Environmental aspects
From an environmental point of view the process is attractive, when energy consumption com-
pared to other removal or winning techniques is low and when aqueous copper and organic ma-
terial in streams are reduced to environmentally acceptable levels. According to Treasure (2002),
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electro-winning power is the largest component in the operating costs. Conventional EW is more
energy-consuming than reduction with carbohydrates for concentrated copper streams. Also, po-
tential noxious fumes can be generated in the open EW baths. EMEW is especially suitable for low
concentrations � 1 g/L, yet is flexible to treat concentrations of up to 5 g/L. Energy consumption
of EMEW is higher than for EW, but the current efficiency is higher. Furthermore, stripping of
the cathodes is automated and acid mist or fumes are not released. For highly concentrated copper
streams ( � 30 g/L) carbohydrate reduction would thus be favorable regarding the use of resources.

Regarding copper removal from solution, end concentrations of 1-3 ppm were obtained from solu-
tions with initial concentrations of 27 g/kg within an hour at 160 m C (Van der Weijden et al. (2001)).
With increasing process time, levels can be reduced even more. For drinking water the levels of cop-
per should not exceed the 10 Y m/L level. EMEW, a cell technology, especially fit for treating low
concentrated streams ( � 1 g/L), can reach levels of 0.1 ppm (100 Y m/L) from streams containing
3 g/L after numerous treatment cycles and long processing times ( � 10 hours) and levels of 2 ppm
after a processing time of 9 hours. Carbohydrate reduction is therefore more economic and faster
than EMEW to achieve reduction to ppm levels. The copper remaining in solution after reduction
with carbohydrates also depends on the presence of complexing agents that are not destructed at the
processing temperatures and pH. The use of EDTA for improving copper powder quality is therefore
less suitable.

In contrast to EW, the presence of organic material in solution (dissolved or particulate) is not a
problem for copper reduction with carbohydrates. This technology is therefore especially suitable
(and maybe the only suitable one) for treatment of streams that contain organics as well as copper.
Tests with etching solutions containing organic components that could not be treated with EW could
be treated by reduction of copper in an autoclave (Van der Weijden et al. (2001)).

This waste-to-waste-to-product technology was also meant for degradation of organics to reduce
the Carbon Oxygen Demand (COD). In Figure 7.11, it can be seen that COD, as well as Total Or-
ganic Carbon (TOC) and dissolved organic carbon (DOC) decrease by 15, 55 and 40% during the
reduction of carbohydrate with copper. COD is the oxidative degradation potential that is gener-
ally higher than the TOC. Chemical degradation of the organics that are present can enhance the
biodegradability of these organics. The formation of ketones, aldehydes and acids results in an in-
crease of the Biological Oxygen Demand (BOD), which is usually less than the TOC (Alvares et al.
(2001)). Chemical oxidation processes in the treatment of waste streams, such as the oxidation of
the carbohydrates in the copper reduction process, can thus inactivate inhibitory compounds and
improve biodegradability. Since the COD after reduction of copper is still high, further treatment
with bacteria, oxygen or ozone may be required. Alternatively, the reaction time may be extended
to achieve lower COD.

7.7 Concluding remarks
New data on the reduction of Cu2+ with soluble carbohydrates was used to design an energy efficient
and sustainable reactor as an alternative for technologies such as electro-winning. Experimental re-
sults show that a reactor that is glass-lined, Teflon coated or is lined with an otherwise structureless
material is favourable over a titanium reactor, because the copper powder has a higher quality and
growth on reactor walls is prevented.

The reduction of Cu2+ in different reactor configurations could successfully be simulated with a
1D reduction model that takes the diffusion towards a spherical particle as the rate limiting step.
The energy usage per kg recovered copper was evaluated for the different reactor configurations
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Figure 7.11: Xylose degradation as a function of the process time.

and compared to electro-winning i.e. the conventional method. Heating the liquid towards the set
temperature proved to be the main energy consumer compared to the mechanical energy. Therefore,
a lower temperature is recommendable although the reduction rate will then be slower.

The ultimate choice of the reactor type depends on the (waste) stream size, composition, equipment
costs, available space, quality of the end product and whether an integration into a continuous pro-
cess desired. It can be concluded that the novel reduction process is an energy efficient alternative
for electro-winning in the following cases: (1) when streams with high Cu2+ concentrations are
processed ( � 40 g/L) or (2) when the generated heat can be re-used (Aurich and Koene (2001)) or
is available from an other process (e.g. other heat sources can be used to pre-heat the waste stream).
Furthermore, the novel process can be applied in situations where electrolysis is not possible, for
example when the copper containing waste stream is also contaminated with organics or other met-
als (such as silver, Aurich and Koene (2001)). For example, if bioleach is used to dissolve copper
ore, the copper containing stream is contaminated with bacteria, (Van der Weijden et al. (2001)).
In contrast to electro-winning, the bacteria pose no problem for the novel reduction process, since
their organic parts (together with additional carbohydrates) can be used to reduce the copper to its
solid state.
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Discussion & Conclusions

Heavy metals that can be found in waste water streams can be reduced to their metallic form via the
reduction with carbohydrates. The carbohydrates may originate from organic waste sources. With
this techniques two different waste streams are combined to clean both streams and to obtain a valu-
able end product, which are the metallic particles. This study has focused on copper in particular.
However, the process is also feasible for other valuable heavy metals such as gold and silver. The
aim of this project was to develop a suitable continuous pipe reactor for the novel reduction process.
Such a reactor is equipped with static mixers to enhance mixing, to improve the heat exchange and
to promote plug flow. Ideally, a static mixer distributes all species and particles uniformly over
the reactor and it changes the flow conditions in such a way that the residence time of the parti-
cles is uniform. The main focus of this thesis is the working principle of the KenicsTM static mixer
at different flow regimes, which includes the hydrodynamics of the flow inside the mixer and the
mixing of ’real’ particles. Furthermore, its feasibility for the reduction process is assessed. This
chapter will summarise findings and conclusions from this work. First, the hydrodynamics of the
flow inside the KenicsTM static mixer is discussed. Second, the behaviour of particles in a KenicsTM

static mixer and the consequences it has for the reactor design are explained. Third, the conclusions
regarding the ’direct’ numerical simulation of the growing particles inside the KenicsTM static are
given, where ’direct’ refers to the direct coupling between the particle growth and the reaction sink
term. Finally, this thesis is concluded with an outlook on the applicability of the process in and
outside The Netherlands.

8.1 Hydrodynamics of a KenicsTM static mixer
The flow inside the KenicsTM static mixer was investigated both experimentally and numerically in
the range of Re=10 ����� 1000. Two experimental methods were used, viz. Particle Image Velocime-
try in combination with Refractive Index Matching (RIM) and Laser Doppler Anemometry (LDA).
The results of the experiments were used to validate the numerical results, which were obtained
with two different flow solvers, viz. the commercial package FLUENT and an in-house lattice
Boltzmann (LB) D3Q19 BGK solver (Qian et al. (1992)).

PIV measurements were made in a 2 element glass static mixer at Re=80 and Re=430. Despite the
geometrical inconsistencies of the glass static mixer, a qualitative agreement was found at Re=430
between the numerical results and PIV. However, the PIV experiments were not accurate enough
for a quantitative comparison between the numerical and experimental results. Therefore, it was de-
cided to abandon the PIV technique and to continue with LDA. Point measurements in a steel static
mixer were performed with LDA. A good agreement between the CFD results and LDA measure-
ments was found. Furthermore, the measurements demonstrated that an early transition to unsteady
flow takes place in the KenicsTM static mixer at Re=300.
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This transient behaviour was studied in more detail with CFD. The simulations were performed
with both FLUENT and LB, which were compared to one another. Good agreement was found
between FLUENT and LB, but the in-house LB code was considerably faster than the commercial
code FLUENT for the transient problems. An other disadvantage of FLUENT is that large prob-
lems, which need to be solved on parallel processors, are expensive to solve, because each processor
requires a separate license. Therefore, when it comes to transient flow problems, the limitations of
a commercial code like FLUENT make the use of an in-house code attractive.

In this study, an overview of the different flow regimes in the KenicsTM static mixer was given. The
existing knowledge about the flow in KenicsTM static mixer (Hobbs and Muzzio (1998); Bakker and
LaRoche (1995)) was extended. It was discovered that the flow becomes transient at an early stage
(Re=300). In this transitional flow regime, oscillating vortical structures dominate the flow and
render the flow time dependent. The onset of the transient behaviour in the KenicsTM static mixer is
explained by the length of the elongated vortices that appear in the flow. When the vortices stretch
out along the full length of a mixing element, the vortical structures create a disturbance at the start
of the next mixing element, which triggers the transient behaviour of the flow at Re=300. If the
Reynolds number is increased further, the flow gets more chaotic and more small vortical structures
appear and at Re=1000 the flow seems to have become turbulent. The most important conclusions
of the study into the hydrodynamics of the KenicsTM static mixer are summarised below:h A commercial CFD code like FLUENT is not the best tool to simulate a complex transient

flow in a complex geometry.h It was discovered that the transition to time dependent flow inside the KenicsTM static mixer
takes place at an earlier stage than reported thus far in literature. This early transition to
unsteady flow was demonstrated with both LDA and CFD.h The time dependent flow can be divided in a transitional regime, in which there are oscillating
vortices in a regular pattern (Re=300 ����� 500), and a pre-turbulent regime in which the motion
of the vortices becomes irregular (Re=500 ����� 1000).h The onset of the transient behaviour is linked to the appearance of vortical structures: when
a vortical structures reaches the next mixing element, it creates a disturbance that triggers the
transition to unsteady flow.

8.2 Suspending particles in a KenicsTM static mixer
The suspension of small particles was investigated numerically in the KenicsTM static mixer to deter-
mine under which conditions the particles can be kept in suspension and are well mixed, i.e. have a
uniform distribution. For this purpose, a (parallel) particle tracking code was developed and added
to the in-house LB code. The tracking code solves the BBO equation (Maxey and Riley (1983))
to which the lift force has been added. Because the KenicsTM static mixer has a complex curved
geometry and the LB code uses a staircase boundary, particles can get trapped inside the ”stairs” of
the wall. Therefore, a smooth boundary for the particles was applied to the staircase (LB) wall in
the form of an analytical function, which describes the mixing elements. This way, it was avoided
that particles got trapped at the wall and the normal force could be applied, when a particle touches
the wall.

The KenicsTM static mixer can help keeping the particles in suspension in the following way. A
particle can be transported upwards before it settles down due to the twist of the mixing elements,
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where the driving force is provided by the liquid velocity in the reactor. It was assumed that the
ratio between the settling velocity of a particle and the average (axial) liquid velocity is a good
measure to describe the settling behaviour of the particles in the KenicsTM static mixer. This ratio
can be expressed by the dimensionless group St/Fr, which is the ratio between the Stokes and the
Froude number. In order to test this assumption, simulations were carried out in the KenicsTM static
mixer under different flow conditions and for different particle sizes, where the St/Fr ratio was kept
constant. The results of the simulation indicated that the St/Fr ratio can be used indeed as a scaling
parameter for the settling of particles in the KenicsTM static mixer. The Reynolds number determines
the flow conditions. The two dimensionless groups (Re and St/Fr) can be used to describe the mix-
ing of particles inside the KenicsTM static mixer.

The Re number and St/Fr ratio were varied to select the right process conditions (Re=10 ����� 500 and
St/Fr=0.01 ����� 10). Simulations without gravity (St/Fr=0) gave results that compare well to results
found in literature, which involved tracer particles, e.g. Hobbs and Muzzio (1997b). Furthermore,
the results showed that the optimal mixing conditions for particles were best matched at a low
St/Fr ratio (St/Fr � 1) and either a low or high Reynolds number (Re � 20 or Re � 200). In the in-
termediate range (20 � Re � 200), the vortical structures that appear in the reactor have a negative
influence on the mixing process. At higher Reynolds numbers the mixing improves again, because
the vortices start to move and interact with each other.

The settling of particles was investigated by tracking the particle fraction along the KenicsTM static
mixer. It was found that in a horizontal reactor, to keep the majority of the particles in suspension the
St/Fr ratio should be small and the Reynolds number high (St/Fr � 0.01 and Re � 500). This implied
that in practise a horizontal reactor is not feasible, because it can only operate either for extremely
small particle sizes ( g Y m) or at extremely large flow rates, which makes the reactor long ( g km).
Therefore, a vertical reactor is more suitable for the process. If the flow direction is downward,
no settling problems occur, which removes the limit on the St/Fr ratio based upon the settling of
the particles. However, there remains a limit on the St/Fr ratio due to the mixing efficiency of the
particles. It was found that particles collide with the mixing element, which lead to accumulation of
the particles near the mixing elements, when the St/Fr ratio is too high ( � 1). Therefore, in a vertical
reactor equipped with a KenicsTM static mixer, there are limitations on the particle size and/or flow
rate as well, if a uniform distribution of the particles is desired. A different geometry of the mixer
might remove these limitations.

The main conclusions about the mixing of small particles in the KenicsTM static mixer are:h There are two important design parameters that describe the mixing and settling of particles
in a KenicsTM static mixer at different flow conditions: the Reynolds number and the ratio
between the Stokes and the Froude number.h The transient motion of the vortices improves the mixing of species inside the KenicsTM static
mixer.h A horizontal reactor equipped with a KenicsTM static mixer is not suitable for the reduction
process, because the settling of the particles cannot be prevented.h In a vertical reactor equipped with a KenicsTM static mixer, a high settling velocity of the
particles results into collisions of the particles with the mixing elements, which leads to poor
mixing and an accumulation of the particles in the centre of the reactor (near the mixing
element).
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8.3 ’Direct’ numerical simulation of growing particles
To assess the efficiency of the KenicsTM static mixer for the copper reduction process in a tubular
reactor, simulations were carried out for copper particles growing in a vertical KenicsTM static mixer
reactor. A uniform size distribution of the particles is desired, because it improves the value of
the end product. Furthermore, an efficient mass transfer of the copper ions towards the particles
(i.e. the reaction location) leads to a faster reduction process, which reduces the length of the re-
actor. To meet both conditions, the KenicsTM static mixer should efficiently mix both the particles
and copper ions. In order to carry out the simulations, a particle growth model and finite volume
code, which was used to calculate the local copper ion concentration, were developed and added to
LB-particle code. The particle growth depends on the local copper ion concentration and a simple
diffusion model is used for the growth rate of a particle. The total growth of all particles in a finite
volume cell directly makes up the sink term of the copper ions. This way, the presence of the parti-
cles is the source of the reduction reaction.

The results showed that the KenicsTM static mixer improves the mixing of the copper ion concen-
tration. However, the constraints for the mixing of particles remain. If the particles become too
big, their settling velocity increases and they no longer satisfy the St/Fr condition, which results in
an accumulation of the particles near the mixing element. It was investigated what the influence of
this ill-mixing of the particles was on the particle size distribution. It was found that the particle
size distribution is broader, when the particles are not mixed effectively. Furthermore, the results
of the vertical reactor equipped with the KenicsTM static mixer were compared to the results of a
vertical pipe reactor without a mixer. At high flow rates, the particle size distribution improves in
the KenicsTM static mixer reactor, when more mixing elements are used. Surprisingly, a pipe without
mixing elements performed better, when it comes down to the particle size distribution than a reac-
tor equipped with a KenicsTM static mixer. However, it is obvious that in a laminar pipe flow there
is no mixing of the copper ions. Therefore, adding mixing elements is recommendable in order to
mix the copper ions and speed up the reduction process.

Based upon these finding a design for a vertical reactor can be made. At the start of the reactor a
KenicsTM static mixer can be used to mix the reacting species and small particles that are formed.
Since the particles are small, there is not much surface available for the reaction so mixing is impor-
tant to speed up the reduction process. When the particles grow beyond a certain size and no longer
satisfy the St/Fr condition (which depends on the conditions inside the reactor such as viscosity
and flow rate), the reactor continues with a pipe without a mixer. The length of the reactor will be
determined by the reduction of the copper ions in the centre of the reactor. There, the particles will
travel fastest so more length is needed for a complete reduction. The new insight that was gained
by means of the simulations of the growing particles in the KenicsTM static mixer is listed below:h The location of the reaction source is important and should be included in the simulation of

the reduction process. Because the reaction takes place at the surface of the particles, it is
necessary to link the reduction of the copper ions to the growth of the particles that reside in
the reactor directly.h The particle size distribution is not narrow, when the particles do not satisfy the St/Fr con-
dition and slide down along a mixing element. Apparently, the particles do not meet the
same conditions (they have a different residence time and/or encounter a different copper ion
concentration).h A combination of mixer and pipe can be a good option for a vertical reactor, when the final
particle size is large and no longer satisfies St/Fr � 1.



8.4. FEASIBILITY OF THE PROCESS 131

8.4 Feasibility of the process
In The Netherlands, the novel reduction process can be applied to waste treatment in the IC and
galvanic industry. In chapter 7, the energy usage per kg recovered copper was evaluated for the
different reactor types (batch, horizontal plug flow reactor (PFR) and vertical PFR) and compared
to the conventional electro-winning method. Heating the liquid towards the set temperature proved
to be the main energy consumer, since the mechanical energy necessary for pumping or stirring
was small compared to the heating energy for all investigated reactor configurations. One should
note that the heat generated is not lost at the end of the process, it can partly be re-used, e.g. to
pre-heat the waste-stream. Moreover, heat available from an other process may be used to pre-heat
the waste-stream. Both aspects will lower the energy demand of the process.

The ultimate choice of the reactor type depends on the (waste) stream size, equipment costs, quality
of the end product and whether an integration into a continuous process is desired. For a typical
waste stream (

^ 
 � 1 L/s) in the IC-industry, a vertical PFR is the most optimal reactor, because
it uses less space and equipment than a comparable horizontal PFR and can be integrated into the
continuous process. Furthermore, it was demonstrated in chapter 7, that the novel reduction process
can be an energy efficient alternative for electro-winning, when streams that have high Cu2+ con-
centrations are processed ( � 40 g/L). Such concentrated streams exist in the IC industry, but there
are also stream that have a low Cu2+ concentration (1.2 g/L). For these small streams, the novel
reduction process requires a relatively large amount of energy per kg recovered copper. The waste
streams found in the IC industry, however, are often contaminated with organics. These organics
limit the application of electro-winning. The novel reduction process, on the other hand, can use
these organics to reduce the copper. This way, the copper is recovered in the form of particles and
above that the organic content of the stream is partly consumed. Therefore, despite its larger energy
requirement for dilute streams, the process can still be attractive, when the (dilute) waste streams
are contaminated with organics.

Outside The Netherlands, the reduction process is applicable in the mining industry. Especially,
when bioleaching is used to dissolve the copper ore, the process can be an attractive alternative for
the conventional electro-winning method. In bioleaching, bacteria are used to dissolve the copper
ore, which causes contamination of the Cu2+ stream with organic material (the cells of the bac-
teria). In contrast to electro-winning, these bacteria don’t pose a problem to the novel reduction
process, since their organic parts (together with additional carbohydrates) can be used to reduce the
copper to its solid state. It should be noted that in the mining energy large streams are processed
( g 1 m3/s). The present design of vertical reactor was explicitly developed for small waste stream
sizes and is limited to a relatively low throughput (

^ 
 � 1 L/s). This limitation can be overcome by
placing different vertical reactors in parallel to accommodate a large throughput. However, the use
of another type of static mixer might extend the feasibility of the vertical reactor towards a higher
throughput. The design of such a ’large’ vertical reactor can form an interesting topic for future
investigations. Finally, the conclusions about the applicability of the novel reduction process are
summarised below:h The novel reduction process is an energy efficient alternative for electro-winning, when streams

with high Cu2+ concentrations are processed ( � è { g/L) and/or when the generated heat can
be re-used or is available from an other process (e.g. other heat sources can be used to pre-heat
the waste stream).h The novel reduction process can be applied in situations where the application of electrolysis
is limited, for example when the copper containing waste stream is also contaminated with
organics or other metals (such as silver).
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h The proposed vertical plug flow reactor is applicable for waste treatment in the IC-industry.
It is especially suitable for the processing of relatively small waste streams with high Cu2+

concentration and contaminated with organics.h The reduction process can be applied in the (copper) mining industry, when the ores are
processed by means of bioleaching. Then, because of the large throughput of the reactor, a
different type of static mixer needs to be applied to the vertical plug flow reactor. Such a
’large’ reactor can be an interesting topic for future research.
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Population balance method

Population balance

The copper particles that are formed in the precipitation process can be distributed over a certain
size ranges. These different size ranges can be modeled as the population density 9 � 1 � �; < �� , which is
the concentration of a particle class with certain size

1
at a given position (

�; ) and time � . The particle
conservation equation or population balance can be described in terms of the population density:n 9n � u~} 7 �E 9 u nn 1 � " 9° y|{ (A.1)

where
"

is the growth rate. If a control volume is considered, the time rate of change of the
population density is equal to the flow in or out the control volume plus the amount of particles that
grow in or outside the size class of the population density. To equation A.1 the following boundary
condition is applied:9 � { � �;����� y ' � �;����� " � { � �;����� (A.2)

where
'

is the nucleation.

It should be noted that nucleation is not considered in this study and it is assumed that there is no
secondary nucleation. When the growth rate is diffusion controled, the growth rate

"
is reciprocal

to the length scale,
" y " 	 1 ¾ ²

with
"Ò	»y ¿ih Ü ÝsÞ ß�à áâRjlk . More details on the diffusion model are

explained in chapter 6. Here, it is assumed that the reaction at the surface is much faster than the
diffusion process and that the particle radius is much smaller than the diffusion layer. Other growth
models for particles are constant growth

"y � 	
and linear growth

"y � 	 1
.

In order to evaluate the statistical properties of the particle-size distribution (PSD), the average prop-
erties of the population balance can be solved by using the moment transformation as described by
Randolph and Larson (1998) and Van Leeuwen (1998). The moments of the particle size distribu-
tion are defined as465 y onm	 9 1 5 t 1 (A.3)

When the growth rate
"

is reciprocal (
" yÔ" 	 1U¾ ²

), the population balance in terms of the moments
of the distribution becomesn 4 5n � u~} 7 E � 465 �¯{ 5 ' ypo
"#	 465 ¾ � (A.4)
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where the moments 4 	 ��4 ² ��4 � ��4 ¦ are the number, length, area and volume concentration of the
particles, respectively. When the growth rate

"
is first order (

"y � 	 u�� 	 1
), the following equation

for the moments is obtained:n 465n � u~} 7 �E 465 �®{ 5 ' yno � � 	 465 ¾ ² u§� 	 465U (A.5)

It can be observed that equation A.5 gives a closed system for the different moments, which can
be solved numerically. All moments depend on known other moments. For reciprocal growth,
however, there is a dependency on unknown moments. Equation A.4 requires closure for the first
moment 4 ² , since it depends on the moment 4 ¾ ² . Closure can be achieved by looking at physical
meaning of the different moments and the source terms of the moments. The physical meaning
of the moments can easily be understood, if a control volume

F:÷
is considered. The moment 4 	 ,

which is the particle concentration, is linked to the total number of particles 9 2 in a control volume:4 	©y �Fx÷ 9 2 (A.6)

The moment 4 ² , which is the concentration of the specific length, is linked to the total length of the
particles,

1 ô , in a control volume:

4 ² y Ø 1 ô Ù y �Fx÷ û V; ü3ý ² � 2 < � (A.7)

where
�j2 < � is the particle diameter. The moment 4 � , which is the concentration of the specific

surface, is linked to the total area of the particles,
� ô in a control volume:) * 4 � y ) *FS÷ û V; ü3ý ² � �2 < � y Ø � ô Ù y �Fx÷ û V; ü3ý ² � 2 < � (A.8)

where
)j*

is the area shape factor and
� 2 < � is the area of a single particle. The moment 4 ¦ , which

is the specific volume concentration, is linked to the total volume of the particles,
F ô in a control

volume:)-. 4 ¦ y )/.Fx÷ û V; ü3ý ² � ¦2 < � y Ø F ô Ù y �FS÷ û V; ü3ý ² F 2 < � (A.9)

where
)-.

is the volume shape factor and
F 2 < � is the volume of a single particle. Along these lines,

the moment 4 ¾ ² is equal to

4 ¾ ² y �Fx÷ û V; ü3ý ² ��+2 < � (A.10)

The source terms of the moments can be obtained from equation A.4 and are equal to:A:	 y {
(A.11)A ² y "#	 4 ¾ ² (A.12)A � y � "#	 4 	 (A.13)A ¦ y 2 "#	 4 ² (A.14)

If a single particle is considered, the growth rates or source terms of the moments can be derived
from a physical model. If the growth rate is based upon a diffusion model, the following equations
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describe the growth of a single particle:ttx� �j2 y è/� Ø ËÏÌ ��� Ù�+2 [ ÝxÞ yÔ"Ò	 � ¾ ²2
(A.15)ttS� � 2 y ò æ � Ø ËÏÌ ��� Ù[ ÝsÞ y y ò )+* � Ø ËÏÌ ��� Ù[ ÝsÞ y ) * � "#	
(A.16)ttS� F 2 y � æ � � 2 Ø ËÏÌ ��� Ù[ ÝsÞ y � � ) . � � 2 Ø ËÏÌ ��� Ù[ ÝsÞ y )-. 2 "Ò	 �+2 (A.17)

where
� 2 y æ � �2 and

F 2 y Ê × � ¦2 are the area and volume of a particle, respectively, and
) * y æand

)-. y Ê × are the area and volume shape constants, respectively. It can be observed that there is
a similarity between the equations that describe the growth of a single particle and the equations of
the source terms of the moments. From the moments the average particle properties can be obtained,
which are equal to� �j2 � y 4 ²4 	 (A.18)

� � 2 � y ) * 4 �4 	 (A.19)

� F 2 � y )/. 4 ¦4 	 (A.20)

where � �j2 � , � � 2 � and � F 2 � are the average diameter, area and volume of the particles,
respectively. The moment 4 ¾ ² can be approximated by considering only average properties.

� � ¾ ²2 � y 4 ¾ ²4 	 Ó 4 ¾ ² k 4 	� �j2 � y 4 �	4 ² (A.21)

where the assumption is made that � � ¾ ²2 � y � i � �+2 � , which is only valid if the size differences
between the particles within one control volume are small.

The volumetric growth of the particles is equal to the depletion of Cu2+, which implies that the
source term of the moment 4 ¦ is linked to source term of the Cu2+ concentration.A ÝsÞ ß�à y ) .©A ¦ [ ÝxÞ y ) . 2 " 	 4 ² [ ÝsÞ (A.22)

Since the source term of the Cu2+ concentration depends on the moment 4 ² and the moments 4 	
and 4 ² do not depend on the higher order moments, it is not necessary to solve the higher order
moments 4 � and 4 ¦ in order to predict the Cu2+ concentration.

Concluding remarks

The population balance method has the advantage that it is computationally cheap. Hovever, for
reciprocal growth, a closure model is necessary. This closure relation is not very accurate, when
the particles differ much in size. Furthermore, gravity is not included into the population balance.
Since it is possible to ’directly’ simulate the trajectory and growth of particles with the present
computational power and since the closure model is not very accurate, it was decided not to use the
population balance method. Instead, a ’direct’ numerical simulation of the particle trajectories and
growth was conducted.
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