
 
 

Delft University of Technology

Survey on eHMI concepts
The effect of text, color, and perspective
Bazilinskyy, Pavlo; Dodou, Dimitra; de Winter, Joost

DOI
10.1016/j.trf.2019.10.013
Publication date
2019
Document Version
Final published version
Published in
Transportation Research Part F: Traffic Psychology and Behaviour

Citation (APA)
Bazilinskyy, P., Dodou, D., & de Winter, J. (2019). Survey on eHMI concepts: The effect of text, color, and
perspective. Transportation Research Part F: Traffic Psychology and Behaviour, 67, 175-194.
https://doi.org/10.1016/j.trf.2019.10.013

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.trf.2019.10.013
https://doi.org/10.1016/j.trf.2019.10.013


Green Open Access added to TU Delft Institutional Repository 

‘You share, we take care!’ – Taverne project 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public.

https://www.openaccess.nl/en/you-share-we-take-care


Transportation Research Part F 67 (2019) 175–194
Contents lists available at ScienceDirect

Transportation Research Part F

journal homepage: www.elsevier .com/locate / t r f
Survey on eHMI concepts: The effect of text, color,
and perspective
https://doi.org/10.1016/j.trf.2019.10.013
1369-8478/� 2019 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail addresses: p.bazilinskyy@tudelft.nl (P. Bazilinskyy), d.dodou@tudelft.nl (D. Dodou), j.c.f.dewinter@tudelft.nl (J. de Winter).
Pavlo Bazilinskyy a,⇑, Dimitra Dodou b, Joost de Winter a

aDepartment of Cognitive Robotics, Faculty of Mechanical, Maritime and Materials Engineering, Delft University of Technology, Delft, the Netherlands
bDepartment of Biomechanical Engineering, Faculty of Mechanical, Maritime and Materials Engineering, Delft University of Technology, Delft, the Netherlands
a r t i c l e i n f o

Article history:
Received 6 April 2019
Received in revised form 22 October 2019
Accepted 24 October 2019

Keywords:
Automated vehicles
Crowdsourcing
Online surveys
External Human-Machine Interface (eHMI)
a b s t r a c t

The automotive industry has presented a variety of external human-machine interfaces
(eHMIs) for automated vehicles (AVs). However, there appears to be no consensus on
which types of eHMIs are clear to vulnerable road users. Here, we present the results of
two large crowdsourcing surveys on this topic. In the first survey, we asked respondents
about the clarity of 28 images, videos, and patent drawings of eHMI concepts presented
by the automotive industry. Results showed that textual eHMIs were generally regarded
as the clearest. Among the non-textual eHMIs, a projected zebra crossing was regarded
as clear, whereas light-based eHMIs were seen as relatively unclear. A considerable propor-
tion of the respondents mistook non-textual eHMIs for a sensor. In the second survey, we
examined the effect of perspective of the textual message (egocentric from the pedestrian’s
point of view: ‘Walk’, ‘Don’t walk’ vs. allocentric: ‘Will stop’, ‘Won’t stop’) and color (green,
red, white) on whether respondents felt safe to cross in front of the AV. The results showed
that textual eHMIs were more persuasive than color-only eHMIs, which is in line with the
results from the first survey. The eHMI that received the highest percentage of ‘Yes’
responses was the message ‘Walk’ in green font, which points towards an egocentric per-
spective taken by the pedestrian. We conclude that textual egocentric eHMIs are regarded
as clearest, which poses a dilemma because textual instructions are associated with prac-
tical issues of liability, legibility, and technical feasibility.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Cars are increasingly computerized. Advanced driver assistance systems such as forward collision warning systems, adap-
tive cruise control, and lane departure warning systems are now installed not only in luxury models but also in low- and
mid-range vehicles. In the future, highly automated vehicles (AVs), in which the driver does not have to monitor the envi-
ronment, might be driving on public roads. The development of fully automated driving is picking up pace as well: Waymo
drove over 5 million miles autonomously in 2018 alone (Waymo, 2019).

Today, human drivers employ various gestures (e.g., hand gestures, eye contact, high beam lighting) to communicate with
other road users, especially in situations where no formal rules apply (Färber, 2016; Šucha, 2014). The role of the driver in an
AV will differ from that of a manual driver. In particular, the human inside the car may be engaged in a non-driving task and
unavailable to interact with other road users (Lundgren et al., 2017) or take part in negotiations (Färber, 2016).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.trf.2019.10.013&domain=pdf
https://doi.org/10.1016/j.trf.2019.10.013
mailto:p.bazilinskyy@tudelft.nl
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Although implicit communication in the form of relative distance and speed of the AV is useful to other drivers (Oliveira,
Proctor, Burns, & Birrell, 2019) and to pedestrians in deciding whether to cross the road (e.g., Ackermann, Beggiato, Bluhm,
Löw, & Krems, 2019; AlAdawy et al., 2019; Clamann, Aubert, & Cummings, 2017; Dey & Terken, 2017; Schmidt, Terwilliger,
AlAdawy, & Fridman, 2019), it has been argued that AVs may need to employ explicit communication in addition. Such expli-
cit communication can be provided using a so-called external human-machine interface (eHMI) to compensate for the lack of
communication by the human in the car (Lundgren et al., 2017; Schieben et al., 2019). Industry and academia have suggested
a large variety of designs for eHMIs, but there appears to be no consensus on which type of eHMI should be used. Herein, we
examine the topics of text, color, anthropomorphism, and perspective, on the clarity of eHMIs for vulnerable road users.

1.1. Textual versus non-textual messages

Icons are commonly used in traffic signs. It has been argued that icons are advantageous compared to text, as the former
can overcome natural language barriers (Krampen, 1965, 1983). Also, icon-based traffic signs are considered more conspicu-
ous, legible from a greater distance, and better understood than textual traffic signs (Ells & Dewar, 1979; Jacobs, Johnston, &
Cole, 1976; Kline, Ghali, Kline, & Brown, 1990). Others have reported that the effectiveness of icons depends on prior exposure
and that, for first-time users, the interpretation of icons takes longer and is more error-prone than textual information
(Goonetilleke, Martins Shih, On, & Fritsch, 2001; Huang & Bias, 2012). The effectiveness of an icon further depends on its con-
creteness, semantic distance, and familiarity (McDougall, Curry, & De Bruijn, 1999), as well as its representational strategy,
that is, whether the icon depicts a literal representation (e.g., a gas pump), an abstract representation (e.g., a knife and a fork
to indicate a restaurant), or an arbitrary representation (e.g., a red cross for first aid) (Lodding, 1983; and see Lidwell, Holden,
& Butler, 2003; Purchase, 1998; Rogers, 1989; andWebb, Sorenson, & Lyons, 1989, for similar icon taxonomies). Adding a tex-
tual explanation to an icon can help to understand the meaning of the icon (Davies, Haines, Norris, & Wilson, 1998; Huang &
Bai, 2014; Shinar & Vogelzang, 2013) but may also lead to confusion and delayed responses (Viganò & Rovida, 2015).

It is presently unknown whether eHMIs should use icons (e.g., Walk/Don’t walk pedestrian sign: Deb, Strawderman, &
Carruth, 2019; De Clercq, Dietrich, Núñez Velasco, De Winter, & Happee, 2019; Fridman, Mehler, Xia, Yang, Facusse, &
Reimer, 2019; red upraised hand: Deb, Hudson, Carruth, & Frey, 2018; zebra crossing projected on the road: Dietrich,
Willrodt, Wagner, & Bengler, 2018; footprints projected on the road: Deb et al., 2019), whether text should be used instead
(e.g., ‘Walk’: Deb, Warner, Poudel, & Bhandari, 2016; Hudson, Deb, Carruth, McGinley, & Frey, 2019; ‘Walk’/‘Don’t Walk’:
Fridman et al., 2019; ‘Go’: Vlakveld & Kint, 2019; ‘Cross now’: Matthews, Chowdhary, & Kieson, 2017; ‘After you’: Nissan,
2015; ‘Braking’: Deb et al., 2016), or whether a combination of icons and text is preferred. According to Löcken,
Wintersberger, Frison, and Riener (2019), pedestrians would benefit from types of communication derived from established
concepts like traffic signs or traffic indicators.

1.2. Anthropomorphic versus non-anthropomorphic gestures

In natural conversations, humans rely on nonverbal communication such as facial expressions, eye contact, head move-
ments, and hand gestures (Cassell, Sullivan, Churchill, & Prevost, 2000; Ekman & Friesen, 1969; Knapp, 1980; Mehrabian,
1972). Early research on computer-mediated communication has argued that a lack of nonverbal cues might lead to difficul-
ties in interpreting the meaning and significance of the message from the computer (Kiesler, Siegel, & McGuire, 1984).

Robots are often anthropomorphized by incorporating a human-like physical shape and human-like behavior, including
eye contact, facial expression, and posture (Cassell et al., 2000; Cowell & Stanney, 2005; Reeves & Nass, 1996). It has been
argued that anthropomorphism promotes likeability, trust, and willingness to respond to the actions of the virtual or robotic
agent (Carter, Mistry, Carr, Kelly, & Hodgins, 2014; De Visser et al., 2016; Epley, Waytz, & Cacioppo, 2007; Salem, Eyssel,
Rohlfing, Kopp, & Joublin, 2011). In automated driving research, Lee, Kim, Lee, and Shin (2015) and Waytz, Heafner, and
Epley (2014) found that driving agents with anthropomorphic features were regarded as more trustworthy than non-commu
nicating/non-anthropomorphic ones. However, it is unclear whether anthropomorphic cues assist in message conveying,
decision-making, and communication. For example, in a study that investigated several ways (e.g., sound, gazing, waving,
eye contact) of attracting the attention of older persons, eye contact was found to be the least salient and associated with
the slowest response times (Torta, Van Heumen, Cuijpers, & Juola, 2012). Similarly, in Fiore et al. (2013), the robot’s implicit
communication (passive vs. active behavior when crossing paths with a human), not the gaze of its mechanical eyes, was
found to offer significant cues regarding the robot’s social presence. Burgoon et al. (2000) compared face-to-face communi-
cation with anthropomorphic (animated face, voice) and non-anthropomorphic (text-only) human-computer interfaces and
found that, while face-to-face communication and anthropomorphic interfaces were deemed more sociable and credible,
text-only interfaces had the strongest influence on decision-making.

Several anthropomorphic eHMIs for AVs have been proposed, including eyes (Chang, Toda, Sakamoto, & Igarashi, 2017;
Pennycooke, 2012), a smile (De Clercq et al., 2019; Deb, Strawderman, & Carruth, 2018), and a facial shape (Mahadevan,
Somanath, & Sharlin, 2018; Mirnig, Perterer, Stollnberger, & Tscheligi, 2017). Others have opted for non-anthropomorphic
eHMIs, such as lamps or light bars. For example, Benderius, Berger, and Lundgren (2018) proposed a light bar of which
the width, flashing, and color could change to warn other road users or indicate the intended movement of the AV. Light bars
that indicate the status of the AV were also proposed by Cefkin, Zhang, Stayton, and Vinkhuyzen (2019) and Hensch,
Neumann, Beggiato, Halama, and Krems (2019). Böckle, Brenden, Klingegård, Habibovic, and Bout (2017) assessed pedestri-



P. Bazilinskyy et al. / Transportation Research Part F 67 (2019) 175–194 177
ans’ perception of safety and comfort for an eHMI consisting of four light columns that changed color and flashing to indicate
whether the AV was stopping, not stopping, waiting, or starting to drive. A light strip that contracted to indicate that the AV
started moving and expanded to indicate yielding was tested by Lagstrom and Lundgren (2015). The authors found that the
concept required a short period of training (see also Habibovic, Andersson, Lundgren, Klingegård, Englund, & Larsson, 2018a,
2018b). Finally, De Clercq et al. (2019) tested a light moving from left to right to indicate that it is safe to cross. Whether
anthropomorphic gestures lead to safer and more efficient communication with human road users than non-
anthropomorphic gestures is unknown.

1.3. Perspective-taking

Perspective-taking is an integral part of communication. It has been argued that people initially anchor to their own per-
spective and that adjusting towards a different perspective requires time and effort (Keysar, 2007). People’s adherence to an
egocentric perspective increases with time pressure and decreases when there are incentives for accuracy (Epley, Keysar,
Van Boven, & Gilovich, 2004). Egocentric errors in language use have also been reported, where a failure of adjustment of
perspective may lead to miscommunication (Keysar & Barr, 2002; Keysar, Barr, & Horton, 1998).

Messages of eHMIs can be divided into two categories: messages that refer to the pedestrian (egocentric perspective from
the pedestrian’s viewpoint; e.g., ‘Walk’: Deb et al., 2016; Hudson et al., 2019; ‘Go’: Vlakveld & Kint, 2019; ‘Cross now’:
Matthews et al., 2017) and messages that refer to the AV (allocentric perspective; e.g., ‘Braking’: Deb et al., 2016; ‘Stopping’:
Nissan, 2015). A further distinction can be made between allocentric messages regarding the current state of the AV (e.g.,
‘Braking’) and the target state of the AV (e.g., ‘Stopping’). It is currently unclear whether AVs should indicate their state
or the action required from the pedestrian. For example, Ackermann, Beggiato, Schubert, and Krems (2019) argued that ‘‘di-
rect instructions to cross the street are preferred over status information of the vehicle” (p. 272), whereas Volvo recom-
mended that ‘‘it is . . . important that we do not instruct others what to do next, to avoid potential confusion” (Volvo
Cars, 2018a), and Cefkin (2018) similarly argued that an eHMI should ‘‘communicate its own state; not instruct others”.

1.4. Text-color congruence

An important design consideration for any eHMI is color. In the well-established Stroop task paradigm (Stroop, 1935), it
takes longer to identify the ink color of a word when the ink color is incongruent with the word (e.g., if the word ‘red’ is
printed in blue). Dalrymple-Alford (1972) (and earlier Klein, 1964 for incongruent stimuli only) showed that a Stroop inter-
ference does not only occur with color words but also with color-related words (e.g., sky, grass, snow, blood).

It has long been documented that, in traffic signals, red requires the operator to stop, whereas green indicates freedom to
proceed (Mulligan, 1936). Stroop-like interference has been reported for pedestrian traffic signs, with a congruent color and
posture of the traffic sign (i.e., a green walking figure and a red standing figure) yielding higher accuracy and faster responses
than incongruent combinations (i.e., a red walking figure and a green standing figure; Kandil, Olk, & Hilgetag, 2017).

For new types of eHMI, the meaning of color could be confusing. While traffic signs are static elements of the road infras-
tructure, an AV is moving, which creates ambiguity about whether the eHMI message refers to the AV itself or other road
users. In Zhang, Vinkhuyzen, and Cefkin (2017), a light strip on the front door and hood was static and green to indicate that
the AV was waiting and red and rapidly moving to indicate that the AV was moving (i.e., an egocentric perspective for the
pedestrian in terms of color). However, participants associated the static green light with a moving vehicle and the red mov-
ing light with a stopping vehicle (i.e., an allocentric perspective in terms of color), opposite to the authors’ intended design. In
Fridman et al.’s (2019) survey study, green or red headlamps/strips were deemed ambiguous by the majority of the
respondents.

1.5. Survey study 1: Evaluating eHMI concepts from industry

This study consists of two large crowdsourcing surveys. The first survey was concerned with eHMI concepts that are now
distributed in the media. Automotive companies build concept cars and present them at car shows and the media for mul-
tiple purposes, including the acceleration of new technological developments, to provide a statement of intent or vision, to
infer the market potential of a new concept by polling the reaction of press and public, to gain media attention, to improve
the image of the brand, or to showcase new technology (Caldwell, 2019; Leggett, 2018; Redding, 2017).

There are various reasons why it is important to assess the eHMI concepts that have been proposed by the industry:

� eHMIs from industry likely have a large impact on public opinion. Research papers receive a relatively limited number of
views (primarily by peer researchers), whereas some automotive industry concepts receive thousands or even millions of
views. For example, the video ‘The ideas behind the BMW VISION NEXT 100’ has been viewed 1,981,596 times, as of
August 16, 2019 (BMW, 2016).

� The industry has the final authority because it is the industry that will eventually bring eHMIs onto the market. Although
concept cars themselves are not intended for production, they may express the company’s vision of how eHMI technology
will be embodied in future cars.
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� Various eHMI concepts designed by academics have already been evaluated, as cited above. However, so far, a formal
evaluation of eHMI concepts from industry is lacking, making it pertinent to perform such an evaluation. It is impossible
to compare eHMIs from industry in a controlled manner, as manufacturers all present their eHMIs in different modes.
However, it may still be worthwhile to compare these concepts on factors such as clarity, with the mode of presentation
as a moderating variable.

An inherent disadvantage of Survey 1 is that the diverse presentation modes of the eHMI concepts on the internet
(images, videos, animations, different scenarios and environments, etc.) do not allow for a controlled comparison. It may
be possible to counteract this problem by pre-selecting the material, making screenshots of the videos, and cropping the
images to obtain comparable traffic scenarios and viewing angles. However, this would be a subjective process, and some
differences in vehicle behavior and scenarios would remain. Instead of manipulating the available material, we chose to pre-
sent the eHMI concepts to the participants in the original media format as retrieved from the internet. Our assumption is that
the industry posts material on the internet in a manner that is favorable to them, and which is meant for public viewing.

1.6. Survey study 2: Controlled comparison of text, perspective, and color

Because Survey 1 lacks experimental control, we conducted a second survey based on the findings of the first survey. In
this second survey, we investigated, in a controlled manner, the clarity of eHMIs as a function of (1) the presence or absence
of text, (2) the perspective of the conveyed message, and (3) color.

We assessed the respondent’s initial reaction to the eHMIs, as we did not develop or offer eHMI-specific training. De
Clercq et al. (2019) found that participants learned to understand a new eHMI that does not feature stimulus-response com-
patibility (e.g., an ambiguous led strip movement) after only a few trials of exposure. However, the problem is that multiple
eHMIs are currently being proposed by the industry. If different eHMIs are brought onto the market, they will need to be
understood intuitively. Yet, even if only one standardized eHMI design were available in future traffic, it would still be
important that this eHMI can be understood without training. It is known that, especially in cases of stress, humans tend
to fall back on their initial habits rather than their learned behavior (Taylor & Garvey, 1959).

2. Survey 1

2.1. Methods of Survey 1

We conducted internet and patent searches in 2017 up till September 2018 to retrieve visual eHMI concepts provided by
the industry. The selection criteria were: (1) the eHMI concept had to be from a company, not from an academic research
group, and (2) the concept had to be visualized through a drawing, image, or video. We retrieved 28 images, videos, and
patent drawings illustrating 22 different eHMI concepts, see Table 1. Some companies presented more than one concept,
and some concepts were represented by more than one image, video, or drawing; we included all retrieved representations,
which explains why the number of representations is larger than the number of eHMI concepts and companies.

The 22 eHMI concepts can be categorized into various types: (1) 1 concept was based on anthropomorphic gestures
(smile), 2 on anthropomorphic as well as non-anthropomorphic gestures (e.g., eyes and lights), and 19 on non-
anthropomorphic gestures (e.g., lights); (2) 4 concepts were textual (e.g., ‘go ahead’), 11 non-textual (i.e., icons and symbols
such as arrows, zebra crossings, light bars, etc.), and 7 included text and icons/symbols; (3) 11 concepts presented messages
from an egocentric perspective for the pedestrian (e.g., ‘STOP’), 6 from an allocentric perspective (e.g., ‘stopping’), 4 from both
perspectives (e.g., ‘Car slows down. You can cross the street safely now!’), and 1 had a message with unknown perspective.

One may notice from Table 1 that six of the concepts used a shade of cyan/turquoise. It has been argued that cyan/-
turquoise is a promising color choice for automated cars because it has good visibility, is perceivable by color-deficient indi-
viduals, and is not yet used in traffic signs (Dietrich et al., 2018; Werner, 2018).

A survey with images and videos of the eHMIs was created using the crowdsourcing service Figure-Eight (www.figure-
eight.com). We allowed respondents from all countries to participate in our survey. Respondents could become aware of
the survey via so-called channel websites such as clixsense.com. The demographic composition of crowdworkers at
Figure-Eight is diverse and varies over time. At the moment of completing the survey, the crowdsourcing service was espe-
cially popular in Venezuela, the USA, India, and Egypt. Recent literature provides a possible explanation for the high number
of respondents from Venezuela: ‘‘a major economic crisis in Venezuela caused many people to sign up to our platform in
order to earn money in a more stable currency, biasing the available workforce when most contributors are from the same
country, culture, and speak the same language” (Barbosa & Chen, 2019).

At the beginning of the survey, the contact information of the researchers was provided, and the purpose of the survey
was described as ‘to explore the public opinion on the use of visual and auditory interfaces for interaction between automated
vehicles and pedestrians or cyclists’. Contributors from all countries were allowed to participate in the survey, to collect data
from an as large and diverse population as possible. Completing the survey more than once from the same worker ID was not
allowed. A payment of $0.25 was offered for completing the survey.

http://www.figure-eight.com
http://www.figure-eight.com


Table 1
eHMIs for AVs proposed by the industry.

eHMI Characteristics
� Anthropomorphic/Non-
anthropomorphic

� Textual/Non-textual
� Egocentric/Allocentric
� Color
� Representation

1. After you

‘After You’ on the windshield (Nissan, 2015)

� Non-anthropomorphic
� Textual
� Ego + Allocentric
� Cyan
� Image

2. STOP-1

‘STOP!’ projection appearing and moving towards the pedestrian three times (Mercedes-Benz, 2015;
video taken from AutoMotoTV, 2015a)

� Non-anthropomorphic
� Textual
� Egocentric
� Violet
� Video (11.31 s)

3. STOP-2

‘STOP’ sign on the car door (Google/Waymo; Urmson, Mahon, Dolgov, & Zhu, 2015)

� Non-anthropomorphic
� Textual
� Egocentric
� No color
� Patent

4. Car slows down

Notification of pedestrian from inside the vehicle; ‘Car slows down. You can cross the street safely
now!’ projection while pedestrian crosses (Rinspeed AG, 2017)

� Non-anthropomorphic
� Textual
� Ego + Allocentric
� Brown/orange
� Video (6.81 s)

5. Light strip-1

Rhomb-shaped light and moving strip (from the pedestrian side towards the other side of the road)
on the windshield (BMW, 2016; video taken from Car TV, 2016)

� Non-anthropomorphic
� Non-textual
� Egocentric
� Light changes between white and
green

� Video (8.38 s)

6. Zebra-1

Zebra crossing projection (Mercedes-Benz, 2015)

� Non-anthropomorphic
� Non-textual
� Egocentric
� Turquoise
� Image

7. Zebra-2

Zebra crossing projection (Mercedes-Benz, 2015)

� Non-anthropomorphic
� Non-textual
� Egocentric
� Green
� Image

(continued on next page)
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8. Zebra-3

Projection of curved lines while the car approaches the pedestrian; the bumper light strip grows
upwards, splits and moves outwards, a zebra crossing is projected, the bumper light strip and zebra
crossing move/roll from the pedestrian side towards the middle of the road, and the projection
disappears after pedestrian has crossed the road (Mercedes-Benz USA, 2015; video taken from
AutoMotoTV, 2015b)

� Non-anthropomorphic
� Non-textual
� Egocentric
� Curved lines: white; zebra crossing:
white first, then green

� Video (20.60 s)

9. Do not walk symbol

Do-not-walk sign on the car door (Google/Waymo; Urmson, Mahon, Dolgov, & Zhu, 2015)

� Non-anthropomorphic
� Non-textual
� Egocentric
� No color
� Patent drawing

10. Door opening

Door opening projection (Mitsubishi Electric, 2015)

� Non-anthropomorphic
� Non-textual
� Allocentric
� Turquoise
� Image

11. Forward motion

Forward motion projection (Mitsubishi Electric, 2015)

� Non-anthropomorphic
� Non-textual
� Allocentric
� White
� Image

12. Backward motion

Backward motion projection (Mitsubishi Electric, 2015)

� Non-anthropomorphic
� Non-textual
� Allocentric
� Red
� Image

13. Light strip-2

Light strip on the car windshield and side (VolvoCars, 2018b)

� Non-anthropomorphic
� Non-textual
� Allocentric
� First light cyan, then yellow
� Video (8.52 s)

14. Light bar-1

Light bar on the top of the front window first static; the bar moves inwards and outwards while the
car approaches and stops in front of a zebra crossing; a pedestrian crosses, after which the bar
centralizes, flashes four times, and becomes static when the car starts moving again (Ford Media
Center, 2017)

� Non-anthropomorphic
� Non-textual
� Unknown perspective
� White
� Video (18.03 s)

Table 1 (continued)
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15. Light bar-2

Bar moves inwards and outwards while the car approaches corner; the bar stabilizes in the center
while turning indicator turns on, and a pedestrian crosses zebra intersection; the car turns into the
corner (Ford Media Center, 2017)

� Non-anthropomorphic
� Non-textual
� Unknown perspective
� White
� Video (9.70 s)

16. Light bar-3

A cyclist is seen from inside the car; the car stops at zebra crossing; the light bar moves outwards and
inwards while the cyclist crosses the road, after which bar centralizes, flashes four times, and
becomes static when the car starts moving again (Ford Media Center, 2017)

� Non-anthropomorphic
� Non-textual
� Unknown perspective
� White
� Video (11.91 s)

17. Go ahead

‘go ahead’ and ‘>’ sign on bumper (Daimler, 2017)

� Non-anthropomorphic
� Textual + Non-textual
� Egocentric
� Turquoise
� Image

18. Safe to cross

‘Safe to Cross’ and pedestrian on zebra crossing on car top (drive.ai, 2018; image taken from Golson,
2016)

� Non-anthropomorphic
� Textual + Non-textual
� Egocentric
� Black letters on light blue background
� Image

19. Please proceed to cross

‘PLEASE PROCEED TO CROSS’ and arrows on the bumper, head-up display of virtual driver, zebra
crossing projection (Uber Technologies, Inc; Sweeney, Pilarski, Ross, & Liu, 2018)

� Non-anthropomorphic
� Textual + Non-textual
� Egocentric
� No color
� Patent drawing

20. Turning left

‘TURNING LEFT’ and left arrow on bumper (Toyota, , 2018)

� Non-anthropomorphic
� Textual + Non-textual
� Allocentric
� Light pink
� Image

(continued on next page)
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21. Changing lanes

‘CHANGING LANES’ and arrows on the car side (Uber Technologies, Inc; Sweeney, Pilarski, Ross, & Liu,
2018)

� Non-anthropomorphic
� Textual + Non-textual
� Allocentric
� No color
� Patent drawing

22. Waiting for you to cross

‘Waiting for You to Cross’ and pedestrian on zebra crossing on car side (drive.ai, 2018)

� Non-anthropomorphic
� Textual + Non-textual
� Ego + Allocentric
� Green letters, white icon, on black
background

� Image

23. Light strip-Stopping-After you

View from inside the car; a cyclist appears next to the car; a white light bar moves along a cyan light
strip above car doors; ‘Stopping’ message on the windshield; ‘After You’ message on the windshield
(Nissan, 2015)

� Non-anthropomorphic
� Textual + Non-textual
� Ego + Allocentric
� White/cyan
� Video (9.85 s)

24. Smile-1

Smile-shaped light bar on the bumper (Semcon, 2016; image taken from Peters, 2016)

� Anthropomorphic
� Non-textual
� Egocentric
� White/light yellow
� Image

25. Smile-2

Horizontal light bar on the bumper turns into a smile; the car stops in front of a zebra crossing,
several pedestrians cross in both directions (Semcon, 2016; video taken from Peters, 2016)

� Anthropomorphic
� Non-textual
� Egocentric
� White/light yellow
� Video (7.24 s)

26. Eyes and lights-1

Tracking eyes and red-green headlights (Jaguar Land Rover, 2018)

� Anthropomorphic + Non-
anthropomorphic

� Non-textual
� Color: allocentric; Eyes: egocentric
� Red/green
� Image

27. Eyes and lights-2

Vehicle appears from the corner, the front sides are illuminated green; a pedestrian awaits in front of
zebra crossing; animated eyes look at the pedestrian, then at the zebra crossing back and forth while
the front side lights turn red; the vehicle stops in front of zebra crossing; the pedestrian crosses
(Jaguar Land Rover, 2018)

� Anthropomorphic + Non-
anthropomorphic

� Non-textual
� Color: allocentric; Eyes: egocentric
� Red/green
� Video (11.84 s)

Table 1 (continued)
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28. Go ahead and eyes

Car moves on road; ‘11th street’ on the bumper, the car stops in front of zebra crossing; ‘go ahead’
and ‘>’ sign appears on the bumper, and headlights turn into animated eyes; the pedestrian crosses
(Daimler, 2017)

� Anthropomorphic + Non-
anthropomorphic

� Textual + Non-textual
� Egocentric
� Turquoise
� Video (7.55 s)
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The drawings, images, and video items were embedded in the survey. For the concepts represented by drawings and
images, only one drawing or image was shown per concept. For each eHMI, respondents answered to the statement ‘The
instructions of the car in concept N above are clear to me’ on a 5-point Likert scale from (1) ‘disagree strongly’ to (5) ‘agree
strongly’, together with a sixth option ‘I prefer not to respond’. Additionally, respondents were asked ‘What message does
the car show in concept X above?’, for which a textual response was needed. In both cases, X indicates the number of the con-
cept, as it appeared to the respondent. The order of the items was randomized.

2.2. Results of Survey 1

A total of 1770 respondents participated between 3 and 29 October 2018. The respondents resided in 74 countries, with
the most represented countries being Venezuela (N = 789), USA (N = 107), India (N = 95), and Egypt (N = 58). The survey
received a satisfaction rating of 3.9 on a scale from 1 (‘very dissatisfied’) to 5 (‘very satisfied’). The respondents took on average
17.8 min to complete the survey (SD = 7.2 min).

Respondents who indicated that they had not read the instructions (N = 23) and respondents who indicated that they
were under 18 (N = 3) were excluded. Additionally, respondents who provided only a brief (<4 characters) textual input
or used a non-ASCII character in the free-response item for more than 3 of the 28 images, videos, and patent drawings were
excluded (N = 203). Finally, we excluded 115 respondents who selected the ‘I prefer not to respond’ response option in more
than three of the multiple-choice questions. In total, 304 surveys were removed, leaving 1,466 respondents from 72 coun-
tries. The sample consisted of 923 males and 540 females (3 respondents reported ‘I prefer not to respond’ to the gender ques-
tion). The mean age of the respondents was 34.3 years (SD = 11.3). From the 1,466 respondents, the four most highly
represented countries were Venezuela, USA, India, and Egypt, with 620, 93, 86, and 50 respondents, respectively.

Fig. 1 shows the mean clarity ratings of the 28 images, videos, and patent drawings, with the color of the bars indicating
whether the eHMI was textual (orange) or non-textual (gray). Overall, eHMIs containing text were regarded as clearer than
Fig. 1. Mean eHMI clarity scores of the instructions of the concepts. The three-letter code between parentheses indicates whether the eHMI was (1)
anthropomorphic (A) or non-anthropomorphic (N), (2) egocentric (E), allocentric (A), and represented by (3) an image (I), a video (V), or a patent drawing
(P). X indicates unknown (in the case of Light bar 1–3) or a combination of both options (i.e., anthropomorphic & non-anthropomorphic; egocentric &
allocentric).



Fig. 2. Percentage of respondents who reported ‘sensor’ or ‘scanning’ when describing the concepts. Abbreviations are the same as in Fig. 1.
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non-textual eHMIs. Among the latter, the zebra crossing was the clearest, and light-based eHMI were perceived as less clear.
There were no clear differences in clarity ratings between ego- and allocentric eHMIs. However, the four clearest eHMIs con-
tained text with an egocentric reference (‘go ahead’, ‘Safe to Cross’) or a combination of ego- and allocentric perspectives
(‘Waiting for You to Cross’). The best-ranked eHMI was a video demonstrating a combination of text (‘Go ahead’) and anthro-
pomorphic features (eyes). The videos of the two other eHMIs that included anthropomorphic features were ranked 12th
(eyes and lights) and 14th (smile), and the corresponding images were ranked 19th and 20th. Of the top ten eHMIs in terms
of clarity, six were images, and four were videos. The colors of the eHMIs were too variable to allow for a meaningful inter-
pretation of their clarity.

Because of the substantial sample size, most differences between the clarity ratings of pairs of responses were statistically
significant. For example, even for the small difference between the mean clarity rating for the ‘Go ahead’ (M = 4.43, SD = 0.90)
and Zebra-3 (M = 4.33, SD = 1.00) eHMIs, a paired t-test showed a significant effect, t(1457) = 3.60, p = 0.00033. Because even
small effects were statistically significant, we refrained from reporting p-values.

We analyzed the prevalence of words in the 41,048 textual responses (1,466 respondents � 28 images, videos, and patent
drawings) to the question ‘What message does the car show in concept X above?’. The most frequently used words were ‘cross’
(mentioned in 9,632 responses), ‘car’ (6,453), and ‘pedestrian’ (6,012). Of interest is that some respondents thought that the
concept is a ‘sensor’ or something that is ‘scanning’ the environment (these words were mentioned in 1,591 and 66
responses, respectively). The results in Fig. 2 indicate that attributing sensor or scanning capabilities to an eHMI primarily
concerned the non-textual eHMIs.

Fig. 3 shows the correlation between clarity rating and whether respondents were from English-speaking countries.
Respondents from English-speaking countries found textual eHMIs clearer than respondents from countries in which English
is not an official language.

3. Survey 2

3.1. Methods of Survey 2

Because textual eHMIs received the highest clarity ratings in Survey 1, Survey 2 focused on this type of eHMIs. In Survey
2, we also varied the text content and color. Again, we allowed respondents from all countries to participate. Even though
respondents from English-speaking countries gave higher clarity ratings to textual eHMIs as compared to respondents from
non-English speaking countries, textual eHMIs were scored as the clearest by English native as well as nonnative speakers
(Fig. 3).

We presented respondents with 15 concepts of eHMIs (see Fig. 4): four textual messages (‘WALK’, ‘DON’T WALK’, ‘WILL
STOP’, and ‘WON’T STOP’) and an empty display, all in each of three colors (green, red, and white). We opted for green and
red because these colors are already used in traffic signs, which allows us to investigate whether respondents attach the
same ‘egocentric’ meaning to an eHMI (green meaning freedom to cross and red meaning not crossing). The eHMIs were gen-



Fig. 3. Point-biserial correlation (r) between the respondents’ clarity rating and whether respondents were from an English-speaking country (1) or not (0).
Abbreviations are the same as in Fig. 1. ME = mean clarity rating (1 = Disagree strongly, 5 = Agree strongly) of respondents from English-speaking countries.
MNE = mean clarity rating of respondents from non-English speaking countries.

Fig. 4. eHMIs used in Survey 2.
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erated with the online tool LCD Display Generator (Avtanski, 2018). The images were of the same size, containing ten blocks
on the LCD.

The concepts were overlaid on a photo of a test vehicle driving on a road in Delft, The Netherlands (Fig. 5). The concepts
were added below the masked number plate. The photo was made during the preparation of an experiment of Rodríguez
Palmeiro et al. (2018). We opted for a photo with the driver in the driver’s seat because future automated driving systems
(at least of SAE levels 3 and 4) will still require that the human is able to take over control.

At the beginning of Survey 2, the same information regarding the survey aim and duration as in Survey 1 were included.
The following instruction was provided: ‘You will be presented with a series of images of a vehicle approaching a crosswalk.
Please try to imagine that you are a pedestrian viewing the approaching vehicle. You will be asked to decide whether it is safe
to cross.’ Afterwards, each of the 15 images was depicted.

For each image, respondents answered the question ‘Would you feel safe to cross in front of the car above?’ with the options
‘Yes’, ‘No’, and ‘Not sure’ (response options as in Fridman et al., 2019). Then, respondents were asked to reply to the optional
question ‘If you think that the message on the car above is unclear, please explain why below’ using a text entry. Additionally,
respondents were required to answer the question ‘What is the color of the text/pixels on the display of the car above?’ with
options ‘Green’, ‘Red’, ‘White’, and ‘Not sure’. This test question was added to filter out respondents who answered the ques-
tions without paying attention to the question content. The order of the images was randomized per respondent.

Contributors from all countries were allowed to participate in the survey. Completing the survey more than once from the
same worker ID was not allowed. A payment of $0.20 was offered for completing the survey.



Fig. 5. eHMI concept ‘DON’T WALK’ in red letters overlaid over the photo. The person in the driver seat provided written consent for the publication of this
photo. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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3.2. Results of Survey 2

Two-thousand respondents participated between 25 December 2018 and 4 January 2019. The respondents resided in 78
countries, with the most represented countries being Venezuela (N = 835), India (120), USA (N = 99), Egypt (N = 76), and
Ukraine (N = 76). The survey received a satisfaction rating of 4.4 on a scale from 1 (‘very dissatisfied’) to 5 (‘very satisfied’).

Respondents who indicated that they had not read the instructions (N = 13) or who indicated that they were under 18
(N = 2) were excluded. Additionally, 679 respondents who made more than 3 mistakes (out of 15 possible) in specifying
the color of the display were removed from the analysis. In total, 681 respondents were removed, leaving 1,319 respondents
from 75 countries. The final sample consisted of 833 males and 479 females; 7 respondents did not specify their gender. The
mean age of the respondents was 35.8 years (SD = 11.4). From the filtered set of 1,319 respondents, the five most highly
represented countries were again Venezuela (N = 518), India (N = 79), USA (N = 75), Ukraine (N = 51), and Egypt (N = 45).

Fig. 6 shows the distribution of responses to the question ‘What is the color of the text/pixels on the display of the car above?’.
The respondents were relatively uncertain about the color of the empty displays, perhaps because there was no text and it
Fig. 6. Distribution of answers to the question ‘What is the color of the text/pixels on the display of the car above?’ before filtering of data.



Fig. 7. Distribution of answers to the question ‘‘Would you feel safe to cross in front of the car above?”.
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may have been unclear what color they had to report. Furthermore, respondents often interpreted green as white, perhaps
because we used a bright green (Fig. 4). Thus, our test questions may have been difficult for the respondents, and some of the
wrong answers may have been due to misperception rather than wrong intent. Our threshold of having at least 12 out of 15
test questions correct can be thus regarded as strict.

Fig. 7 shows the percentage of respondents who indicated feeling safe to cross in front of the car for each of the eHMI
concepts. The following patterns are observed:
3.2.1. Effects of text content

� The effect of text content was large, with messages that permitted the pedestrian to cross (‘WALK’ & ‘WILL STOP’) yielding
larger percentages of ‘Yes’ responses (56.9–85.6%) than empty displays (14.7–24.7%).

� Text messages that did not permit the pedestrian to cross (‘DON’T WALK’ & ‘WON’T STOP’) also had a large effect, as they
increased the percentage of ‘No’ responses from 47.7 to 61.9% for the empty display to 73.6–76.1%, and reduced the per-
centage of ‘Not sure’ responses from 23.4 to 27.6% for the empty display to 5.2–7.4%.

� Respondents regarded the empty displays as ambiguous, as evidenced by a high percentage of ‘Not sure’ responses
(23.4–27.6%). Table 2 shows examples of comments given by the respondents about why empty displays were unclear.
Without text, respondents seemed unsure about the perspective (theirs or the AV’s) from which they should interpret the
colors.

� There were still a substantial number of respondents not feeling safe to cross while the text suggested that they could
(9.2–30.5%) or feeling safe to cross while the text suggested they should not (16.6–20.4%).
Table 2
Examples of answers to the question ‘‘If you think that the message on the car above is unclear, please explain why below” for eHMIs with no textual message.

Empty green Empty red Empty white

Because of the green color I am inclined to think I
can go on, but I am not so sure

Because of the red color I am inclined to think that it is
completely stopped, but I am not so sure

I have no idea what it is
supposed to mean

There is no message, you have to refer that red
means stop and green means walk

No message on the car and i dont know whats the colour
means

The white lights may be taken as
the usual car lights

I am afraid I don t understand the meaning for the
first time

I don’t know if I’m to move or to stop There is no message on the car,
just some white light.

It is not safe since it does not have an active
message that indicates it

For whom is red? There is no message that it is
safe to cross.

The message on the car doesn’t mean anything There is not even a message on the display and the red color
may represent some kind of warning.

I don’t know what the white
lights mean

Note. The number of comments out of 1,319 respondents was 444 for ‘Empty green’, 433 for ‘Empty red’, and 449 for ‘Empty white’. Typographical errors in
the examples above were retained.
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3.2.2. Effect of perspective

� Respondents felt safer to cross for the egocentric ‘WALK’ than for the allocentric ‘WILL STOP’ (Green: 85.6% vs. 69.5%, Red:
63.8%, vs. 56.9%, White: 80.7% vs. 66.2%). Furthermore, ‘WALK’ was found to be less ambiguous than ‘WILL STOP’, as evi-
denced by the fewer ‘Not sure’ (Green: 5.2% vs. 9.8%, Red: 11.1%, vs. 12.7%, White: 7.7% vs. 11.6%) responses for the former.

� Similarly, the percentage of respondents reporting ‘Not sure’ indicates that respondents found the egocentric ‘DON’T
WALK’ to be (slightly) less ambiguous than the allocentric ‘WON’T STOP’ (Green: 6.0% vs. 7.4%, Red: 5.2% vs. 6.4%, White:
6.5% vs. 7.4%).

3.2.3. Effects of color

� For each of the five eHMI types, respondents felt safer to cross when the display was green instead of red. The difference
was between 1.7% for the ‘DON’TWALK’ display (20.4% for green vs. 18.7% for red) and 21.8% for the ‘WALK’ display (85.6%
for green vs. 63.8% for red).

� For the ‘WALK’, ‘WILL STOP’, and ‘WON’T STOP’ displays, a message in white yielded a percentage of ‘Yes’ responses
between those of ‘Yes’ responses for messages in red and green.

3.2.4. Text content and color interaction effects

� The largest effect of color was observed between the green and red ‘WALK’ (‘Yes’ responses 85.6% and 63.8%, respectively),
the green and red ‘WILL STOP’ (‘Yes’ responses 69.5% and 56.9%, respectively), and the green and red empty displays (‘Yes’
responses 24.7% and 19.6%, respectively). Color had a relatively small effect for the ‘DON’T WALK’ (‘No’ responses: Green:
73.6%; Red: 76.1%; White: 75.0%) and ‘WON’T STOP’ (‘No’ responses: Green: 73.5%; Red: 77.0%; White: 73.5%) displays.

� Among the textual displays, the largest effect of color on the ambiguity of the display was observed for the ‘WALK’ dis-
play, for which ‘Not sure’ responses increased from 5.2% for green to 11.1% for red, followed by the ‘WILL STOP’ display,
with 9.8% and 12.7% ‘Not sure’ responses for the green and red versions, respectively.

As mentioned above, we filtered the respondents based on strict criteria regarding whether they selected the color of 80%
of the concepts correctly. Fig. A1 in the appendix shows the results before three levels of filtering, including a very strict filter
where no mistakes in specifying the color of the display are allowed. It can be seen that the results are similar regardless of
the strictness of the filter.

3.2.5. Comparisons between countries
Fig. 8 shows the percentages of respondents who answered ‘Yes’, as a function of the eHMI type, for the four most highly

represented countries: Venezuela (n = 518), India (n = 79), United States (n = 75), and Ukraine (n = 51). It can be seen that
there is a correlational similarity between responses from different countries (r > 0.97) and that ordinality is preserved.
For example, the number of ‘Yes’ responses for a white eHMI is generally higher than for a red eHMI but lower than for a
green eHMI, regardless of country. However, it can be seen that there are biases in the overall number of ‘Yes’ responses.
Although India and Venezuela yielded similar ‘Yes’ percentages (Fig. 8, left), respondents from the United States were more
conservative overall, whereas in Ukraine respondents were relatively likely to cross the road even when the display was
empty or instructed ‘DON’T WALK’.
Fig. 8. Percentages of respondents from four countries who answered ‘Yes’ and ‘Not sure’ as a function of the eHMI type.
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4. Discussion

Future AVs may have to employ eHMIs to substitute or augment communication used today between human drivers and
pedestrians. We performed two online surveys aiming to shed light on the clarity of eHMI concepts currently available from
automotive companies (Survey 1) and to investigate the effects of text, color, and perspective on respondents’ feeling of
safety to cross the road (Survey 2).

4.1. Survey 1

Among the eHMIs presented by the industry, the eHMIs that combined (simple) textual instructions (‘Go ahead’, ‘Waiting
for You to Cross’, ‘Safe to Cross’) with icons (‘>’ sign/eyes, pedestrian on zebra) received the highest clarity ratings. Textual
eHMIs were found to be clearer by respondents from English-speaking countries than by respondents from countries in
which English is not an official language, pointing towards language-related communication challenges.

Among the non-textual eHMIs, a projection of a zebra crossing, a representation that is already common on roads world-
wide, was found to be the clearest. The clearest eHMI overall was a combination of text (‘Go ahead’) and anthropomorphic
features (eyes), whereas the other eHMIs with anthropomorphic features received medium ratings, which may indicate that
anthropomorphism alone is not commanding or convincing, in line with previous work on anthropomorphic versus non-
anthropomorphic communication in robots (Burgoon et al., 2000; Fiore et al., 2013; Torta et al., 2012). The least understand-
able concept was a projection indicating the opening of a door. This finding does not imply that the specific message repre-
sentation is unclear, but might be because this type of action is typically not communicated to road users in current traffic.
Patent drawings were generally hard to understand, which may have been caused by their abstract nature. Summarizing, for
non-textual signs, familiarity and literal representation were important contributors to the perceived clarity of these signs, in
line with one of the dimensions identified by McDougall et al. (1999).

It is worth noting that up to 8% of respondents used the words ‘sensor’ or ‘scanning’ when describing the concepts. The
use of the words ‘sensor’ or ‘scanning’ was especially prominent for light-based displays. Although all presented eHMIs
require sensors that scan the environment, the eHMIs are not sensors themselves. The misperception of the function of
eHMIs is indicative of shortcomings in the public’s current understanding of AV technology. It can be expected that with
the gradual introduction of AVs in the roads, future users will become increasingly aware of the functions of the AVs and
better able to interpret what AVs can and cannot do. Knowledge is an important factor in improving the level of trust in
and acceptance of AVs (Khastgir, Birrell, Dhadyalla, & Jennings, 2018).

4.2. Survey 2

The results of Survey 2 showed that a color-only eHMI is not informative without prior training. This is consistent with
the results of Survey 1, in which clarity was perceived as higher for the displays containing text than for those that did not
contain text, and with De Clercq et al. (2019), who compared textual and non-textual eHMIs and found that textual eHMIs
were regarded as the least ambiguous and required no learning.

The most persuasive concept was the message ‘WALK’ in green color. For each of the five eHMI types, respondents felt
safer to cross when the display was green instead of red, pointing towards an egocentric perspective or a familiarity heuristic
(McDougall et al., 1999) rooted in the interpretation of current traffic lights. Among the textual eHMIs, the messages ‘WALK’
and ‘WILL STOP’ in red received the highest percentages of ‘Not sure’ responses, likely due to the incongruence between the
textual message giving priority to the pedestrian and the color red being interpreted from an egocentric perspective as an
instruction to the pedestrian to not cross. Thus, our results suggest that a front brake light should be green instead of
red, in line with how front brake lights were used by De Clercq et al. (2019) and Petzoldt, Schleinitz, and Banse (2018).

The effect of color was largest for the texts that permitted the pedestrian to cross (‘WALK’ and ‘WILL STOP’) and smaller
for the texts that asked the pedestrian not to cross (‘DON’TWALK’ and ‘WON’T STOP’). Not crossing can be seen as the default
state of respondents, as indicated by the respondents’ unwillingness to cross for the empty display. If the eHMI advised not
to cross (‘DON’T WALK’ and ‘WON’T STOP’), green did not persuade the respondents to cross, because the text message was
in line with the default state. For the text messages ‘WALK’ and ‘WILL STOP’, green reinforced the crossing tendency, whereas
red caused some uncertainty, indicated that respondents, on average, interpreted color from an egocentric perspective. To
summarize, the text message was more dominant/persuasive than the color of the text; color acted as a ‘reinforcer’ of the
message (or a source of confusion, if incongruent).

Strong correlational similarities (r > 0.97), but different response biases, were observed between selected countries, with,
for example, respondents from Ukraine likely to feel safe to cross even when the eHMI indicated ‘DON’T WALK’. These dif-
ferences in a liberal versus conservative response strategy may relate to culture-specific effects and traffic rules. However, it
cannot be ruled out that acquiescence bias (‘yea-saying’) is a cause of national differences in response style. This would be in
line with our previous research, where we found that respondents from lower-income countries are more likely to give
meaningless responses, possibly due to an English language barrier (Nordhoff, De Winter, Kyriakidis, Van Arem, &
Happee, 2018). Regardless of these biases, the observed relative effects between eHMIs are regarded as robust (Fig. 8).



190 P. Bazilinskyy et al. / Transportation Research Part F 67 (2019) 175–194
4.3. Limitations and recommendations for future research

A limitation of Survey 1 is that the message content (e.g., crossing, turning), scenarios, and traffic context differed
between concepts, inhibiting a controlled investigation. For example, in some cases, only the eHMI was shown, whereas
in other cases the response of pedestrians and/or cyclists was also illustrated; within the latter category, it was not always
defined whether the demonstrated behavior by the pedestrians/cyclists was the intended one. For example, while video ani-
mations of a concept are likely to demonstrate an appropriate reaction by pedestrians/cyclists, videos in real traffic (Light bar
1–3) could be regarded as more ambiguous. Also, the industry may develop concept cars with eHMIs not necessarily to pre-
sent unambiguous AV-pedestrian interactions; the purpose may also be showcasing and branding, as pointed out in the
Introduction. On the other hand, it can be argued that the industry is inclined to present their concepts in the media in
the most favorable manner possible, and would avoid deliberately presenting ambiguous eHMIs. In Survey 1, we retained
the original media format of each concept (image, video, or drawing) to receive opinions of the respondents on the repre-
sentations offered by the industry.

This study focused on eHMI concepts from industry (Survey 1) together with a controlled evaluation of 15 text-based
eHMI (Survey 2). We do not mean to suggest that the eHMIs that came out as clearest in Surveys 1 and 2 are the clearest
concepts overall. Academia has developed various additional concepts, including eHMIs on the roof of the car (Deb et al.,
2019; Eisma et al., 2019; Vlakveld & Kint, 2019) as well as sound-based eHMIs (Mahadevan et al., 2018). It would be inter-
esting to compare the existing academic concepts in a separate crowdsourcing study or meta-analysis.

A limitation of Survey 2 is that the eHMI concepts were presented on a photo of an AV driving in Delft, The Netherlands
(Fig. 5), an environment that might be unfamiliar to respondents from different parts of the world. Another limitation of Sur-
vey 2 is that the eHMIs were shown in static images. We opted for images instead of videos to rule out the effect of implicit
cues such as relative speed and distance. For future research, it would be relevant to test eHMIs in dynamic situations, as the
effectiveness of eHMIs may depend on relative distance and speed between the pedestrian and the AV. Another limitation is
that we did not examine the effect of learning. Novel signs will likely become effective after some training (Chan & Ng, 2010;
Goonetilleke et al., 2001). Finally, textual eHMIs in English may not be legible for illiterate people, children, or people who do
not speak English.

Online questionnaires have been used before for measuring pedestrian receptivity towards automated cars (Deb et al.,
2017) and for acquiring people’s opinion about human-machine interfaces for assisting road users (Bazilinskyy,
Petermeijer, Petrovych, Dodou, & De Winter, 2018; De Angelis, Fraboni, Prati, Giusino, Depolo, Zani, & Johnson, 2018).
Nonetheless, a limitation remains that our eHMIs were not tested in real traffic. While the respondents found textual eHMIs
the clearest, text might not be the best option in traffic with high visual demands. Specifically, it may take too much time to
read a text message, whereas pedestrians could detect lights using their peripheral vision. A textual eHMI also requires a
display with a sufficiently large surface area and high contrast to be legible from a distance (Clamann et al., 2017). Still, leg-
ibility of text may be a problem especially in rainy weather, see Rodríguez Palmeiro et al., 2018). Colored lamps, on the other
hand, are easier to embed in the current design of cars and do not have to be large (cf. current blinkers). Finally, text may still
have to be accompanied by a universal symbol to support pedestrians with different language capabilities, including
children.

Also, we cannot conclude yet that an egocentric perspective should be adopted in real traffic. As mentioned in the intro-
duction, a number of recommendations in the literature state that an allocentric perspective should be used and that an AV
should not instruct others what to do (Cefkin, 2018; Volvo Cars, 2018a) but only display its own current state (Joisten et al.,
2019) or target state (e.g., Deb et al., 2016). The use of egocentric eHMIs may be confusing or even dangerous in real traffic if
multiple pedestrians are present: in such cases, it might be unclear to which pedestrian(s) the message refers, and direc-
tional communication (Dietrich et al., 2018) or allocentric messages may be a suitable alternative. This confusion may also
have legal implications, as a message such as ‘Walk’ could cause a pedestrian to walk while he/she should not (e.g., in case of
undetected traffic approaching from the opposite direction). Then again, current traffic lights at pedestrian crossings also
contain egocentric signage (e.g., green walking figure). Another factor is that eHMIs with allocentric messages (e.g., ‘Braking’,
‘Will stop’) are more straightforward to develop than egocentric messages (e.g., ‘Walk’) because the latter requires that the
AV is equipped with sensors and algorithms for pedestrian recognition.

This paper attempted to answer the question of which types of eHMI are clear to and interpretable by pedestrians. In
summary, our present findings together with the existing literature form a dilemma: although egocentric textual eHMIs
(e.g., ‘WALK’) are common among concept cars and regarded as clear and effective (see also De Clercq et al., 2019;
Fridman et al., 2019), they have disadvantages regarding legibility, liability, and technical feasibility. It therefore remains
doubtful whether egocentric textual eHMIs will ever find their way onto the market. Further research in dynamic environ-
ments and naturalistic contexts is required before conclusions can be drawn about the optimal design principles for eHMIs.
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Appendix A

See Fig. A1.
Fig. A1. Distribution of answers to the question ‘‘Would you feel safe to cross in front of the car above?” before filtering of data (left), after less strict filtering (3
wrong answers allowed, center), and after very strict filtering (0 wrong answers allowed, right).
Appendix B. Supplementary material

Supplementary data to this article can be found online at https://doi.org/10.4121/uuid:9ea78136-3ffc-4194-84f7-
3116b6a55758.
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