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SUMMARY

Soils are some of the most irregular materials engineers handle, with the spatial
variability of their properties being defined as heterogeneity. Full quantification is
impossible, due to the hidden nature of the subsurface. Common design practice
involves a deterministic analysis often performed using the finite element method
(FEM), for which PLAXIS represents one of the most popular packages. In parallel,
a scientifically explored method for dealing with medium-scale heterogeneity is
the random finite element method (RFEM), implying a stochastic simulation of a
problem with variable random fields from a site-specific distribution of values.

The objective of this research project is the comprehensive implementation of the
concept underlying RFEM within the PLAXIS software, in order to allow it to ex-
plicitly consider spatial variability in geotechnical problems. This is done by pro-
gramming the method in PLAXIS’ user-defined soil modelling (UDSM) facility.

Results using the new framework compare well with literature case studies per-
formed with existing RFEM codes. Slope reliability results as a function of spa-
tial variability matched the trends of outcomes obtained using existing research
codes. Lengthier correlation distances led to wider distributions of solutions, most
decisively due to less spatial averaging allowing failure to propagate through semi-
continuous weak zones. Nonetheless, larger probabilities of failure were observed
with PLAXIS, possibly due to differences in meshing and algorithms employed.

The framework was also tested on a novel example, revealing the potential unlocked.
Reliability and serviceability of a foundation next to a slope were simultaneously
analyzed, showcasing the influence of soil properties’ spatial variability on the prob-
ability to exceed performance criteria (Probability of failure - Pf ). Results showed
that when slope failure is deemed unlikely by deterministic analyses (SF = 2.5),
meaningful probabilities of failure (Pf ≥ 0.25) are identified when considering the
spatial variability of influential soil properties for the ultimate limit state. The same
observation holds for the serviceability analysis when accounting for heterogeneity.
In both cases, for a constant vertical correlation distance, the larger the correlation
distance horizontally, the larger the probability of failure. This is assumed to occur
as a result of the development of weak zones underneath the foundation.

The added value provided by this study consists in unlocking the RFEM concept
for general practice in the industry. By including this feature in widely utilized
commercial software, professionals could bring their models closer to reality by
taking into account inherent soil spatial variability.

Although this first step is a crucial nudge towards more realistic modelling in
geotechnical engineering, further developments are needed. This implementation is
based on the Mohr-Coulomb constitutive model. Research and development should
continue towards employment with more complex constitutive models, allowing
modeling with more complex features of soil behaviour.
Calculation time can also become a concern for more complex models which in-
volve a larger number of stress points, random variables and/or phases. Further
research is also required towards improving the framework’s efficiency.

Keywords: Heterogeneity, RFEM, PLAXIS, user-defined soil model, scale of fluctu-
ation (θ), Mohr-Coulomb, reliability, serviceability, probability of failure (Pf )
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1 INTRODUCT ION

1.1 background and motivation
The ground represents one of the most highly variable materials which engineers
have to deal with. As opposed to steel, wood or concrete, whose characteristics
are widely known and vary much less within better known ranges, designers in
geotechnical engineering need to face much greater uncertainties from site to site,
or even within the same site location (Fenton et al. 2016b).

Heterogeneity represents the spatial variability of properties of soil at various scales.
This starts at the level of particles – grains or the fibrous nature of organic soils.
Zooming out to the centimeter to meter scale this illustrates the variability of soil
properties within what is denominated as a “uniform” soil layer. At an even larger
scale, this could be seen from a geological perspective as the layering of soils them-
selves, as defined by sedimentological processes at very large time scales.

The variability this study focuses on is the intermediate one (centimeter to me-
ter scale). This heterogeneity can decisively influence the behaviour in the soil-
structure interaction in geotechnical projects. It also results in uncertainty in ground
conditions, which in turn determines uncertainty in design (Arnold, 2012; Hicks,
2007). An example of how this can influence operational parameters in the ground
can be observed in figure 1.1 (Yetbarek et al. 2020) in which the variability of hy-
draulic conductivity in a 3D soil block is portrayed.

Figure 1.1: Example of spatial variability of hydraulic conductivity in 3D (Yetbarek, 2020)

Full quantification of spatial variability through direct observation is impossible
due to the inaccessible nature of the underground and even partial determination
of this requires extensive field and laboratory testing (Jaksa et al. 1999; de Gast
et al. 2017), with great implications on the costs of preparation of a project. As a
result, problems are still conventionally solved analytically, in a deterministic man-
ner, based on a unique combination of soil parameters for each layer, ignoring soil
heterogeneity. The usual result of a deterministic calculation in the ultimate limit
state is a factor of safety (SF), which does not reveal the risks associated with the
project in a comprehensive way, providing only one data point in the risk picture.
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2 introduction

A widely used numerical method developed for calculations in engineering is the
finite element method (FEM). This can be defined as an approach using the ap-
proximation of continuum problems in which the continuum is divided in a finite
number of elements, with associated nodes and integration points, which are fully
characterized by a set of readily understandable properties. Eventually, the set of
equations is reassembled into a matrix system and solved (Zienkiewicz et al., 2013).
In geotechnical engineering, this is mostly employed in deterministic calculations.

PLAXIS is a finite element package, developed for the analysis of deformation, sta-
bility and groundwater flow in geotechnical engineering. This was created at the
TU Delft in the late 1980s as an initiative from the Dutch Ministry of Public Works
and Water Management. It was intended to provide a tool for analysis to be used by
geotechnical engineers in practice, when manual computation would be too cum-
bersome and time-consuming. An example of a finite element mesh created for a
geotechnical project is presented in figure 1.2 (Bentley Systems, 2022).

Example of a finite element mesh in PLAXIS 2D

Figure 1.2: Example Finite Element Mesh from PLAXIS 2D (Bentley Systems, 2022)

When using the finite element method for soil calculations, constitutive models
describe the relationship between cause and effect. More specifically, these are non-
linear relationships between stress rates and strain rates. Besides the constitutive
models that have already been programmed within the software and that come
packaged with it, PLAXIS allows capable users to create their own material mod-
els and implement them. This is facilitated through the User Defined Soil Model
(UDSM) interface of the software, which allows users to program the constitutive re-
lationships separately and import them into the software to replicate the behaviour
of their material of interest as accurately as possible.

Since PLAXIS’ calculation kernel is not accessible, an alternative needs to be found
in order to allow for the assignment of different properties at each stress point in
the problem. The UDSM facility can be a solution, in which the existing variables
may be utilized creatively to read and store property fields at stress point locations.

Currently, to achieve acceptable levels of safety, codes of engineering conduct like
the Eurocode 7 (CEN, 2004) require the application of partial or global safety factors
to apply a margin of error accounting for the risk of property variability. That
being said, the evolution of geotechnical design codes has been lagging behind the
structural codes concerning the transition away from working stress design (use
of factors of safety). Because of the inherent calculation shortcoming imposed by
undetectable variability in the ground, a real desire in the geotechnical engineering
community exists for holistic site understanding of material ambiguity. This is likely
to lead to safer and more economical designs (Fenton et al. 2016a).
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To address this shortcoming, extensive research has been performed to quantify
spatial variability from limited data (e.g., Vanmarcke, 1977; Phoon, Kulhawy, 1999;
Lloret-Cabot et al., 2014; Fenton et al., 2018; de Gast et al., 2019).

Researchers have developed a significant number of semi-analytical and computa-
tional methods. However, for the purpose of this thesis, the computational approach
focused upon is the Random Finite Element Method (RFEM) – a comprehensive
procedure to capture spatial variability in geotechnical projects. This implies the
modelling of every point in the ground (the stress points in a finite element model)
as random variables. This collection of distributions of properties (joint distribu-
tion) represents the random field (Fenton, Griffiths, 2008). Simulating a number
of combinations of soil parameters at stress points within realistic ranges through
Monte Carlo Simulations (MCS), the performance of a system can be expressed in
probabilistic terms, rather than as a single factor of safety (Hicks, 2014).

Various scholars demonstrated that accounting for this spatial variability using
RFEM can lead to safe, more economical designs, all while simultaneously identi-
fying the potential failure mechanisms more precisely (van den Eijnden et al. 2018,
Dyson et al. 2019, Hicks et al. 2014).

Even though fundamental research is present in scientific literature, implementation
in practice is still very low. This is especially true for RFEM, which for all its merits,
could prove computationally expensive, in part due to not making any preliminary
assumptions with respect to where failure may occur.

A major upside this research carries consists in the bevy of possibilities it unlocks.
In implementing the spatial variability of properties in a thoroughly coded com-
mercial software, the types of problems that could be analyzed using the concept of
RFEM increase significantly. Up to this point, mostly ultimate limit state reliability
studies were performed on relatively simple geometries and boundary conditions.
A successful undertaking in this research unlocks the use of RFEM with features al-
ready existent in PLAXIS. Subsequent analyses could be done accounting for spatial
variability in staged construction, performing serviceability analyses or even flow
problems upon further expansions of the implementation of the concept.

While scientific innovation is desirable in and of itself, its ultimate goal is to improve
society, which could only be done through large-scale application of its findings.
Observing the tools available in the academic medium, the motivation behind this
research becomes obvious: bridging the gap between science and practice. This is
done through the implementation of the random finite element method in PLAXIS,
leading to the consideration of soil heterogeneity in models as common practice.
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1.2 objective and research questions
Having introduced the relevant paradigm encircling the study, the explicit objective
of the research is subsequently described in this sub-chapter. This is formulated
more specifically as a set of research question and sub-questions:

1. How can spatial variability be implemented in PLAXIS?

a) How can a random field be created, stored and made available to PLAXIS’
calculation kernel for the stress point properties?

b) How can results (probabilities of failure, safety factors, deformations etc.)
for multiple different random fields be calculated automatically?

2. How do reliability analysis results with the implemented concept compare
to results obtained via the existing RFEM codes?

3. How can the created tool be utilized to perform more complex geotechnical
analyses, while taking into account the spatial variability of soil properties?

The first research question is formulated to encapsulate the core objective of the
research project – the creation of a tool which allows for the accounting of spatial
variability of soil properties in the PLAXIS FEM package. The sub-questions focus
on the procedural steps which require formulation in this endeavour.

The second research question concentrates on the verification and validation of the
implementation of the random finite element method in PLAXIS on cases which
were previously calculated with existing RFEM research codes.

The third and last research question concerns the expansion of the concept to anal-
yse a complex geotechnical problem with the developed tool, which could not be
solved with the RFEM codes previously developed due to an elevated degree of
complexity. This however could be tackled with the combination of the RFEM con-
cept and PLAXIS’ existing capabilities to solve more intricate problems involving
for instance soil-structure interaction or hydro-mechanical coupling.

To attain the stated goals, the document is structured as follows: First, the relevant
background literature treated is presented in chapter 2. Then, the research and
elaboration methodology is explained in chapter 3. Next, a verification of the con-
cept implementation is presented in chapter 4. This is followed by a validation case
study (chapter 5) in which the results obtained with the current tool are compared
with results of a complex problem treated in literature.

After this, another case study which was not previously performed with this method
is presented in chapter 6, in order to illustrate the new capabilities this implementa-
tion unlocks. Chapter 7, comprising insights on good practices and the operational
impact of influential factors of the model summarizes the practical experience ob-
tained by the author in performing the research.

Finally, the document is concluded with a discussion (chapter 8) on the nuances of
this research and a set of conclusions and recommendations (chapter 9) for effective
utilization of the framework and further possible research lines.
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This chapter highlights the relevant literature treated, which provides a basis for
attaining the objectives of the research. The section is divided in two sub-chapters,
corresponding to the two main theoretical building blocks of this study - the finite
element method structure and the theory of random fields.

2.1 the finite element method structure
A widely used numerical method developed to solve boundary value problems,
mostly used deterministically in practice is the finite element method (FEM). The
process can be defined as a method of approximation of continuum problems in
which the continuum is divided in a finite number of elements characterized by a set
of properties readily understandable. Eventually, the set of equations is reassembled
into a system and solved. The core steps involved in the finite element method are
summarized below (Zienkiewicz et al., 2013):

Illustration of the assmebly of elements in the Finite Element Method

Figure 2.1: FEM assembly structure (Zienkiewicz et al., 2013)

• Step 1. Determination of element properties from the material and loading
data, along with the element stiffness matrices creation.

• Step 2. Assembly of the final equations by addition of element matrices in the
global matrix. The first two steps are illustrated in figure 2.1.

• Step 3. Insertion of prescribed boundary conditions in the assembled matrix

• Step 4. Solving the equation system to obtain desired variables such as stresses,
currents, fluxes, displacements etc..

Computations for geotechnical problems involving soils are done using (geomate-
rial) constitutive models. In the most basic description, these represent (potentially
non-linear) relationships between stress rates and strain rates (Brinkgreve, 1994).
For this initial implementation, the Linear Elastic Perfectly Plastic Mohr-Coulomb
(LEPP – MC) model is modified to account for spatial variability of soil properties.

5
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2.2 random fields and rfem
In the most essential way, a random variable is used as a means to identify events
and their probabilities in numerical terms. The primary motivation for using them
is such that rules of conventional mathematics can be applied to quantify probabili-
ties that are harder to grasp intuitively (Fenton & Griffiths, 2008).

To model spatially variable properties, it is necessary to allow every point in the
ground to be characterized by one or more random variables. For the purposes of
the study, it is more useful to consider a random field, which contains a property
that can vary randomly over a given spatial or temporal domain. ”Random fields
are collections of random variables, which are completely specified by the joint distribution
between all their component random variables” (Fenton & Griffiths, 2008).

In reliability analyses, regions are defined as a function of these random variables.
A failure region is defined as D f = [X |g(X) <= 0], where g(X) represents the per-
formance function, using the random variable X encapsulating the soil parameters’
distributions. This function is often expressed as a difference between the resisting
forces “R” and the solicitation forces on the system “S” – g(X) = R(X) – S(X). Using
this definition and the joint probability density (JPD) function of the random vari-
ables “ fx” for x realisations of the random variable, the probability of failure can be
quantified in a stochastic manner using equation (2.1) (Hicks, 2014).

Pf = P[g(X) ≤ 0] =
∫

g(X)≤0
fx(x) dx1...dxn = Probability o f f ailure (2.1)

Keeping in mind the definition of the probability of failure previously presented,
another performance assessment variable can be introduced, in the form of the
reliability index as per equation (2.2) (Fenton, Griffiths, 2008):

β = −Φ−1(Pf ), where Φ is the standard normal cumulative distribution (2.2)

The Random Finite Element Method (RFEM) links random field theory to the finite
element method (FEM). Its steps are described in what follows, ranging from the
pre-processing all the way to post-processing.

In the pre-processing stage, a statistical characterization needs to be made, on the
basis of laboratory and in-situ testing. This involves determining the point statistics
– mean (µ) and standard deviation (σ) – of properties of interest on site. After this
step, the spatial correlation distances need to be obtained. For the vertical direction,
a preliminary assessment is needed to detect depth trends and remove these if they
exist. On a de-trended profile, the vertical scale of fluctuation (θv) can be quantified
with a certain degree of accuracy. Obtaining the horizontal scale of fluctuation is
more difficult and the accuracy of its determination is directly proportional with
the number and spacing of the data points available (de Gast, 2020).

Loosely speaking, this represents the distance in space after which two points can
be considered essentially uncorrelated. Rigorously speaking, if (ρ) is the correlation
function between points, the scale of fluctuation is defined in equation (2.3) as:

θ =
∫ ∞

−∞
ρ(τ) dτ, where τ is the distance between the points considered (2.3)
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Numerically quantifiable, this represents a measure of distance within which two
points have a significant enough correlation, i.e ρ ≥ e−2 ≊ 0.135 as described by
Fenton & Griffiths (2008). An illustration of the properties described up to this
point can be observed in figure 2.2 (Samy, 2003). If the site investigation allows for
it, the horizontal scale of fluctuation (θh) may also be inferred comparing closely-
spaced in-situ tests, like cone penetration tests (CPT) (Hicks, 2014). A small scale
of fluctuation would create a highly scattered environment over a domain, while a
larger scale of fluctuation results in a smoother distribution as points are correlated
between themselves over larger distances (e.g., Figure 2.3 – Samy, 2003).

Illustration of scale of fluctuation (θ) and point statistics’ (µ, σ) meaning

Figure 2.2: Vertical scale of fluctuation and point statistics of a random field (Samy, 2003)

Influence of θ on the appearance of a random field

Figure 2.3: Influence of scale of fluctuation on random field appearance - the larger the value,
the smoother the transitions between values (Samy, 2003)

In the analysis stage, for the given set of soil property statistics, a series of random
fields is generated, for which the problem is analysed with FEM. One solution to
the problem is denoted a realization, while the totality of realizations is called a
Monte Carlo Simulation (MCS). For all realizations, the field will look similar due
to having the same basis statistical properties, but each realization is unique in the
combination of values utilized and in the results it yields.

Finally, after the Monte Carlo simulation, the stochastic results of the analysis are
presented either as a probability density function (PDF) or cumulative distribution
function (CDF) of output results.
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A simple but robust parameter inferred is the probability of failure, as a conclusion
of a binary quantification of failure versus non-failure (2.4):

Pf ≈
1
N

N

∑
1

Ii, where Ii = 1 i f f ailure criterion is exceeded and Ii = 0 i f not (2.4)

It should be stressed that failure does not necessarily imply ultimate limit state at-
tainment, or full collapse of a structure. This is a more complex concept dependent
on the user’s strictness in setting a performance criterion. Failure can be defined
for serviceability as well, as the point at which set serviceability limits are exceeded.
For instance, if it is deemed crucial for a structure to settle less than 1 cm, ”failure”
with respect to this criterion may occur without any obvious visual effect. That be-
ing said, a performance function can be defined in terms of any output parameter,
be it factor of safety, displacement, stress, force etc.

In this context, the number of realizations needed for the simulation to reach a
desired accuracy can be inferred using the coefficient of variation as a function of a
(defined expectation of) probability of failure (2.5).

COV(Pf ) ≈
√

1 − Pf

Pf (N − 1)
(2.5)

In this context, coefficient of variation (COV) associated to the probability of failure
is the accuracy metric denoting the confidence interval of the solution obtained. For
instance, a COV = 0.05 corresponds to a 95 % confidence in the solution, a target ac-
curacy frequently used in practice due to its link to Eurocode statistical significance
requirements (CEN, 2004). This is a function of the target Pf and the number of
realizations ”N”. This formula is frequently used to infer an expectation regarding
the number of realizations required to obtain a target probability of failure.

Knowing the methodology behind RFEM, it is now worth noting that this calcu-
lation procedure was proven to be effective in practice in many applications. Al-
though theoretically applicable to any type of geotechnical project, often case stud-
ies focus on slope stability problems, which are more accessible from a geometrical
and analytical complexity standpoint.

For instance, RFEM was used by Hicks and Onisiphorou (2005) to investigate the
influence of heterogeneity of the state parameter (Been and Jefferies, 1985) on static
liquefaction potential in a predominantly dilative sand fill. Hicks and Boughrarou
(1998) researched the influence of the same parameter on the liquefaction potential
for the underwater Nerlerk berm, demonstrating the possibility of a predominantly
dilative fill to liquefy through failure along semi-continuous weak zones.



3 METHODOLOGY

In this chapter, the methodology of implementation of the random finite element
method in PLAXIS via UDSMs is described in detail. The chapter is divided in
two sub-chapters, corresponding to the implementation methodology on one hand,
and considerations on the influence of spatial correlation distances on finite element
mesh choices on the other hand.

3.1 implementation - rfem in udsm

3.1.1 RFEM and random field generation

The procedural challenge of this research is represented by the coding and linking
of the concept behind RFEM within the PLAXIS interface. To achieve this, it is
worth exploring further the methodology behind RFEM, so that it becomes clear at
which point this could be encompassed within PLAXIS. A flowchart summarizing
the procedure behind RFEM is presented in figure 3.1 below.

General RFEM procedural flowchart

Figure 3.1: Original RFEM procedural steps

A phase that supposes a denser theoretical background is the creation of random
fields. In what follows, the theory behind this step is explained in more detail.

The random field generation process starts at the definition of the point statistics
(mean - µ, standard deviation - σ) for the parameters of interest – for instance the
undrained shear strength su (or c′ and ϕ′ for 2 parameters etc.) – ideally from site

9
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investigations. These should be accompanied by spatial variability property values
i.e., scales of fluctuation, in the 2D case vertical and horizontal (θv, θh).

To ensure positive determinate values, log-normal distributions are often utilized
for the parameters in question. To obtain these, the following transformations allow
the creation of the fields using the correct mean and standard deviation (3.1):

σLN =

√
log 1 +

σ2

µ2 µLN = log µ − 0.5σ2
LN (3.1)

There are many correlation functions defined in literature that could express the
relationship between distance and correlation, such as the Gaussian, triangular,
spherical or Markovian auto-correlation models (Fenton, 1999). The last one is
commonly used to express spatial correlation for engineering purposes both due to
its simplicity, as well as for an assumption it entails. This property affirms that the
conditional probability of a future state of a parameter depends only on the most
recently known state, which is usually valid for models, insofar as the historical
evolution is not key to present behaviour.

For two points in positions t1 and t2, let it be assumed that the distance between
them is given by “τ”, where τ = t1 – t2. Moreover, let it be assumed that at each of
the two positions, a random variable of possible property values exists – X(t1), X(t2).
These are both characterized by separate probability distribution functions, as well
as by a joint probability density function.

Considering these, the Markovian spatial correlation that exists between the two
points, can be expressed and computed for “m” dimensions as in equation (3.2).

ρ(τ) = e−|τ| , |τ| =

√(
2τ1

θ1

)2
+ ... +

(
2τm

θm

)2
(3.2)

After this step, if any known cross-correlation between parameters is known, it
can be defined in matrix form. For “n” parameters, the cross-correlation matrix is
expressed as in equations (3.3),(3.4):

R =


1 ρZ1Z2 .. ρZ1Zn

ρZ2Z1 1 .. ρZ2Zn

.. .. .. ..
ρZnZ1 ρZnZ2 .. 1

 (3.3)

Where the cross-correlations are computed knowing the expected (mean) values as:

ρZiZj =
E[Zi, Zj]− E[Zi]E[Zj]

σZi σZj

(3.4)

After computing the Cholesky factorization L of the R matrix, having generated
random fields from a standard normal distribution Z, cross-correlated fields (ξ) can
be obtained through the matrix multiplication operation: ξ = LZ
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Finally, to obtain the random fields for the underlying log-normal distribution, the
transformation formulas in 3.5 and 3.6 (for cross-correlated fields) are used.

ZLN = exp[σLN Z + µLN ] (3.5)

ξLN = exp[σLNξ + µLN ] (3.6)

A summary of the procedure behind the generation of random fields is illustrated
by the flowchart in figure 3.2 below.

Random field generation flowchart

Figure 3.2: Flowchart for generation of random fields

The Python code used for the generation of the random fields in the script that
dictates the Monte Carlo simulation around PLAXIS can be found in appendix A.

This implies the saving of random fields to a file and the total number of integration
points to a separate file, which are to be read in the UDSM PLAXIS subroutine.
This is explained in the following two sub-chapters which treat the adaptation of
the example Mohr-Coulomb UDSM and the connection between this and RFEM.

The code in appendix A can be clipped to the one in appendix C to provide a
full Python script that generates random fields and commands the Monte Carlo
simulation for a simple slope geometry in PLAXIS. The two were originally one
unit, but have been split so they can be referred to separately, as they correspond to
different theoretical concepts of the elaboration presented.
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3.1.2 PLAXIS UDSM Modifications

PLAXIS includes a facility for user-defined soil modelling (UDSM). This allows
users to implement constitutive models in PLAXIS by programming them in FOR-
TRAN and compiling them as Dynamic Link Libraries (DLLs), to be added in
PLAXIS’ repertoire. Six tasks are required for the creation of a UDSM, which are
described in detail in the reference manual of PLAXIS (Bentley Systems, 2022).

For the scope of this study, only steps 1, 2 and 4 of the example UDSM for MC need
to be modified. The tasks treat three different conceptual steps in development:

• Task 1: Initialization of ”state” parameters

• Task 2: Assignment of stress point model parameters

• Task 4: Defining number of ”state” parameters

A side-by-side comparison of the original coding of the reading Mohr-Coulomb
model steps versus the modified UDSM meant to replicate the RFEM principle can
be observed in the flowchart in figure 3.3 below.

Original and modified UDSMs for two random parameters

Figure 3.3: Comparison between the formulation of the UDSM in this study for two random
variables and the original MC example UDSM (Bentley Systems, 2022)

The initialization phase of state variables in the UDSM interface is utilized to add
the random fields in PLAXIS. In the variable set aside for this purpose (”StVar”), an
unlimited number of parameters can be added. This makes it attractive to use for
the storage of the random field values at integration points.

Originally, the deterministic values of the properties are stored in a “Props” variable,
which accesses the input from PLAXIS’ user interface. In this case, the user does
not need to input any values in the interface, as these will be read from the random
field generated in Python and saved in the path coded into the UDSM.
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Besides the reading, one can use the UDSM variables for the local integration point
“Int” and the element number “iEl” to code the path to the correct global integration
point. The corresponding integration point utilized in the calculation step can be
expressed as a function of these two variables as in equation (3.7):

globalip = (ielement − 1) ∗ 12 + localip (3.7)

This expression is valid for 15-noded triangular elements, containing 12 integration
points. For 6-noded triangular elements, this number equivalent to the number of
integration points would change from ”12” to ”3”.

The concept could be expanded even further to treat more of the properties car-
ried by the ”Props” vector as random variables. This implies the expansion of the
temporary matrix from which state variables are attributed at each stress point. In
theory, this could be done for all the variables involved in this code. However, with
each parameter added, the computation times increase non-linearly. As a result,
this should be done only if it is deemed that the variability of a particular property
may have significant impact on the analysis.

In the final stage of this research, the initial implementation is expanded to take
into account a stiffness parameter. For this, the shear modulus (G) used in the
example Mohr-Coulomb UDSM is also treated as a random variable. This is useful
for serviceability analysis, in which strength is not fully mobilized and stiffness
dictates the behaviour of displacements in the problem. The elaboration, similar to
the one in figure 3.3, is showcased in figure 3.4 below.

Original and modified UDSMs for three random parameters

Figure 3.4: Comparison between the formulation of the UDSM in this study for three random
variables and the original MC example UDSM (Bentley Systems, 2022)

The code with the key steps in the modified subroutine is shown in appendix B.
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3.1.3 Connection RFEM-UDSM

To perform the link between the two frameworks, a common denominator needs to
exist. This is encountered, as mentioned, in the stress points to which properties can
be attributed and where stress-strain calculations are performed. Random fields are
first created in a scripting program (Python) on the basis of stress points’ geometry
extracted from PLAXIS, soil parameters’ point statistics and the spatial correlation
structure as explained in sub-chapter 3.1.1. These are then stored in text files in
PLAXIS’ project folder, as explained in the previous section 3.1.2.

Multiple solutions to the problem are packaged in a Monte-Carlo Simulation by
looping over the execution of the project with newly generated properties at every
loop iteration. In this way, a stochastic solution is obtained.

Before running the full Monte-Carlo simulation, it is advisable to test the model
with one realization. In doing this, a user can check whether or not the random
field generated was read and represented accurately by PLAXIS with the selected
mesh. Furthermore, by quantifying the computation time of this one realization,
an expectation can be created concerning the duration of the full Monte-Carlo loop.
The number of realizations defined for one Monte-Carlo run would likely be differ-
ent if a realization takes 20 seconds, as opposed to 2 minutes.

A summary of the procedure described in this chapter, along with the process of
evaluation of a problem is highlighted in figure 3.5 below.

Procedural steps for connecting RFEM to PLAXIS

Figure 3.5: Flowchart highlighting the connection of RFEM to PLAXIS

The syntax utilized in the Python scripting interface to command this whole process
around PLAXIS can be consulted in appendix C for the case of a simple slope with
one soil layer. For more complex cases in which soil and random fields’ divisions
need to be performed, the procedure is elaborated in the next sub-chapter.
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3.1.4 Full code generalization

With increasing complexity of problems, code optimization shifts from a desire
to a necessity. As the number of soil layers expands, it becomes apparent that
further automation of the code is needed. As a result, this sub-chapter describes
a further enhancement of the tool such that users can fully command the creation
and execution of a project directly from the Python script, provided a project’s
geometrical specifications are well-known and available to the user. The procedure
is highlighted in the flowchart in figure 3.6 below.

Procedural steps for the automation of model evaluation with RFEM in PLAXIS

Figure 3.6: Procedural steps setting up the Python code automating RFEM in PLAXIS

The first step is the definition of the problem for a deterministic analysis. This im-
plies the definition of soil layers using soil models already programmed in PLAXIS.
Obtaining a deterministic solution is the next step, meaningful from more than one
perspective. First, it provides a result that can be used as a benchmark for compar-
ison with the RFEM solution. Even more importantly, after solving the problem,
the script gets access to the output panel, allowing for the automatic extraction of
coordinates through the scripting interface.

Therefore, after opening the output panel, one can extract the coordinates of the
stress points in the soil layers, as well as their material IDs. The material IDs are
numbers which correspond to the soil materials created previously, in the order of
their creation. They can be used later for a separation of stress points coordinates
on the basis of their belonging to a particular soil layer. The next step implies going
back to the soil tab and automatically creating new soil materials selecting “UDSM”
as a constitutive model and inputting the relevant non-random parameters to make
the material valid. For instance, even though c′, ϕ′ and G can and will be read from
the text file as random fields, there may be other parameters that are relevant for
the calculation, or without which the materials are not recognized as valid by the
software. For the former category, these may involve Poisson’s ratio (ν), or interface
properties like cinter for the latter.

At this point, the problem returns to the state previously elaborated in 3.1.3, in
which users create random fields on the basis of coordinates of stress points belong-
ing to different soils. These are then saved to a text file which will be accessed by
the UDSM when the calculation begins. The last step is triggering the Monte-Carlo
simulation as explained in the methodology and showcased in appendix C. The full
code for this expanded elaboration can be found in appendix D.
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3.2 spatial correlation influence on finite
element mesh choices

In the final model, a close link exists between the spatial correlation distances in-
ferred from the site investigation and the finite element mesh created by the user.
The latter should be fine enough to properly capture the former, as indicated by
the scale of fluctuation defined in equation (2.3), such that the inter-dependencies
between values at different points are expressed appropriately.

For this, it is worth exploring how different scales of fluctuation influence the corre-
lation between property values for a particular spatial correlation structure. There
are many correlation functions that can be used to express the relationship between
two properties. In this study, the multi-dimensional Markovian correlation function
is used (3.2). This is chosen both due to its simplicity, as well as for an assumption
it entails. The Markov property affirms that the conditional probability of a future
state of a parameter depends only on the most recently known state. This is usually
valid for engineering models, insofar as the historical evolution does not play a key
role, as it could be the case with consolidation problems (Fenton & Griffiths, 2008).

In figure 3.7 below, an illustration of (Markovian) correlation as a function of dis-
tance in two dimensions is presented, for a case in which an anisotropic scale of
fluctuation is considered. This means that the significant correlation distance be-
tween two points is not the same in the x and y directions. More specifically, in this
case values of θx = 10 m and θy = 2 m were chosen for illustration purposes.

Figure 3.7: 3D visualization of correlation as a function of τx, τy, for θx = 10 m, θy = 2 m.
The closer points are to the origin, the larger the correlation, the warmer the color.

This figure highlights the influence that the scale of fluctuation has on the correla-
tion between the property values at two different points. Inspecting the shape of
the correlation structure, it can be observed that the same correlation (ρ) value is
reached for a larger distance from the origin in the x-direction than in the y-direction
due to the larger scale of fluctuation in the former.
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To nuance this illustration regarding how the scale of fluctuation influences the
correlation between properties, readers are referred to appendix E, showing com-
parative plots of isotropic combinations of θ for gradually increasing values.

This is meaningful for the choice of mesh in the model towards expressing the spa-
tial correlation between points properly. Moving to 2D projections of the previous
illustrations shown in figure 3.8 aids in fixing the concept previously highlighted.

In order to express a relevant correlation between two points, the value of ρ for
that particular distance under the scales of fluctuation considered needs to be large
enough. This relationship can be exemplified using figure 3.8a. For instance, if a
user creates a model that only ensures a spacing between stress points of 10 m in the
y-direction, the correlation between the two points considered is approaching zero
(i.e, no correlation). This means that by choosing a mesh that is not fine enough,
the information on spatial correlation could be lost, as this would not be expressed
by the parameter distribution over the geometry in the model properly.

2D zoomed in projection of Markovian correlation as a function of θ

(a) 2D illustration (b) 2D zoomed in ( θx
4 =2.5 m, θy

4 = 0.5 m, ρ ≊ 0.7)

Figure 3.8: Parameter Markovian correlation (ρ) as a function of an anisotropic spatial corre-
lation structure, θy = 2 m θx = 10 m)

As a result, to ensure a large enough correlation between points to capture the
scales of fluctuation considered, at the very least the maximum distance between
two stress points should not be larger than the scale of fluctuation considered. This
is needed such that the spatial distribution inferred by practitioners from site inves-
tigation results in a model capturing the real distribution as closely as possible.

A useful thumb rule in the creation of the model is to aim for a spacing between
stress points of approximately θ

4 m, which means four stress points are distributed
along a distance equal to the scale of fluctuation defined (Spencer, 2007). As it can
be seen in figure 3.8b, if this thumb rule is employed, a correlation of ρ ≊ 0.6 is
achieved between the origin and the next closest point, which is significant enough
to properly capture the potential creation of semi-continuous weak zones in the sub-
surface. This is meaningful as the development of weak planes have been shown
to have a significant impact on the performance of a system, allowing failure to
propagate through slope geometry (Hicks, 2014).
To illustrate the impact that a poorly chosen mesh size could have on the represen-
tation of spatial variability in a model, readers are referred to figure 3.9. Generating
the two cohesion random fields is based on parameters in table 3.1.

Table 3.1: Inputs for a cohesion random field for the mesh size influence illustration
Parameter µ(c′)[kPa] V(c′)[−] θv[m] θh[m]

Value 10 0.5 0.5 3
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Random fields of cohesion - coarse mesh vs. fine mesh ( θv = 0.5 m, θh = 3 m)

(a) Coarse mesh (≊ 1, 500 stress points), stress point spacing ≊ 1 m = 2 ∗ θv

(b) Fine mesh (≊ 12, 000 stress points), stress point spacing ≊ 0.125 m = θv
4

Figure 3.9: Influence of mesh size on spatial correlation representations using random fields
of cohesion [kPa] and a combination of θy = 0.5 m θx = 3 m

Using figure 3.9a as reference, it can be seen that for a stress point spacing larger
than the chosen scale of fluctuation, the latter is not captured appropriately by
the finite element model. For instance, in the vertical direction, the length of the
continuous zones is larger than the scale of fluctuation input. For any point in the
domain, there is no other point at a close enough distance which may express a
spatially uncorrelated random value found at this second point.

Conversely, as can be seen in figure 3.9b, when choosing a mesh that ensures a fine
enough distribution of points, the accurate representation of the random field is not
problematic anymore. For instance, the vertical length of continuous zones resem-
bles much closer the predefined value of scale of fluctuation of 0.5 m. That being
said, in problems with extensive geometries, operational problems could occur if a
very large number of stress points needs to be generated to fully capture the small-
est scales of fluctuation all over the domain. As a result, in this respect users need
to strike a balance between the accuracy of representation of the random field and
the operational performance evaluated in computation times.



4 VER IF I CAT ION

This chapter illustrates the results of the verification of the tool. To establish whether
or not the concept is properly implemented, two types of checks are performed.
One concerns the verification of reading and storage of the random fields in PLAXIS.
The second, more complex one, checks results against performance functions in two
simple c′ – ϕ slope stability problems on which RFEM was performed with existing
codes. For these two latter cases, the differentiating factors are the geometry of the
slope as well as the statistical distributions of strength properties (c′, ϕ′).

4.1 simple verification
The first and simplest verification is to perform a single realization of a problem
with a well-defined, regular field and check whether or not PLAXIS reads and
stores the random field correctly in the state variables matrix.

In this case, a gradient field (diagonal, in both the X and Y directions) of cohesion
is created and plotted initially in Python. Then, commanding PLAXIS to use the
UDSM for a single calculation, one can check with a plot of the corresponding
state variable whether or not the fields have been read and stored in correctly. The
equation and inputs used are highlighted in table 4.1 below.

Table 4.1: Inputs for gradient field simple verification
Parameter Equation A B1 B2

Cohesion (c′) c′ = A + B1 ∗ X + B2 ∗ Y 15 0.2 -1

The gradient field of cohesion is generated in Python and a simple gravity calcu-
lation on a one-layered slope was performed such that the random field input can
be checked. In the output panel of PLAXIS, the State Parameters – “User Defined”
parameter is verified, yielding the plot in figure 4.1. This is then compared with a
similar plot generated independently in Python, that can be observed in figure 4.2.
As one can observe in the two figures on the next page, the reading and storing of a
random field for one parameter, in this case c′, and one soil is performed correctly.
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Gradient fields of cohesion - verification of value reading in PLAXIS

Figure 4.1: X-Y Gradient field visualization for cohesion [kPa] in PLAXIS

Figure 4.2: X-Y Gradient field visualization for cohesion [kPa] in Python

Then, to verify whether or not the spatial variability parameters are accounted for
appropriately, another check is performed. This implies running the model with
different scales of fluctuation for the vertical and horizontal directions. The input
parameters used for this verification are highlighted in table 4.2 below.

Table 4.2: Inputs for random field simple verification - uncorrelated fields
Parameter µ(c′)[kPa] V(c′)[−] θv[m] θh[m]

Value 10 0.5 1 15

The illustrations for the obtained distributions in Python and PLAXIS respectively
are shown in figures 4.3 and 4.4 on the next page.
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Figure 4.3: Random field distribution for cohesion [kPa] in Python - θv = 1 m, θh = 15 m

Random field of cohesion - anisotropic scale of fluctuation

Figure 4.4: Random field distribution for cohesion [kPa] in PLAXIS - θv = 1 m, θh = 15 m

As it can be seen in the two figures above, the expectation that for a larger corre-
lation horizontally, bands would start creating, starting to resemble a conventional
layered distribution is confirmed. This serves as a good demonstration that the
spatial variability is taken correctly into account.

Finally, for an increasing degree of complexity, with the same procedure one can
create random fields, with cross correlations between the two parameters and verify
that the variables created indeed showcase the trend dictated in the field generation.
For instance, the c′ – ϕ′ fields can be generated with a negative correlation implying
that the areas showcasing a high value of one variable, will be the exact ones where
the other variable showcases its lowest values.
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For this, two negatively correlated random fields are created for two parameters
(c′ and ϕ) with a correlation coefficient ρcc = −0.99. This way, the implementation
of cross-correlated random fields along with their storing and reading in PLAXIS’
calculation kernel are verified. The inputs for c′ and ϕ′ are listed in table 4.3.

Table 4.3: Inputs for random field simple verification - cross-correlated fields
Parameter µ(c′)[kPa] µ(ϕ′)[◦] V(c′)[−] V(ϕ)[−] θv[m] θh[m]

Value 10 30 0.5 0.25 1 15

In figures 4.5 to 4.8, readers can observe plots of negatively correlated c′ and ϕ′

random fields obtained separately in Python and PLAXIS’ output panel respectively,
for scales of fluctuation of one meter vertically and 15 meters horizontally.

Figure 4.5: Random field distribution for cohesion [kPa] in Python - θv = 1, θh = 15 m

Random field of cohesion - anisotropic scale of fluctuation

Figure 4.6: Random field distribution for cohesion [kPa] in PLAXIS - θv = 1, θh = 15 m
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Figure 4.7: Random field distribution for friction angle [◦] in Python - θv = 1, θh = 15 m

Negatively cross-correlated random field of friction angle [◦]

Figure 4.8: Random field distribution for friction angle [◦] in PLAXIS - θv = 1, θh = 15 m

The past four figures confirm that the random fields are being read and stored
properly into PLAXIS’ calculation kernel, taking into account the negative cross
correlation between c′ and ϕ′. It could be observed that for the two random fields,
when one showcases areas with high values, the other one shows lower values, as
expected due to the negative cross-correlation defined between the two.

This sub-chapter was constructed to help in answering the procedural part of the
first research question of this study: ”How can a random field be created, stored and
made available to PLAXIS’ calculation kernel for the stress point properties?”

The results presented in this section show that the methodology of implementation
described in chapter 3 provides a solution regarding the storage and utilization of
random fields in PLAXIS making use of User Defined Soil Models (UDSMs).
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4.2 verification 1 - 2:1 c ′ - ϕ ′ slope
In this section, a more complex verification ensues. To complete the answer to
the first research question and (partly) answer the second research question, two
examples of simple c′– ϕ′ slopes with one soil layer are investigated. These have
previously been calculated with existing RFEM codes to assess the influence of
spatial correlation and property variability on the probability of failure of a slope.
The first example investigates a 2:1 slope, whereas the second example explores a
1:1 slope geometry. In this sub-chapter, the implementation of RFEM in PLAXIS in
this thesis is used to recalculate a simple example from literature. In the study of
Allahverdizadeh et al. (2015), a research RFEM code was utilized to calculate a 2:1
slope stability problem for a statistical distribution of c′ and ϕ′.

The performance parameter chosen is the probability of slope failure. This is com-
puted as mentioned in equation (2.4) as a sum of binary results indicating whether
or not the slope fails. In this case, failure is considered to occur when the safety
factor computed is lower than 1. As a result, the calculation stages in PLAXIS in-
volve a “Gravity loading” phase, a “Plastic” calculation phase (also called a “Nil”
phase) ensuring a better equilibrium of the system and a “Safety” phase in which
the safety factor is calculated for the particular realization. This last stage introduces
a new feature compared to the original study, which does not compute factors of
safety outside of the deterministic case. However, this is deemed useful here for the
comparison of the stochastic solution with the deterministic one.

If failure occurs in any of the first two phases, the safety factor recorded is equal to
the proportion to which the particular stage was completed to (ΣMStage in PLAXIS).
The safety factors are packaged into a cumulative distribution function for the case
in which the scale of fluctuation tends to infinity. When this is the case, the values
of the parameters tend to uniformity throughout the slope and the Monte Carlo
analysis results in a set of homogeneous solutions. Given the underlying parameter
distribution, it is expected that the mean of this set of solutions would compare well
with the deterministic solution obtained with mean parameters.

The geometry of the slope can be seen in figure 4.9, while the parameters utilized
are listed in table 4.4 (Allahverdizadeh et al.,2015). For this study, the authors used
a unique coefficient of variation for both cohesion and friction angle, V = 0.4.

Table 4.4: Inputs for the first verification (Allahverdizadeh et al., 2015)
Parameter µ(c′)[kPa] µ(tan(ϕ′))[−] V(c′) = V(tan(ϕ′))[−] β [◦] H [m] E [Pa] ν [-]

Value 5 0.364 0.4 26.6 10 105
0.3

Geometry of the slope - first verification case study

Figure 4.9: Slope geometry of the case study used for the first verification (Allahverdizadeh
et al., 2015): H = general problem dimension [m], β = slope angle [◦]
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The results obtained by the authors of the original study can be seen in figure 4.10

(Allahverdizadeh, 2015). The scale of fluctuation used is isotropic (equal in both x
and y directions) and normalized to the height of the slope (Θ = θh/H = θv/H).

Results of the original case study in the form Pf vs. Θ

Figure 4.10: Probabilities of failure as a function of scale of fluctuation and coefficient of
variation of cohesion for the first verification (Allahverdizadeh et al., 2015)

At this point, some considerations regarding the mesh generation need to be made.
In this study, the scale of fluctuation Θ = 0.01 (normalized to the height of the
slope) corresponding to θ = 0.1 m is not investigated. This is because in order to
capture this scale of fluctuation, a very fine mesh would be required. Looking back
on the elaboration in chapter 3.2, capturing this scale of fluctuation would entail a
bare minimum of spacing between two integration points smaller or equal to this
distance. While in the original code this may not pose significant operational prob-
lems, for the analysis in PLAXIS this causes a significant increase in computation
time. As a result of this shortcoming, only results for Θ > 0.1 are considered in
this verification, for which a fine enough mesh could be created to capture θ while
keeping computation times reasonable.

The authors originally used 4000 Monte Carlo realizations to obtain each point on
the curve. This was done to ensure repeatability and a good enough confidence in
the results for the very low probabilities of failure considered.

In this study, only the results of the uppermost curve in figure 4.10 are used for
the verification, for normalized scales of fluctuation starting from Θ = 0.1 and a
coefficient of variation of 0.4. As a result, the probabilities of failure investigated
do not require that large a number of realizations to achieve the same confidence
interval. Using equation (2.5), it was calculated that a number of 1000 realizations is
sufficient to achieve a 95 % confidence interval for the target probabilities of failure.

In figure 4.11, a comparison between the probabilities of failure obtained by the lit-
erature example and by the current study can be observed. The confidence intervals
corresponding to each set of results are also plotted around the curves.

It can be noticed that the RFEM framework implemented in this study results in a
good match for probabilities of failure for lower scales of fluctuation. For higher
scales of fluctuation, the solutions are not as close, however the same trend is ob-
served. A very large Θ has also been simulated in addition to the solution from
literature to check whether the trend of stabilizing probability of failure after a cer-
tain value of Θ is respected. This is indeed the case, with the scenario in which
the scale of fluctuation is very large (Θ −→ ∞) relative to the problem dimensions
yielding the same probability of failure as the case where Θ = 102 (i.e. θ = 103 m).
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Figure 4.11: Comparison of probabilities of failure between this study and the reference
study (Allahverdizadeh et al., 2015)

As mentioned before, the solution in which the scale of fluctuation tends to infinity
simulates a distribution of solutions in which the values of the parameters are equal
throughout the slope (a set of deterministic analyses). As a result, from a certain
value of spatial correlation on, the results of Pf are expected to remain the same for
a sufficiently large number of Monte Carlo realizations.

An important observation that can be made is that the tool in this study consistently
identifies slightly larger probabilities of failure. A possible explanation for this
would be that for a comparable number of elements and stress points, PLAXIS is
likely better at identifying failure due to the more complex meshing capabilities.
More specifically, in the original study no selective mesh refinement is done.

In PLAXIS, this is not necessarily the case. When creating the mesh automatically,
the software identifies the areas where mesh refinement may be necessary. These
include zones near structures, under loads and at sharp corners in the geometry.
At the same time, this implies a less dense distribution in the rest of the domain,
making the computation more efficient in terms of time elapsed to reach a solution.
For this analysis, mesh refinement is done near the slope, where sharp corners
are encountered, resulting in a much finer mesh in areas of interest for failure
development. As a result, PLAXIS may be identifying potential failure planes more
frequently, increasing the observed value of Pf in the process. This results in a more
conservative solution obtained when employing the current framework.

As mentioned previously, a number of 1000 Monte Carlo realizations was used for
all the scenarios, which ensures that all probabilities of failure considered in this
analysis are obtained with 95 % confidence as per the formula in equation 2.5.

To demonstrate that this is sufficient, the evolution of probabilities of failure for the
cases considered has been plotted against the number of realizations. These can be
seen in figure 4.12. It can be noticed that all the curves tend to be horizontal after
a certain number of realizations indicating that the solution has stabilized and a
larger number of realizations would not yield any significant changes in the result.
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Figure 4.12: Probability of failure evolution as a function of number of realizations for the
investigated scales of fluctuation

In addition to this, a plot of the cumulative distribution function of safety factors
for a very large Θ (tending towards infinity) is presented. This is useful to check
whether the mean and median solutions in this case compare well with the de-
terministic value of the safety factor. The result set in which Θ −→ ∞ simulates a
distribution of solutions in which the values of the parameters are constant through-
out the slope, but vary at each realization on the basis of their statistical distribution.
The results match well, as it can be seen in figure 4.13.

Figure 4.13: Cumulative distribution function of safety factors for the current study along
with deterministic solutions for mean, median and the deterministic solution of
the original study (Allahverdizadeh et al., 2015)
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As mentioned previously, to obtain the safety factors below a value of ”1” plotted
in figure 4.13, the value recorded is equal to the proportion to which the particular
stage was completed to (ΣMStage in PLAXIS) for the instances in which the model
fails before reaching the ”Safety” phase.

This may be an explanation for which the curve shape is different before the thresh-
old value of ”1” separating failure from non-failure. Even with this distinction, the
comparison between the original results and the current ones is a good one.

This section was elaborated to help answering two questions posed in this research:

• ”How can results for multiple different random fields be calculated automatically?”

• ”How do reliability analysis results with the implemented concept relate to results
obtained via existing RFEM codes?”

Verifying that results obtained in the current study compare well with results ob-
tained with existing RFEM codes from a literature example proves that the method-
ology of implementation described in chapter 3 provides a valid answer to the first
research question concerning the correct implementation of RFEM in PLAXIS.

The PLAXIS model elaboration and results in this sub-chapter provide a valid par-
tial answer to the second research question. In this sense, it is observed that the
general trends observed in literature are obtained with this implementation as well.

This preliminary conclusion is going to be verified further, by investigating another,
slightly more complex model in the next sub-chapter.
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4.3 verification 2 - 1:1 c ′ - ϕ ′ slope
In this sub-chapter, the framework implemented in this study is verified with an-
other case from literature. In this example from Chok et al. (2015), an independent
RFEM code was utilized to calculate a 1:1 slope stability for statistical distributions
of c′ and ϕ′ based on distinct coefficients of variation.

As in the previous example, the performance parameter considered is the proba-
bility of slope failure. The model setup and assumptions are the same as the one
in sub-chapter 4.2. The differences occur in the geometry of the slope, as well as
in the statistical variation of strength parameters c′ and ϕ′, which is not identical
anymore.

The geometry of the slope can be seen in figure 4.14, while the parameters used
are listed in table 4.5 (Chok, 2015). In this case, the coefficient of variation for
cohesion is always considered double that of the one for the friction angle, with the
combination of Vc′ = 0.5 and Vϕ′ = 0.25 being inspected here.

Geometry of the problem - second verification case study

Figure 4.14: Geometry of the slope from the original study tackled for the first verification
(Chok et al., 2015). H = general problem dimension [m]

Table 4.5: Inputs for the second verification (Chok, 2015)
Parameter µ(c′)[kPa] µ(ϕ′)[◦] V(c′)[−] V(ϕ′)[−] H [m] E [Pa] ν [-] γ [kN/m3]

Value 10 30 0.5 0.25 10 105
0.3 20

The results obtained by the authors can be seen in figure 4.15 (Chok, 2015). An
isotropic scale of fluctuation, normalized to the height of the slope (Θ = θh/H =
θv/H) is used for all scenarios.

Results of the original case study in the form Pf vs. Θ

Figure 4.15: Probabilities of failure as a function of scales of fluctuation and coefficient of
variation for properties in the original study (Chok, 2015)



30 verification

As it was the case with the previous reference study, the authors chose 4000 Monte
Carlo realizations to obtain each point on the curve. The plot used to justify the
decision can be observed in figure 4.16 (Chok, 2015). However, given that in this
thesis only the relatively large probabilities of failure from the uppermost curve
are inspected, this large a number of realizations is not deemed necessary. Consid-
ering again equation (2.5), a number of 1000 Monte Carlo realizations have been
considered sufficient to obtain the results with a 95 % degree of confidence.

Solution convergence with more realizations in the original case study

Figure 4.16: Probability of failure evolution as a function of number of realizations in the
original study (Chok, 2015)

In figure 4.17 below, a comparison between the probabilities of failure reported in
the reference case study and the ones obtained in the present thesis can be observed.
The corresponding confidence intervals are also plotted around the curves.

Figure 4.17: Comparison of probabilities of failure between this study and the reference
study (Chok, 2015)
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It can be noticed that the implementation of the RFEM concept in this study results
in a very good match with the reference study for probabilities of failure for all
scales of fluctuation considered.

An observation that can be made is that as in the previous example, the tool in
this study often identifies slightly larger probabilities of failure. This is especially
true for the higher failure probability, for which a lower number of realizations is
needed to obtain a certain degree of confidence. For lower probabilities of failure,
the calculation is more sensitive to the number of realizations. That being said,
the number of realizations chosen in this study identifies the correct probability of
failure with 95 % confidence. The differences are within this interval and the 5 %
error may partially explain the mismatch between results.

Another possible explanation for the differences in results would be that for a com-
parable number of elements and stress points, PLAXIS may be identifying failure
planes more frequently, due to the shapes of its elements and smart mesh refine-
ment on the basis of model geometry. Besides not making any assumption on
where failure planes may occur, no mesh refinement is done in the original study.

As mentioned in the previous example, in PLAXIS this is not necessarily the case.
When generating the mesh automatically, the software identifies the areas where
mesh refinement is necessary. For this analysis, mesh refinement is done near the
slope, where sharp corners are encountered, resulting in a finer mesh in areas of
interest for failure development. Consequently, PLAXIS is potentially more accurate
in representing failure planes, leading to increased observed values of the Pf .

The evolution of probabilities of failure for the cases considered has been plotted
against the number of realizations. This is done to provide visual proof supporting
the choice of the number of realizations for the Monte Carlo simulation. These can
be seen in figure 4.18 below. It can be noticed that all the curves become horizontal
after a certain number of realizations indicating that the solution has stabilized and
a larger number of realizations would not yield any meaningful changes.

Figure 4.18: Probability of failure evolution as a function of number of realizations for the
investigated scales of fluctuation
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A solution for a very large Θ has been calculated on top of the results from literature.
This is to check whether the mean and median of the distribution of results in this
case compare well with the deterministic calculation. As mentioned before, the
solution in which Θ −→ ∞ simulates a distribution of solutions in which the values
of the parameters are constant throughout the slope, but vary at each realization
with values chosen from their underlying statistical distribution.

As a result, given the properties of the underlying log-normal distribution for pa-
rameters, it is expected that the mean and median solutions will be very close to
the deterministic solution obtained with the mean parameters. This is indeed the
case, with the mean solution for the safety factors comparing well with the safety
factor declared in the paper – 1.12 – as it can be seen in figure 4.19.

Figure 4.19: Cumulative distribution function of safety factors for the current study along
with deterministic solutions for mean, median and the deterministic solution of
the original study (Chok, 2015)

On top of this, in appendix F an illustration that presents the CDFs of safety factors
for different scales of fluctuation is presented. This confirms the trend observed in
literature, that with smaller spatial correlation lengths, the distribution of solutions
tends to be narrowly spread around the mean solution. This is likely due to the
mechanism being less affected by local values of strength (smaller or larger) due to
considerable averaging of soil property values over potential failure surfaces. On
the other hand, with larger scales of fluctuation local (semi-)continuous weak zones
are more likely to develop, resulting in a larger range of possible solutions.

Last but not least, in the appendix G readers can consult a series of plots of random
fields from PLAXIS’ output panel as a function of the scale of fluctuation. This is to
illustrate the effect the scale of fluctuation has on the distribution of a parameters’
values throughout the domain of the example.

As with the previous case study, the undertaking in this sub-chapter serves to help
in answering the first two research questions, concerning the proper extraction of
results via RFEM in PLAXIS. By analyzing another case with slightly more complex
features, a more nuanced answer becomes possible for the second research question
- ”How do reliability analysis results with the implemented concept relate to results obtained
via existing RFEM codes?”. The final step in answering this question is taken in the
next chapter, in which the tool created is tested in a real-life scenario previously
investigated with existing RFEM codes.
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To validate the implementation of the RFEM concept in PLAXIS, a more complex
example needs to be investigated. In this case, the stability of the dyke under its
own weight and the influence of a high-water level is checked.

5.1 problem description
A recent example of use of RFEM to assess stability is provided by Hicks et al. (2019)
for a dyke in Starnmeer, North Holland, which was not meeting safety requirements
based on calculations with conventional methods. The study demonstrated that ac-
counting for spatial variability not only results in a more comprehensive safety
assessment, but also a less pessimistic one. While the initial deterministic calcula-
tions showed that the structure should have failed already, giving safety factors as
low as 0.59 in some areas, RFEM results are in line with the most important conclu-
sion – the dyke still stands. This example is used as a reference case study, in order
to check whether or not the implementation of spatial variability in PLAXIS yields
comparable stochastic results with the original study. The geometry of the dyke
before proposed re-design is highlighted in figure 5.1 below (Hicks et al., 2019).

Geometry of the problem - Starnmeer dyke validation case study

Figure 5.1: Geometry of the validation case study - the Starnmeer dyke (Hicks et al., 2019)

The stability of the dyke under the influence of its own weight and that of a high-
water level is investigated. The upper water level represents the global water level,
while the lower one corresponds to the water level in the underlying sand layer.

The variable parameters are the cohesion and the friction angle of the soil layers.
The point statistics of these parameters are presented in table 5.1 (Hicks et al. 2019)
along with values of saturated and unsaturated volumetric weight of the soils.

Table 5.1: Original study parameter inputs (Hicks et al., 2019)
Layer µ(c′)[kPa] µ(tan(ϕ′))[−] V(c′) V(tan(ϕ′))[−] γunsat [kN/m3] γsat [kN/m3]
Clay 1 4.4 0.58 0.773 0.081 6.9 13.9
Peat 2 3.2 0.361 0.656 0.058 9.8 9.8
Peat 3 2 0.358 0.775 0.145 9.8 9.9
Clay 4 4.5 0.559 0.544 0.012 15 15

Clay 5 5.4 0.601 0.352 0.007 15 15

Sand 6 0 0.637 0 0 20 20

33
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Some of the parameters in the original study may be considered problematic or un-
realistic. Given PLAXIS’ setting for the volumetric weight of water at ”10 kN/m3”,
values of saturated volumetric weight lower than this value could result in improb-
able outcomes. Moreover, the uppermost clay layer showcases an unrealistically
low value for the unsaturated volumetric weight ”- 6.9 kN/m3”. To overcome these
potential issues, slightly different values were used for these entities in this study.
The parameters used in the computations in this study are showcased in table 5.2

Table 5.2: Adapted parameter inputs for this study
Layer µ(c′)[kPa] µ(tan(ϕ′))[−] V(c′) V(tan(ϕ′))[−] γunsat [kN/m3] γsat [kN/m3]
Clay 1 4.4 0.58 0.773 0.081 11 13.9
Peat 2 3.2 0.361 0.656 0.058 9.8 11

Peat 3 2 0.358 0.775 0.145 9.8 11

Clay 4 4.5 0.559 0.544 0.012 15 15

Clay 5 5.4 0.601 0.352 0.007 15 15

Sand 6 0 0.637 0 0 20 20

The stochastic results obtained in the reference study as a function of horizontal
scale of fluctuation can be seen in figure 5.2 (Hicks et al. 2019) below.

Results of the original case study - CDFs of SFs and deterministic solutions

Figure 5.2: Results of the case study in the form of cumulative distribution functions for the
safety factor as a function of spatial variability (Hicks et al., 2019)

The tool that was developed as a part of this thesis is utilized to simulate this
problem in its original form, without the proposed redesign of the dyke.

The chosen performance parameter is the safety factor. The model setup and as-
sumptions are the same as the one in sub-chapter 4.2 involving a ”Gravity loading”
phase, a “Plastic” calculation phase (also called a “Nil” phase) and a “Safety” phase
in which the safety factor is calculated for each realization.

As before, if failure occurs in any of the first two phases, the safety factor recorded is
equal to the proportion to which the particular stage was completed to (ΣMStage).

The vertical scale of fluctuation is kept constant at θv = 0.5 m for the cases in which
θh is finite (θh = 0.5, 6 m). For the “point statistics” case, θv = θh −→ ∞. To simulate
this, a very large value of θv = θh = 109 m was selected.
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To ensure the scale of fluctuation is captured properly, an appropriate mesh needs
to be selected. Using the considerations of chapter 3.2, this implies that the distance
between two integration points should at least be smaller than the scale of fluctu-
ation considered. As discussed in chapter 3.2, ideally four stress points should be
distributed along a length equal to θ. This however should be balanced with opera-
tional considerations, as a too large number of stress points can make the calculation
times prohibitive, making the attainment of the target accuracy unfeasible.

Taking into account that the original code does not perform any mesh refinement,
the option is disabled, moving away from PLAXIS’ default. As a result, a regular
distribution of elements exists throughout the domain, in the attempt to represent
the original situation correctly. The mesh created can be observed in figure 5.3
below, while a zoom in to illustrate the distances between integration points can be
consulted in appendix H. There, it can be seen that for remote areas of the domain,
the spacing between two integration points is smaller than the smallest scale of
fluctuation considered in the study. However, the ideal situation in which four
stress points would capture the smallest θ = 0.5 m is unattainable here, as a mesh
compliant with this requirement would make calculation time prohibitive. It was
observed that for a number of 30,000 integration points, a test run of one realization
resulted in the setup crashing under the computational weight proposed.

PLAXIS model mesh - Starnmeer validation case study

Figure 5.3: Finite element mesh generated for the analysis of the validation case study

This may cause deviations in the representation of the random fields, larger spatial
correlations being effectively expressed due to the lack of enough closely-spaced
integration points. However, to maintain a balance between accuracy and compu-
tation performance, it was deemed that the mesh is sufficient for the scope of this
study, but this drawback should be kept in mind in the interpretation of the results.

To illustrate the random fields’ distribution throughout the domain, figures 5.4 and
5.5 showcase color maps of random field values (c′ and ϕ′) over the dyke’s geom-
etry, for the case in which θv = θh = 0.5m. As expected, pronounced randomness
can be observed concerning the values of cohesion and friction angle over the do-
main. As mentioned in the discussion about the appropriateness of the mesh, in
some regions of the geometry, the scale of fluctuation is not captured properly due
to insufficient mesh refinement. This causes areas in which the effective scale of
fluctuation expressed is larger, potentially influencing the results.
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To see how increasing spatial correlation distance influences this distribution, ap-
pendix I can be consulted where similar plots are showcased, for the combinations
of θv = 0.5 m, θh = 6 m and θv = θh −→ ∞.

Cohesion random field distribution for θv = θh = 0.5 m

Figure 5.4: Illustration of the random field for c′[kPa] for θv = θh = 0.5 m in PLAXIS

Friction angle random field distribution for θv = θh = 0.5 m

Figure 5.5: Illustration of the random field for ϕ[◦] for θv = θh = 0.5 m in PLAXIS
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5.2 results
In figure 5.6, the results obtained by the authors of the reference article (Hicks
et al., 2019) are compared to the results obtained in this study using RFEM in
PLAXIS. More specifically, cumulative distribution functions for the safety factors
are compared. On top of this, in table 5.3, a comparison between the probabilities
of failure obtained in this thesis and the ones from the reference study is presented.

Comparative results - CDFs and deterministic solutions

Figure 5.6: Cumulative distribution function of safety factors for the current study compared
to the original study (Hicks et al., 2019)

Table 5.3: Comparison of probabilities of failure between the current and the original study
Scenario Pf PLAXIS Pf Reference

θv = θh = 0.5 m 0.005 0

θv = 0.5 m, θh = 6 m 0.37 0.07

θv = θh −→ ∞ 0.32 0.32

The curves in figure 5.6 compare generally well, especially for the extreme cases
in which the scale of fluctuation is isotropic and is either very small or very large.
The match for the curve where θ −→ ∞ indicates that the implementation of the
finite element model is correct. As mentioned, when θ is very large relative to the
size of the domain, results can be seen as a set of calculations with different homo-
geneous spatial distributions of c′ and ϕ′ drawn from the underlying parameters’
distributions. Therefore, results are expected to be similar to the original ones.

For the situation in which θv = θh = 0.5 m, an explanation for the good match could
be that with pronounced heterogeneity in the soil, there is a smaller likelihood that
semi-continuous weak zones can create and as a result failure planes develop less
frequently. As a result, the CDF tends to be spread narrowly around the mean
solution. Moreover, in this case, this results in values of SF mostly above the “1”
threshold. Hence, the likelihood that the results match is also larger.

That being said, an important difference appears between the Pf obtained in this
thesis and the one from the reference study for the intermediate combination of
θv = 0.5 m, θh = 6 m. In this sense, the mention of the threshold of safety factor
equal to ”1” is significant not only due to it setting a boundary between failure and
non-failure. It also introduces a difference between this study and the original one,
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which may explain some of the deviations in results. More specifically, the way in
which safety factors below one are extracted is not the same.

A linearly elastic perfectly plastic model is employed in PLAXIS, which does not
allow the passing of the failure envelope in loading. As a result, as described in
the verification cases (sections 4.2 and 4.3), safety factors below one are counted as
ΣMStage if failure occurs in the phases before the ”Safety” phase. This also provides
a possible explanation for the distinctive shape of the cumulative distribution curves
before SF = 1 for the PLAXIS implementation in figure 5.6.

Conversely, the reference study uses a different method benefiting from the cus-
tomization powers of creating the code from the ground up. A visco-plastic method
(Zinkiewicz, 1974) is used allowing the stress state to surpass the failure envelope.
Using the strength reduction method, the lowest strength reduction factor at which
equilibrium cannot be achieved within 500 visco-plastic iterations is taken as the
value of SF. This may explain why the largest differences between the curves in
figure 5.6 occur for safety factors below this failure threshold.

Another observation which can be made with regards to the general positions of the
curves is that the results yielded by the current investigation tend to be more pes-
simistic than the original ones. All the cumulative distribution functions obtained
in this study are shifted to the left compared to the reference ones. This implies a
more significant presence of lower safety factors than in the original study.

This could be owed to a variety of factors. As mentioned previously, the largest
differences tend to appear in the region in which SF < 1, in which a different
method of extraction and accounting is utilized. This is likely the most significant
reason for the deviation in results between the two studies.

Another possible explanation could be numerical. The shapes of elements are differ-
ent, with the original study using rectangular elements as opposed to the 15-noded
triangular elements taken as default by PLAXIS. Moreover, the number of integra-
tion points is not identical. In this study, only the logical assumption that the
distance between two points should not be larger than the scale of fluctuation has
been made. However, no information is known about how many stress points or
elements have been generated for the calculation in the original study.

Moreover, as mentioned when discussing the mesh in figure 5.3, in some remote
parts of the mesh the conditions discussed in chapter 3.2 for the stress points’ spac-
ing are not complied with. This can also influence the accuracy of the results,
although the influence of this component is likely relatively small when comparing
it to the aforementioned core numerical factors.

Finally, a potential reason for the different results may be the adaptation of param-
eters. Even though the changed set of parameters yields the same deterministic
result, it is possible that under the influence of randomness and the other factors
of deviation (different way of choosing SF < 1, element shapes and stress point
distributions), the error propagates, causing a difference in the stochastic solutions.

A more detailed view of the same curves as the ones in figure 5.6 can be consulted
in appendix J, in which comparisons are plotted specifically for each scale of fluc-
tuation. Using this vantage point, one can observe that the match between curves
tends to be much better for the extreme cases than for the intermediate situation.
Moreover, the influence of using a different method for extracting safety factors
below the failure threshold on the curves shapes can be observed more clearly.
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This chapter was the final step in elaborating an answer to the second research
question ”How do reliability analysis results with the implemented concept relate to results
obtained via existing RFEM codes?”.

In analyzing a real life case study, a more nuanced answer can now be formulated
for this question, understanding the merits and shortcomings of RFEM in PLAXIS.
Preliminary insights include:

• General trends identified in literature (Hicks, 2014) with respect to the influ-
ence of spatial variability on slope stability are confirmed with this implemen-
tation as well. More specifically:

1. For relatively small scales of fluctuation, the failure mechanism passes
through strong and weak zones in virtually equal measure. As a result
of this averaging of soil properties, the distribution of solutions tends to
be narrowly spread around the mean solution.

2. For intermediate scales of fluctuation relative to domain size, it becomes
possible for failure to propagate through semi-continuous zones of weak-
ness. This happens as failure planes seek the paths of least resistance,
hence the lengthier the weak zones, the likelier failure becomes. As a
result, the distribution of safety factors widens, yielding larger probabili-
ties of failure as values of horizontal spatial correlation lengths increase.

3. For very large spatial correlation distances, the ”effective” distribution
of parameters tends towards the underlying parameter distribution. As
a result, a large range of possible solutions is obtained, with the mean
of solutions approximately coinciding with the deterministic solution ob-
tained with the mean of parameters. This could be used by users as a
conservative solution in a stochastic analysis, in the case in which no
information exists concerning the scale of fluctuation.

• As seen in the results of sections 4.2 and 4.3, and the set of cumulative distri-
butions in figure 5.6, PLAXIS tends to identify larger probabilities of failure
in geotechnical problems, for a suitable selection of mesh size and number of
realizations. This is potentially owed to the more sophisticated meshing pos-
sibilities in-built in PLAXIS, such as selective mesh density increases in key
areas. Moreover, as the failure plane is not fixed a priori, the failure mecha-
nism is allowed to find the path of least resistance through the soil.

That being said, interpretation should be meticulously done, as for cases in
which the mesh density is not sufficient, the effective scale of fluctuation cap-
tured by the model would be larger, resulting in semi-continuous weak zones
not expected from the original definitions of spatial correlation values. These
likely ensue increased likelihood of failure, translating to larger values of Pf .

• An upper threshold exists for the extent of mesh refinement and implicitly for
scale of fluctuation representation. It was observed that surpassing a number
of 30,000 integration points when trying to capture θ accurately all over the
domain, the Python code crashed under the computational weight proposed.
Technically, the size of the auto-correlation matrix exceeds the memory avail-
able, causing the script to crash. This is problem specific and once exceeded,
calculation is not feasible anymore. As a result, accuracy may come at the
expense of operational performance, reason for which a balance needs to be
carefully obtained by the user.





6 DEMONSTRAT IVE CASE STUDY

In this chapter, a realistic problem which has not been previously analysed with
RFEM is tackled. The purpose of this case study is to showcase the potential the
implementation in this thesis has unlocked for the resolution of more intricate prob-
lems while accounting for the spatial variability of soil properties.

6.1 problem description
In this case, the feasibility of building a foundation next to a slope is investigated.
For this situation, both the variability of strength parameters (c′ and ϕ′) as well as
that of stiffness (characterized by the shear modulus G) are considered. This allows
for a multi-purpose analysis of both the stability (ultimate limit state) as well as the
operational performance of the structure (serviceability limit state).

By quantifying the displacements at the corners of the foundation, one could obtain
a perspective about how spatial variability may influence differential displacements
occurring as a result of the construction of a foundation of a certain weight. This is
further elaborated to understand if the differential displacements cause the violation
of the foundation tilt serviceability criterion, as set by the Eurocode 7 (CEN, 2004).

In figure 6.1 below, the location of the potential site of the foundation on the coast
of Constanta, Romania is illustrated (Google, 2022). The geometry extracted from
the side view is utilized to set up the 2D model. Simplifying assumptions are made
implying the soil is uniform in the 3rd dimension and that the other buildings are far
enough from the site not to exert any influence on the behaviour of the foundation.

Case study tentative construction site

(a) View from the coast (b) Side view

Figure 6.1: Views of the site of the foundation analyzed in this problem (Google, 2022)

Using a typical soil distribution from the area extracted from a geotechnical study,
the PLAXIS model is set up. The soil column includes three layers, while the foun-
dation is set to be a rigid foundation, modelled as a plate accompanied by a line
load on top. To perform the serviceability check, the displacements at the corners
of the foundation are extracted. The mesh created including the aforementioned
points of emphasis can be seen in figure 6.2 on the next page.

41
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PLAXIS model mesh with points of output extraction

Figure 6.2: Mesh with output extraction points for the demonstrative case study

The mean parameters extracted from the site investigation report are listed in table
6.1, while the properties of the foundation are shown in table 6.2. The statistical
variation of soil parameters is chosen using ranges reported by Cherubini (2000).

Table 6.1: Stochastic inputs for soil properties in the analysis of foundation serviceability
Layer µ(c′)[kPa] µ(ϕ)[◦] µ(G)[kPa] V(c′)[−] V(ϕ)[−] V(G)[−]

Top - Silty Sand 5 24 6,000 0.35 0.1 0.3
Mid - Calcareous Sand 21 23 9,000 0.035 0.01 0.03

Bottom - Silty Clay 66 15 10,000 0.035 0.01 0.03

Table 6.2: Inputs for plate properties in the analysis of foundation serviceability
Property w[kN/m/m] EA1[kN/m] EI[kN/m2/m] |qy|[kN/m/m]

Values 7 2 ∗ 107 54 ∗ 104 50

To exacerbate the illustrative impact of the example, the top layer’s properties are
considered to vary more significantly, as this top stratum is the one interacting
directly with the foundation. The two soil layers below it are considered a firm
base, whose strength and stiffness parameters vary only slightly.

To check whether this assumption holds, a deterministic safety analysis of the prob-
lem with mean parameters was performed. The illustration, which can be checked
in appendix K shows that the failure mechanism is local and does not extend to
the bottom layers. This makes the assumption reasonable, but any such hypotheses
should be checked as part of the model preliminary review. This calculation of a
safety stage on top of the iterative model yielded a safety factor of 2.5, showing that
without spatial variability considerations, the situation is deemed far from failure
by the conventional analysis. Moreover, this hints that low probabilities of failure
can be expected for ULS in case of very large spatial correlation values.

Different scenarios are considered in order to capture the impact of spatial variabil-
ity on structural performance. These are listed in table 6.3 below.

Table 6.3: Scenarios of analysis as a function of θ

Scenario θv [m] θh [m]
I 2 2

II 2 10

III ∞ ∞

First, a vertical scale of fluctuation of two meters is fixed for the initial two scenarios.
The first scenario simulates a situation in which a lot of spatial averaging and a
relatively homogeneous behavior of the soil layers are expected.
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Then, a more realistic case is considered by increasing the correlation distance hori-
zontally. Finally, a situation in which both the vertical and horizontal spatial corre-
lation are very large (θ −→ ∞) relative to the size of the domain is considered. This
selection is similar to that in previous case studies considered, in order to verify
whether similar trends in the distributions of results are observed.

As with every numerical model, a critical evaluation of the mesh is necessary. With
RFEM, this is even more significant, as an inappropriate mesh would not fully cap-
ture the spatial variability defined by the user, as elaborated in chapter 3.2. Retain-
ing in mind the guidelines there, figure 6.3 provides a detailed look at one of the
remote areas in the mesh of the model presented in figure 6.2, where the elements,
and implicitly the spacing between stress points, are the largest.

Detailed view of the largest elements in the mesh

Figure 6.3: Zoom in view on stress point (purple) spacing at a remote area in the mesh

Making use of the scale and stress point illustrations provided by PLAXIS’ output
panel, it can be observed that for the smallest scale of fluctuation considered (two
meters), at least three stress points are distributed along this distance, be it vertically
or horizontally. This ensures that the spatial correlation is properly captured and
that the mesh is not too coarse. Depictions of property values’ distribution over the
geometry can be consulted in appendix L, reinforcing this statement with illustra-
tions of the influence of spatial variability on parameter values over the domain.

Having established the validity of the model assumptions and the appropriateness
of the mesh, failure criteria need to be set. For the ultimate limit state, failure
is defined as in previous examples by total structural failure in any of the stages
defined for the model. For serviceability, failure is defined as the point where the
value of a the serviceability criterion is exceeded. These are packaged in cumulative
distributions of values and probabilities of failure as defined by equation 2.4.

The performance threshold for foundation tilt is set by the Eurocode (CEN, 2004)
at ”1/300” which corresponds to approximately 0.2 degrees. This is quantified
irrespective of direction, although by accounting for spatial variability, one could
potentially also get an idea of preferential directions of tilt for this geometry.

In the staged construction panel, the following phases are defined:

• Initial Phase - Gravity loading - creates a stress state over the geometry;

• Nil Phase - Plastic analysis - Ensures a ”better” balance of the stress state;

• Load Phase - Plastic analysis - Structure and load activation.

For this example, at the end of each Monte Carlo realization, the output panel is
opened such that results for structural elements are extracted. This is something
to be taken into account when considering computation times, which are slowed
down slightly by opening and closing the output application at each realization.
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6.2 results
In the paragraphs that follow, results are presented, either in the form of cumula-
tive distributions of values or as probabilities of failure. In this latter case, a goal
accuracy of 90 % is selected. This is done to achieve a balance between accuracy and
operational performance. Having an extra random parameter (G), coupled with the
extensive geometry and fine mesh to capture the scale of fluctuation, implies that
lowering the accuracy criterion is needed to keep computation times acceptable.

In conformity with equation 2.5, a number of 750 realizations was needed to en-
sure this accuracy is reached for all performance parameters, dictated by the cases
showing the lowest probabilities of failure in the preparatory review. The lower
standard of accuracy practiced compared to previous examples is a consequence
of increasing model complexity. Hence, aiming for a larger accuracy would have
made computation times prohibitive for the scope of this analysis.

The first check is done for the general slope stability, i.e. ultimate limit state. This
is quantified in terms of the probability of failure, as described in all previous
examples. The evolution of Pf for the slope under the load of the foundation, as a
function of the number of realizations performed is illustrated in figure 6.4.

Figure 6.4: Slope failure probability as a function of number of realizations

In this particular situation, it can be noticed that in the extreme cases (θv = θh = 2
m or θv = θh −→ ∞) the probabilities of failure tend to be lower. This could be
suspected, as in both cases the behaviour of the soil is approaching that of a homo-
geneous block. Since slope failure is not influenced as significantly by the geometry
(deterministic SF = 2.5), the main negative mobilizer is the load imposed by the
foundation weight. Under a constant load, the worst case situation is encountered
when the spatial variability is pronounced enough such that weak zones can form,
which could result in failure under the imposed load.

This result proposes a very interesting practical implication. Even with a sensitiv-
ity analysis, a set of deterministic results would not be able to capture this phe-
nomenon, as proven by the extremely low probability of failure showcased by the
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situation in which θ −→ ∞. However, for the same geometry and load imposed, if
spatial variability is accounted for, probabilities of failure become more significant
and must be taken into account in the design process.

Moving on, in figure 6.5 below, the cumulative distributions of tilt can be observed
for the cases in which the scales of fluctuation are finite, plotted along the service-
ability limit proposed by the Eurocode. In the case in which spatial correlation is
infinite, there is no tilt, so the results are not meaningful, therefore not presented.

Figure 6.5: CDF of tilt [◦] comparison for θh = 2m and θh = 10m (both with θv = 2 m

It must be noted that this figure only illustrates the tilt obtained for cases in which
the structure does not fail. The rationale behind this is the consideration that if
ultimate limit state failure occurs, then this would imply serviceability failure also
occurs. However, if the structure fails, the displacements displayed in the final
phase would be inappropriately large values for the purpose of this illustration.

As in previous observations in literature, for an intermediate horizontal scale of
fluctuation, the likelihood of encountering a weak zone at the interface with the
foundation is larger. As a result, the probability of exceeding the serviceability limit
is more significant as well. Conversely, when small scales of fluctuation relative to
the foundation length (L f oundation = 15 m) are considered, the soil underneath acts
more uniformly due to more pronounced spatial averaging.

To show that the number of realizations performed is sufficient, the evolution of fail-
ure probability with respect to the tilt serviceability criterion (Pf ,Tilt) as a function
of number of Monte Carlo realizations is presented in figure 6.6 on the next page.

An important observation that needs to be made with respect to this figure relates to
the number of realizations needed to approach the real solutions. It can be seen that
for the first ≈ 400 realizations, probabilities of failure fluctuate and the hierarchy
is blurred, before the real trend starts crystallizing. This goes to show that the
importance of the number of realizations needed to reach a stable solution should
not be understated. Hence, users should try to define expectations in this sense
before running their analyses by using equation 2.5 for a predicted Pf .
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Figure 6.6: Tilt Pf as a function of number of realizations for the serviceability analysis

This chapter was entirely constructed to help answering the final research question
posed in this study: ”How can the created tool be utilized to solve more complex geotech-
nical analyses, while taking into account the spatial variability of soil properties?”. The
elaboration presented in this section, built on the insights exposed previously in
the report illustrates how the implementation of RFEM within PLAXIS’ capabilities
unlocks a number of new avenues of investigation with RFEM:

1. Users can now utilize the concept behind RFEM to consider spatial variabil-
ity in multi-purpose analyses using the MC constitutive model in PLAXIS.
Calculations can involve both ULS and SLS checks, all while easily account-
ing for construction stages, variable water levels, or soil-structure interaction
information that can be extracted through outputs available in PLAXIS.

2. By accounting for spatial variability in problems involving soil-structure inter-
action, meaningful outcomes can be revealed and quantified:

• When slope failure is not decisively influenced by geometry (determinis-
tic SF = 2.5), it has been observed that for a constant load, failure prob-
ability becomes significant due to the development of semi-continuous
weak zones underneath the foundation. Confirming a trend identified
in literature case studies without external loads imposed on the slope,
the Pf observed is larger for an intermediate horizontal scale of fluctua-
tion (θh = 10 m −→ Pf = 0.12) as opposed to a small one (θh = 2 m −→
Pf = 0.08). Crucially, a set of deterministic analyses (θ −→ ∞) would be
oblivious to this possibility, as shown by the Pf −→ 0 in figure 6.4.

• The magnitude of differential settlements can be grasped in a more realis-
tic manner. The probability of exceeding the EC7 serviceability criterion
for tilt can also be quantified subsequently. A similar hierarchical trend
is observed in the probability to exceed this performance goal (figure
6.6), with θh = 10 m resulting in a Pf ,Tilt ≊ 0.3, while for a smaller
θh = 2 m, Pf ,Tilt ≊ 0.25, assumed to be the result of the same mechanism
of semi-continuous weak zones development. In this case, results of a
set of deterministic analyses (θ −→ ∞) also deemed the violation of this
criterion impossible (Pf ,Tilt = 0), reinforcing the merits of this method.



7 GOOD PRACT ICES AND REMARKS ON
FUNCT IONAL I TY

Given the intricate nature of this elaboration, a section on good practices in mod-
elling is considered indispensable. First, the chapter provides a general recipe for
the utilization of the created tool. Then, factors influencing the performance of
modelling for this particular implementation are discussed.

7.1 rfem in plaxis recipe
While a certain degree of user customization is possible, it is always useful to have
a systematic approach when it comes to modelling procedures. This sub-chapter
provides this as a distillation of experiences acquired by the author throughout this
research. A visual representation of the steps involved in the employment of RFEM
with PLAXIS is presented in figure 7.1 below.

Procedural steps for the use of RFEM with PLAXIS

Figure 7.1: Recipe for systematic use of RFEM in PLAXIS

The procedure is described in more detail in the enumeration on the next pages.
The first three steps are not specific to RFEM and are general good practices for site
investigation data evaluation and finite element modelling. That being said, some
features need to be selected to accommodate for spatial variability, such as a fine
enough mesh to capture θ properly. Steps 4 to 7 are specific for RFEM and their ex-
ecution could be done independently after setting up a PLAXIS model ”manually”.
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1. Obtain parameter distributions

One of the crucial steps in the practical implementation of RFEM is the deter-
mination of the statistical distributions for the parameters employed. Just as
importantly, the spatial correlation parameters should be obtained by:

• Laboratory testing:

– Mean and standard deviation (µ, σ) of parameters.

• Site investigation:

– Mean and standard deviation (µ, σ) of parameters;

– Scale of fluctuation values (θh, θv) - ideally using a suitable number
of closely-spaced data points (de Gast, 2020).

2. Set up the PLAXIS model

This important building block starts with creating the geometry and material
data sets based on the mean/characteristic properties inferred from the site
investigation. Between the setup of structural elements and the definition of
water levels and construction stages, a mesh review is imperative. To ensure
the compliance of the mesh with the criteria discussed in chapter 3.2, the
following checks are needed when using the framework in this study:

• Ensure θ is captured properly in both directions. The distance between
two stress points should not be larger than the spatial correlation length
considered in that particular direction;

• Ideally, 4 stress points should exist over a distance equal to the spatial
correlation length (Spencer, 2007). For instance, if θ = 1 m, the distance
between two stress points should ideally be ≤ 0.25 m.

3. Deterministic analysis

This step is important for a number of reasons, ranging from expectation man-
agement to operational goals. It may be followed by a mesh sensitivity analy-
sis in a range filtered using the previous step. Functions include:

• Setting a benchmark in analysis and complying with conventional cal-
culation standards. These benchmark outputs can be used to define a
performance criterion. For instance, a realization could be counted as
attaining failure if the total displacement exceeds the value obtained in
the deterministic analysis with characteristic values. With a sensitivity
analysis and this reference value, users can define an expectation of dis-
tance from failure of the model, in relation to the selected performance
criterion. This expected Pf value is then used to predict the number of
realizations needed to achieve a goal accuracy using equation 2.5;

• Allowing the user to check the appropriateness of the model, concerning
boundary influences or any other assumptions made. For instance, the
demonstrative case study in this thesis (chapter 6) implied significant
parameter variation only in the top layer, assuming the two bottom layers
act as a firm basis. If the deterministic analysis revealed influence of the
latter on the failure mechanism, the assumption would be invalidated;

• Allowing the user to access the output panel, from which stress point
coordinates can be extracted, manually or using the scripting interface.
These are used to generate spatially correlated fields in the next step.
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4. Random field generation

This step is detailed in the text around figure 3.2 of sub-chapter 3.1.1. In sum:

• Definition of point statistics (µ, σ) and spatial correlation parameters (θv, θh);

• Computation of the distance matrix −→ spatial correlation structure;

• Generation of spatially-correlated random fields from an underlying sta-
tistical distribution (here standard normal);

• (Optional) Definition of a cross-correlation matrix ”R” and
computation of its Cholesky factorization ”L”;

• (Optional) Calculation of cross-correlated random fields ”ξ”;

• Transformation to log-normally based variables (using 3.1, 3.5 and 3.6):

– ”ZLN” for non-cross-correlated fields (3.5);

– ”ξLN” for cross correlated fields (3.6).

5. Pre-run checks

• Saving the number of integration points to a text file which will be read
by the UDSM when employing the constitutive model in calculation;

• Creation of PLAXIS objects for the construction stages and the pre-allocation
of output variables in the correct size, with vector lengths corresponding
to the number of realizations ordered for the Monte Carlo simulation.

6. Run the Monte Carlo loop

• Exporting the random fields from the Python script to a text file at each
realization. The destination and format of this file should correspond to
the way in which this was coded in the UDSM. By placing it in the loop,
a different random field is utilized for each realization;

• Marking the phases for calculation;

• Ordering the calculation and extract the desired output variables;

• Quantifying the duration of the analysis for operational evaluation pur-
poses as a final command of the loop.

7. Post-processing

• Computation and illustration of Pf evolution as a function of the number
of realizations (using the definition of Pf in equation 2.4);

• Calculation and illustration of stochastic results for desired outputs (PDFs,
CDFs of safety factors, displacements, forces etc.)

This is of course the recipe found most appropriate by the author on the basis of
the experience acquired in elaborating this thesis. Other users may adapt the order
of steps to their preferences, but the logical sequence is likely to be the same.

In the next section, some considerations concerning the factors influencing the op-
erational performance of the implementation are described in more detail.
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7.2 operational considerations
As suggested in previous chapters, the upside of the tool elaborated and described
in this thesis does not come without trade-offs. These are most decisively related to
computation times and how choices made by users may strengthen or undermine
the efficiency of calculations. A balance needs to be found between accuracy and
speed, for which users need to consider the following:

1. Mesh density needed

• Geometry: This is one of the more stable elements to consider, as it is
dictated by the problem to be solved. The smallest domain that does not
impose boundary influences should be selected to limit the remote num-
ber of integration points needed for accurate problem representation.

• Scale of fluctuation (see 3.2 for more details): A mesh should be selected
such that the smallest scale of fluctuation is captured properly. If ensur-
ing this is not possible throughout the domain, this should at least be
true in the areas deemed most influential to the calculation.

• Number of integration points: The combination of the previous two factors,
results in a final number of integration points. This is the quantitative
variable to be optimized. With a smaller number of integration points,
less values need to be transported to PLAXIS easing the load to be taken
by the calculation kernel. If too large, the number of stress points can
make the computational expense of the analysis unacceptable.

2. Calculation characteristics

• Number of construction stages: This is an influential degree of freedom.
Naturally, the larger the number of phases, the longer the duration of
a realization. This is likely not subject to optimization. Nevertheless, it
should be taken into account when assessing the performance of a model.

• Desired output variables: Depending on the type of variables to be ex-
tracted, the output panel may or may not require opening. In an ultimate
limit state analysis, this is not needed as outputs can be extracted directly
from the input panel at the end of a calculation phase.

3. Influential soil parameters

• Number of parameters: Depending on the type of analysis performed, one
could expand the UDSM to take into consideration as large a number
of variables as possible. This becomes counterproductive from a certain
point on, as the increase in computation times is not linear when increas-
ing the number of parameters. This can be seen in table 7.1, in which a
comparison between calculation times for different numbers of random
parameters considered in the final case study is presented. Consequently,
practitioners should exercise engineering judgement and ”randomize”
only the most influential parameters for the calculation undertaken.

Table 7.1: Computation times as a function of random parameters in the final case study
Parameter no. Time/realization [s]

1 53

2 92

3 190

For a complete overview of the average computation times recorded in the case
studies of this thesis, readers are referred to appendix M.



8 D ISCUSS ION

The overarching objective of this research was to make a first step in bridging the
gap between science and practice by making the consideration of inherent spatial
variability of soil properties accessible in software widely used in geo-engineering
practice. This undertaking does not come without caveats, prompting a need for a
discussion around the implications of this project.

Thus, this chapter addresses the nuances and limitations surrounding the findings
presented in this thesis. In treating separately the implementation, validation on
the reference studies from literature and the new possibilities showcased with the
demonstrative case study, readers can link back these observations to the three main
research questions stated explicitly in section 1.2.

8.1 implementation
1. General

• Parameter determination and uncertainties

As pointed out throughout the document, the main driver of this research
direction is the need to capture soil heterogeneity, which is expensive
to characterize through direct methods. Given the importance of spatial
variation observed both in literature, as well as in this study, users should
be aware of potential uncertainties throughout the data supply chain.

When considering spatial variability, it is worth noting that a large range
of values have been reported in literature, especially for the horizontal
scale of fluctuation (Nie et al., 2015; Arnold, 2016). Furthermore, it may
be challenging to define a unique value of θ for a site, as more than
one value could be observed depending on the source of heterogeneity
(Vanmarcke, 1983). For instance, a site may be characterized by a large
value of θ which can be traced back to the geological deposition trends
and a much smaller one originating from the local hydrodynamic history.

Details on these, as well as methods for estimating vertical and horizontal
scales of fluctuation, while quantifying the uncertainty of assessments are
elaborated extensively by de Gast (2020).

Besides the inherent soil variability, uncertainty may propagate along
the supply chain through statistical uncertainty associated with number
of measurements (Student, 1908) as well as transformation errors occur-
ring when translating from measurements to model parameters (Ching
& Phoon, 2015; Wang et al., 2017; van der Krogt et al., 2019).

This is all to say that a critical view of statistical distributions and spatial
correlation of parameters is imperative. These need to be obtained and
meticulously reviewed for each project before being used in calculation.
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2. RFEM in PLAXIS specific

• Constitutive modelling and UDSMs

The implementation of RFEM in PLAXIS in this study was performed
using an example UDSM, provided by PLAXIS to support users in this
endeavor. This implied an already programmed constitutive relationship,
in this case based on the Mohr-Coulomb failure criterion. Generally, this
soil model is only used for ”crude” approximations, unable to capture
more complex soil features, such as hardening, softening or stress history
(Bentley Systems, 2022).

This should be taken into account by users that may want to use the
tool developed in this thesis as a ready-made product, potentially justi-
fying more advantageous outcomes. The ability to capture a previously
ignored feature of the ground in a probabilistic way does not exclude the
need for users to properly express relevant behavioral characteristics of
different soils.

• Dimensions considered

In this study, the implementation of spatial variability in PLAXIS is only
done for the 2D version of the software. The same concept can be ex-
panded towards 3D modelling. This capacity to solve models accounting
for the three spatial dimensions is in fact one of PLAXIS’ strong suits.

That being said, one of the main drawbacks of RFEM, which is even more
glaring in this employment in PLAXIS, is the calculation expense. As a re-
sult, it is foreseeable that such undertaking would make this shortcoming
even more noticeable hindering the practical appeal of the framework.

• Further automation

The procedure developed and proposed in this study is relatively intri-
cate and it involves a potentially sensitive connection between many in-
terfaces: Python for scripting, FORTRAN for DLL creation and PLAXIS
for model creation. This may become an inhibiting factor for practition-
ers in the journey towards wide adoption in the engineering community.

With more time allowing for development, the tool could become more
user-friendly, through better programming limiting the need for user in-
teraction with the source code, all while improving the user interface.
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8.2 validation
In the examples tackled for the validation of the framework proposed, trends are
matching generally well, but some differences between results still occur. These
could come as a result of deviations from the procedures used by authors of the
original studies, or other limitations, both outlined below:

• Calculation method

When employing the Mohr-Coulomb model formulation in calculations, a lin-
early elastic perfectly plastic computation method is utilized. In the form
utilized by PLAXIS, the stress state cannot surpass the failure criterion.

Conversely, the case studies in the verification steps (chapter 4), as well as
the validation on the Starnmeer dyke (chapter 5) employ a visco-plastic algo-
rithm (Zinkiewicz & Corneau, 1974). This starts by an application of gravity
loading. As soon as stress states at certain points exceed the failure envelope,
these yielding stresses are redistributed to neighbouring elements which still
have strength reserves. Eventually, non-covergence of the algorithm for a cho-
sen maximum number of iterations is used to define slope failure, usually
simultaneous with large nodal displacements (Griffiths & Lane, 1999).

• Finite elements characteristics

Another meaningful difference between this study and the original literature
examples treated occurs at the level of the finite elements properties. For
starters, PLAXIS uses triangular finite elements, while the results of the origi-
nal studies utilized for verification (chapters 4.2, 4.3) are obtained employing
rectangular elements in computation.

Moreover, the number of integration points in the examples is not stated ex-
plicitly. Even if in the verification cases, this could be inferred indirectly from
the shapes of the elements and the area of the slope, a level of uncertainty still
exists, therefore the number of integration points cannot be replicated exactly.

Furthermore, as detailed in the validation chapter 5, in the default mesh gen-
eration PLAXIS performs a mesh refinement near areas expected to be of in-
creased importance (sharp corners, near structures, loads). Therefore, even if
the number of stress points was equal, the refinement and the differences in el-
ement shapes would make their comparative locations distinct. Consequently,
results are unlikely to match perfectly.

• Meshing to capture θ

Several studies have shown that by accounting for the spatial variation and
location of measurement data, structural response uncertainty reduces (Jaksa,
et al. 2005, Lloret-Cabot et al., 2012; Li et al., 2016).

As discussed in chapter 3.2, to capture the spatial variability properly, certain
stress point spacing requirements exist. In extensive geometries, it is challeng-
ing to comply with these requisites, as a large number of integration points
would be needed to ensure compliance all over the domain. In turn, this
would determine a more significant computational expense, which at some
point can make the calculation time prohibitive.

In the validation case (chapter 5), it was observed that if more than 30,000 inte-
gration points were generated, the distance matrix creation caused the Python
API to crash. This could become a significant limitation for very complex
problems, requiring detailed modelling over extensive geometries.
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• Nature of verification examples

Although very illustrative and easy to follow due to their simplicity, the verifi-
cation cases (chapters 4.2, 4.3) essentially represent numerical demonstrations.
Their chosen parameter combinations are not extracted from a real site investi-
gation and are likely selected to drive home a point: the importance of spatial
variability in stochastic quantification of failure probabilities.

As a result, even though they serve as indication that the implementation
of RFEM in PLAXIS is performed correctly, the results should be examined
critically. More focus should be placed on the validation case study (chapter
5) which is based on more realistic parameter distributions.

Another caveat of the verification in this thesis is represented by the results
used as references from the original study. In this research, the curves showing
the highest probabilities of failure have been chosen for comparisons, as they
required the lowest numbers of realizations to obtain converged solutions with
high degrees of accuracy (equation 2.5).

In practice, for structures where consequence-based risk is large, very low
probabilities of failure are required. Hence, the method needs to be tested
further in situations requiring low Pf and high accuracy. That being said, due
to the significant computational expenses of RFEM, coupling this implementa-
tion with more advanced methods like subset simulation (van den Eijnden &
Hicks, 2017) may be necessary for accurate predictions of very low Pf values.

8.3 expansion
Variation in soil properties has been shown to influence system behaviour in many
types of geotechnical applications. Researchers have analysed problems involving
shallow, strip and pile foundations (Jaksa et al., 2005; Suchomel & Ması́n, 2010;
Naghibi et al., 2016), retaining walls (Sert et al., 2016), liquefaction of hydraulic
sand fills (Wong, 2004; Hicks & Onisiphorou, 2005; Popescu et al., 2005) and most
extensively slope stability (Griffiths & Fenton, 1997; Hicks & Samy, 2002; Spencer &
Hicks, 2007; Hicks & Spencer, 2010; Hicks et al., 2014; Li et al., 2016; Varkey. 2020).

The demonstrative case study tackled in chapter 6 proposes a hybrid situation in
which the behaviour of a foundation next to a slope is investigated. The novelty
occurs in the serviceability analysis performed which shows the importance of spa-
tial variability in the performance of the structure with respect to tilt, as opposed to
previous studies which have generally only considered ultimate limit state.

While showcasing the potential of the implementation, this study is not enough to
prove the whole palette of new options this research unlocked. To increase confi-
dence in the utility of the framework, this needs to be tested on other applications
as well, such as different types of foundations, excavations, retaining walls etc.



9 CONCLUS IONS AND
RECOMMENDAT IONS

The practical objective of this thesis was to create, validate and test a framework
of implementation of the random finite element method (RFEM) in PLAXIS. This
would allow practitioners to account for spatial variability of soil properties ob-
served in site investigations in their FEM models, getting one step closer to replicat-
ing the real soil distribution in standard calculations.

Furthermore, the overarching objective of this research line is to bridge the gap
between science and practice regarding general consideration of soil properties’ het-
erogeneity in standard calculations, all while approaching a state where stochastic
analyses are engineering practice, surpassing the paradigm of safety factors.

In this sense, the findings of this thesis are summarized as answers to the research
questions formulated in section 1.2. Recommendations for proper use of the frame-
work and for further research bring this document to its natural completion.

9.1 conclusions
1. How can spatial variability be implemented in PLAXIS?

a) How can a random field be created, stored and made available to PLAXIS’ calcu-
lation kernel for the stress point properties?

• Creation of random fields - general: This step takes place in a Python
code encircling the PLAXIS model, via the procedure described in
detail in the text surrounding figure 3.2 of sub-chapter 3.1.1 and the
example code in appendix A. Using point statistics (µ, σ) and spatial
variability properties of parameters (θv, θh) from laboratory and site
investigations, with stress point coordinates from the PLAXIS model,
users can create spatially-correlated random fields on the basis of the
distances between stress points. For this, an appropriate correlation
model (here Markovian, 3.2) and a suitable underlying probabilistic
distribution (here log-normal) also need to be selected as a basis for
random field generation.

• Storing and availability in kernel - RFEM in PLAXIS specific: This
step is performed by linking the aforementioned Python code with
the adapted UDSM, as described in sub-chapter 3.1.3 of the method-
ology. The modifications required are explained in detail in sub-
chapter 3.1.2 and summarized by figure 3.4. The adaptation of the
UDSM implies programming it to read the random fields generated
and exported from the Python code. Storing can be made efficient
using a command that orders the UDSM to read the fields for a real-
ization only once (see appendix B for syntax details).
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As UDSMs define the stress-strain relationship for each integration
point, the code needs to be forged to access the corresponding value
at the correct integration point from the previously read random
field. This is possible using existing variables from the original
code and a known relationship between global and local integration
points’ positions (equation 3.7).

b) How can results (probabilities of failure, safety factors, deformations etc.) for
multiple different random fields be calculated automatically?

After setting up the phases in the PLAXIS model, this step is done by
ordering the Monte Carlo simulation loop from the scripting interface as
described in section 3.1.3 and exemplified in appendix C. This implies or-
dering the calculation of each stage of the model, while extracting the de-
sired output at the end of each loop iteration. Depending on the desired
variables, opening PLAXIS’ output panel may or may not be needed.

For ULS analyses, it is sufficient to quantify at which point a non-safety
phase failed (via the ΣMStage parameter), or by extracting the reached
safety factor (Reached ΣMs f ) for a safety phase from the input panel.
Conversely, in SLS calculations, the output panel needs to be opened at
each realization to allow for the extraction of variables such as displace-
ments, or forces experienced by structural elements of the model. This
has a small adverse influence on the computation time of a realization.

2. How do reliability analysis results with the implemented concept compare
to results obtained via the existing RFEM codes?

a) As shown in chapters 4.2, 4.3 and 5, trends identified in literature for the
reliability of slopes are confirmed through the present framework as well.
More specifically, observations of the influence of spatial variability on
slope stability are consistent with previous investigations (Hicks, 2014):

• For small scales of fluctuation relative to domain size: The soil acts as a
block due to pronounced averaging of soil properties. This makes
potential failure planes passing through weak or strong zones virtu-
ally just as likely, impeding the propagation of these failure surfaces.
This results in a narrow distribution around the mean solution.

• For intermediate scales of fluctuation relative to domain size: In this con-
figuration, semi-continuous weak zones start creating. As failure
follows the path of least resistance, in this case the spread of results
(SFs) increases and higher probabilities of failure are observed.

• For very large scales of fluctuation relative to domain size: This situation
yields the largest range of possible values. As described previously,
this represents a set of deterministic analyses with random values of
parameters selected from the underlying parameter distribution. As
a result, the distribution of solutions tends towards the shape of the
underlying parameter distribution.

b) The probabilities of failure observed in this thesis are in general larger
than the ones in the studies chosen as references for comparison. Assum-
ing the deviations in the numbers of stress points have a minimal impact,
differences could occur due to PLAXIS’ more sophisticated meshing ca-
pacities and as a consequence of the different solving algorithms utilized
by the two approaches compared.
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The former refers to the shapes of the elements (triangular as opposed
to rectangular in original studies), as well as the mesh refinement per-
formed by PLAXIS in areas of interest (sharp corners, near structures
and loads) which may induce the increased observed failure probability.

The latter refers to the fact that PLAXIS uses a linear-elastic perfectly
plastic algorithm in which the failure criterion is never surpassed, while
custom codes generally use a visco-plastic algorithm in which the crite-
rion can be temporarily surpassed. In these existing RFEM codes, failure
is quantified when convergence is not reached after a certain number of
iterations in the stress redistribution phase. This difference may also be
a cause of the larger probabilities of failure observed with this method,
as PLAXIS proposes a more strict measure of quantification of Pf .

c) A limiting factor when comparing this framework to the reference studies
is represented by an upper threshold in the number of stress points that
can be used before modelling becomes unfeasible. It was observed that
surpassing a number of 30,000 integration points when trying to capture
θ accurately all over the domain caused the Python code to crash under
the computational weight proposed by the model. This occurs as a result
of a too large correlation matrix being created when a very large number
of stress points is generated.

3. How can the created tool be utilized to perform more complex geotechnical
analyses, while taking into account the spatial variability of soil properties?

By coupling RFEM with PLAXIS’ existing capabilities in the demonstrative
case study in chapter 6, a hybrid situation was investigated, which was not
previously explored in literature using existing RFEM codes. Expanding the
implementation to account for stiffness by making the shear modulus (G) a
random variable, both the reliability and the serviceability with respect to the
tilt criterion of a foundation next to a slope have been quantified:

• It was observed that a situation that is deemed far from failure by a de-
terministic analysis (SF = 2.5) could showcase meaningful probabilities
of failure in the ultimate limit state when taking into account the spatial
variability of soil properties. More specifically, for a constant θv = 2 m an
intermediate θh = 10 m results in a Pf = 0.12, while a smaller θh = 2 m
yields an observed Pf = 0.08. Conversely, in a set of deterministic anal-
yses (θ −→ ∞) the probability of failure was found to be virtually zero
(Pf −→ 0), emphasizing the importance of spatial variability of soil prop-
erties in geotechnical reliability analyses. In this situation (ULS), results
are governed by the spatial variability of strength parameters (c and ϕ).

• In terms of serviceability, the probability of exceeding the failure criterion
for tilt, set at 0.2 degrees by the Eurocode 7 (CEN, 2004) is also observed
to be significant when accounting for spatial variability of soil properties.
For a constant θv = 2 m, the risk hierarchy confirmed expectations, with
an intermediate θh = 10 m resulting in a Pf ,Tilt ≊ 0.3, while a smaller
θh = 2 m showcased a Pf ,Tilt ≊ 0.25. Crucially, by making spatial corre-
lation distance infinite (θv = θh −→ ∞), the probability of exceeding the
tilt criterion is virtually zero, illustrating the importance of considering
the spatial variability of soil properties in serviceability checks. When
quantifying serviceability (SLS) in terms of deformations, the behaviour
is governed by the heterogeneity of stiffness (here modelled using G).
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9.2 recommendations
This final section of the report branches in two conceptual directions. The first
set of recommendations is concerned with the effective use of the developed tool
and avoiding potential pitfalls in its utilization. The second and final part of this
undertaking provides a series of recommendations for potential future research, in
terms of additional testing and possible expansion of the current framework.

1. Effective use of the framework

• (General) Expectation management before running RFEM

General FEM good practices involve performing a deterministic analysis
to check the model appropriateness. In addition to this, in this framework
a sensitivity analysis to assess relative closeness to failure is also useful.
In case an objective is not preset with respect to the probability of failure,
this may help a user define expectations about the number of realizations
needed to achieve a certain accuracy (2.5). Quantifying the number of
realizations needed could also be an iterative process, in which users run
a reasonable number of simulations and on the basis of the Pf observed
define a required number of realizations to achieve goal accuracy. For
example, for Pf = 0.2, 100 realizations would yield a result with 80 %
confidence, giving the user an idea of the range of possible values of Pf ,
consequently guiding further analysis requirements.

• Mesh density vs θ

The most important consideration for effective use of this framework
concerns the relevance of obtaining a good balance between the accu-
rate representation of spatial variability and an optimally low number of
stress points to keep calculation times reasonable. As discussed in 3.2,
users should aim to capture a scale of fluctuation length (θ) with 4 stress
points to ensure a meaningful enough correlation between points, while
allowing for closely spaced uncorrelated points to be well represented.

A commonly experienced pitfall when tinkering with the mesh level of
refinement is forgetting to modify the coordinates being read by the code
when not using the fully automatic code in appendix D. An error mes-
sage would pop up in the phase execution, prohibiting the calculation.

• Number of random parameters

Depending on the type of analysis performed, users may choose to select
a version of the UDSM modelling only the most influential parameters
as random fields. For instance, in an ultimate limit state, the strength
parameters are the significant ones in dictating failure or non-failure.
In contrast, in a SLS analysis the ultimate strength is likely not reached
and the key parameter in inferring deformations accurately is the stiff-
ness of soils. Therefore, users may choose to run RFEM only with a
limited number of the most significant parameters as random fields, im-
proving computation times for a limited accuracy trade-off.

• Stiffness variability

When stiffness is used as a random parameter, it is important to first
check the parameter value distributions over the geometry before run-
ning the model. For very large coefficients of variation, stiffness values
may become zero at certain points resulting in unreasonable deforma-
tions and potentially causing the PLAXIS model to crash.



9.2 recommendations 59

• Problem size issues

As mentioned in the answer to the second research question (2c in 9.1), a
limiting factor could be imposed by a (too) large number of stress points
generated in the design of the project. A potential solution would be a
more efficient method of random field generation, such as one using the
Local Average Subdivision (LAS) algorithm (Fenton & Vanmarcke, 1990).

2. Further testing and expansion

• Additional testing

As mentioned in the discussion, the framework was only tested with
one situation different from existing scientific literature - a serviceability
analysis of a foundation next to a slope. Time constraints did not allow
for the trial of the method on other types of examples, such as different
foundation types, retaining walls, or other geotechnical problems.

To increase confidence in the framework, this should be employed in a
variety of other investigations where it could prove its added value for
geotechnical design. For example, different types of foundations can be
investigated, such as strip, or piled foundations.

• Expanding to 3D

This framework could be expanded to PLAXIS 3D as well, as any concep-
tual novelty is not required for this development. That being said, even
though the concept would be the same, the calculation expense drawback
would become even more apparent, making this undertaking difficult for
extensive implementation with current computational capacity.

• Expansion to more complex constitutive models

As previously discussed, this framework was developed on the basis of
an example UDSM, whose constitutive relationship is based on the Mohr-
Coulomb failure criterion. This is only used for ”crude” approximations
in practice. Therefore, if the wider objective of extensive implementation
is to be attained, this implementation needs to be expanded to more
complex soil models - such as the hardening soil model. This may prove
challenging without a formulation of the soil model which is proprietary,
making it most likely an internal undertaking to PLAXIS.

• User experience refinement

That being said, even in this case, the framework is not entirely user-
ready. This is because the described methodology of usage still involves
interaction with the source code. While time constraints inhibited this
endeavor, a more friendly user interface should be developed in which
practitioners only define model characteristics (geometry, statistical pa-
rameters, scales of fluctuation) and the code would run the full simula-
tion automatically, without any need to manipulate the source code.
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A RANDOM F IELD GENERAT ION

1

2 # Importing l i b r a r i e s
3 import numpy as np
4 import s c ipy . s p a t i a l as sp
5 import sys
6 sys . path . append ( r ”C:/ YourAddress/python/ s i t e - packages ” ) # path f o r

connect ion python - p l a x i s p lug in
7 from p l x s c r i p t i n g . easy import *
8 import imp
9 import os . path

10 import time
11

12 # %% Input and output i n i t i a l i z a t i o n f o r connect ion with PLAXIS
13

14 l o c a l h o s t p o r t ˙ i n pu t = 10000
15 l o c a l h o s t p o r t ˙ o u tpu t = 10001
16 p l a x i s ˙ p a t h=r ’C: / YourAddress/python/ s i t e - packages ’ # package f o r python

3 .7
17

18 s ˙ i , g ˙ i = new˙ se rve r ( ’ l o c a l h o s t ’ , l o c a l h o s t p o r t ˙ i npu t , password=’
YourPLAXISPassword ’ ) # input s e r v e r

19 s ˙ o , g ˙ o = new˙ se rve r ( ’ l o c a l h o s t ’ , l o c a l ho s tpo r t ˙ ou tpu t , password=’
YourPLAXISPassword ’ ) # output s e r v e r

20

21 # %% Open p ro j e c t
22

23 s ˙ i . open ( ’C: / YourAddress/YourProject . p2dx ’ ) # Master p r o j e c t
24

25 # %% Extract ion o f important geomet r i ca l data from textgene ra t ed in
PLAXIS

26

27 nip = np . l oadtx t ( ’C: / YourFileAddress /YourCoordinates . txt ’ , u s e c o l s = 1 ,
sk iprows = 1 , d e l im i t e r =’ “ t ’ ) # Global i n t e g r a t i o n po in t s numbers

28 n l i p = np . l oadtx t ( ’C: / YourFileAddress /YourCoordinates . txt ’ , u s e c o l s = 2 ,
sk iprows = 1 , d e l im i t e r =’ “ t ’ )# Local i n t e g r a t i o n po in t s numbers

29 X˙coord = np . l oadtx t ( ’C: / YourFileAddress /YourCoordinates . txt ’ , u s e c o l s =
3 , sk iprows = 1 , d e l im i t e r =’ “ t ’ ) # X- coo rd ina t e s

30 Y˙coord = np . l oadtx t ( ’C: / YourFileAddress /YourCoordinates . txt ’ , u s e c o l s =
4 , sk iprows = 1 , d e l im i t e r =’ “ t ’ ) # Y- coo rd ina t e s

31

32 # %% Manipulation
33

34 X˙coord1 = np . reshape ( X˙coord , [ - 1 , 1 ] ) # reshape to e x p l i c i t column
vec to r s

35 Y˙coord1 = np . reshape ( Y˙coord , [ - 1 , 1 ] )
36

37 nt ip1 = len ( X˙coord ) # t o t a l number o f i n t e g r a t i o n po in t s from data
38

39 # %% RANDOM FIELD GENERATION
40

41 # no . o f random f i e l d s - c on t r o l from here number ( and durat ion ) o f
model runs 100 here i s j u s t an example

42

43 n f i e l d s = 100
44

45 # %% Point S t a t i s t i c s
46

47 thetax = 10 # ho r i z on t a l s c a l e o f f l u c t u a t i o n
48 thetay = 10 # v e r t i c a l s c a l e o f f l u c t u a t i o n

65



66 random field generation

49

50 mean˙c = 5
51 cov ˙ c = 0 .4 # c o e f f i c i e n t o f v a r i a t i o n
52 s t d ˙ l n ˙ c = np . sq r t (np . l og (1+ cov ˙ c **2) ) # loga r i thmi c standard dev i a t i on
53 mean˙ ln ˙ c = np . l og (mean˙c ) - 0 . 5 * s t d ˙ l n ˙ c **2 # loga r i thmi c mean
54

55 mean˙phi = 20
56 cov ˙ph i = 0 .4
57 s t d ˙ l n ˙ p h i = np . sq r t (np . l og (1+ cov ˙ph i **2) ) # loga r i thmi c standard

dev i a t i on
58 mean˙ ln ˙ph i = np . l og ( mean˙phi ) - 0 . 5 * s t d ˙ l n ˙ p h i **2 # loga r i thmi c mean
59

60 # %% Cor r e l a t i on s exp r e s s i on s
61

62 Dx = sp . d i s t anc e ˙mat r i x ( X˙coord1 , X˙coord1 ) # d i s t ance matrix o f x - coords
63 Dy = sp . d i s t anc e ˙mat r i x ( Y˙coord1 , Y˙coord1 ) # d i s t ance matrix o f y -

coords
64

65 co r r = np . exp ( -2 * np . s q r t ( (Dx/ thetax ) **2+(Dy/ thetay ) **2) ) # Markovian
c o r r e l a t i o n in 2D

66 co r r = np . l i n a l g . cho l e sky ( co r r ) # Cholesky f a c t o r i z a t i o n o f c o r r e l a t i o n
matrix

67

68 # %% Creat ing random f i e l d s from standard normal
69 rdn l1 = cor r @ np . random . normal (0 , 1 , s i z e = [ l en ( X˙coord ) , n f i e l d s ] ) #

c r ea t e ” n f i e l d s ” random f i e l d s , f o r a l l i n t e g r a t i o n po in t s
70 rdn l2 = cor r @ np . random . normal (0 , 1 , s i z e = [ l en ( X˙coord ) , n f i e l d s ] ) #

one f o r each var i ed parameter - becomes r e l e van t i f ev en tua l l y c ros s
- c o r r e l a t i o n s are cons ide r ed

71

72 # %% Cross - c o r r e l a t i o n matrix ( op t i ona l )
73

74 rho ˙ c c = -0 .5 # pearson cros s - c o r r e l a t i o n between parameters
75 R = np . array ( [ [ 1 , r ho ˙ c c ] , [ rho ˙ cc , 1 ] ] ) # cros s - c o r r e l a t i o n matrix R
76 L = np . l i n a l g . cho l e sky (R) # Cholesky f a c t o r i z a t i o n o f R
77

78 # %% Pre - a l l o c a t i o n o f v a r i a b l e s f o r c ros s - c o r r e l a t i o n o f random f i e l d s
79

80 ct = np . z e r o s ( ( l en ( X˙coord ) , n f i e l d s ) ) # w i l l become c a f t e r LN
transform

81 phi t = np . z e r o s ( ( l en ( X˙coord ) , n f i e l d s ) ) # w i l l become phi a f t e r
trans form

82

83 # %% Obtain cros s - c o r r e l a t e d f i e l d s
84

85 f o r i in range ( n f i e l d s ) :
86

87 rdn l = np . co lumn˙stack ( ( rdn l1 [ : , i ] , rdn l2 [ : , i ] ) ) # 2D f o r 2 va r i ab l e s
, nD f o r n randomly var i ed f i e l d s

88

89 # Getting to the good shape f o r matmul
90 rdn l = np . t ranspose ( rdn l )
91

92 # matmul with cho le sky f a c t o r i z a t i o n o f c ros s - c o r r e l a t i o n matrix
93 rdn l = L @ rdnl
94

95 # Back again to o r i g i n a l shape
96 rdn l = np . t ranspose ( rdn l )
97

98 #temp va r i a b l e s to be transformed to LN r f i e l d s in the next block
99 ct [ : , i ] = rdn l [ : , 0 ]

100 phi t [ : , i ] = rdn l [ : , 1 ]
101

102

103 # %% Transforming to LN - c r o s s c o r r e l a t e d ; f o r unco r r e l a t ed random
f i e l d s , perform th i s s tep r i g h t a f t e r the c r e a t i on o f rdnl1 , rdn l2 -
the random f i e l d s from standard normal

104

105 c = np . exp ( ct * s t d ˙ l n ˙ c + mean˙ ln ˙ c )
106 phi = np . exp ( ph i t * s t d ˙ l n ˙ p h i + mean ˙ ln ˙ph i )
107
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108 # %% Saving c h a r a c t e r i s t i c s
109

110 f i l e ˙ n ame1 = ’ nt ip . dat ’ # The name you code in the UDSM fo r t o t a l no . o f
i n t e g r a t i o n po in t s

111 f i l e ˙ n ame2 = ’ RandomFieldTest3 . dat ’ # The name you code in the UDSM fo r
the random f i e l d s f i l e ( f o r me the 3 rd try was the lucky one )

112 f i l e ˙ n ame3 = ’ Sa f e tyFacto r s . txt ’ # Output o f s a f e t y f a c t o r s
113 f i l e ˙ n ame4 = ’Nf . txt ’ # Output o f b inary f a i l e d /not f a i l e d i t e r a t i o n s
114 save ˙path1 = ’C: / YourAddress/RandomData/ ’ # Path to f o l d e r from which

UDSM reads
115 save ˙path2 = ’C: / YourAddress/PLAXISProjectFolder ’ # path to f o l d e r o f

the PLAXIS p r o j e c t
116 completeName1 = os . path . j o i n ( save ˙path1 , f i l e ˙ n ame1 ) # the number o f

i n t e g r a t i o n pts
117 completeName2 = os . path . j o i n ( save ˙path1 , f i l e ˙ n ame2 ) # the random f i e l d s

to be read by udsm
118 completeName3 = os . path . j o i n ( save ˙path2 , f i l e ˙ n ame3 ) # the s a f e t y

f a c t o r s in pro j f o l d e r
119 completeName4 = os . path . j o i n ( save ˙path2 , f i l e ˙ n ame4 ) # the stand - or - f a l l

r e s u l t s
120

121 # %% Saving number o f i n t e g r a t i o n po in t s to f i l e to be read in UDSM
122

123 np . save txt ( completeName1 , ntip1 , fmt = ’%1.0 i ’ )
124

125 # The random f i e l d s w i l l be saved i t e r a t i v e l y in the Monte Carlo loop in
appendix C

A fully functional code combining the random field generation and the Monte Carlo
analysis performed for the PLAXIS project desired can be obtained by clipping this
appendix (appendix A) to appendix C. Both code pieces use the same variables, but
are separated here into coding blocks to illustrate different conceptual purposes.





B FORTRAN SUBROUT INE
MOD IF ICAT ION (UDSM)

1

2 Imp l i c i t Double P r e c i s i on (A-H, O-Z)
3 Double Prec i s i on , a l l o c a t a b l e : : StVarTemp ( : , : ) ! new va r i ab l e

dec l a r ed
4 save StVarTemp ! w i l l r euse va r i ab l e a f t e r read ing i t in
5 Dimension Props (* ) , S ig0 (* ) , StVar0 (* ) , dEps (* ) , D(6 , 6 ) ,
6 * Sig (* ) , StVar (* )
7 !
8 ! Local v a r i a b l e s
9 !

10 Dimension DE(6 , 6 ) , dSig (6 ) , Prs˙E (3 ) , Prs (3 ) ,
11 * xN1(3) , xN2(3) , xN3(3) ! StVarTemp( nStatV )
12

13 nStatV = 3 ! Modif ied ; has to be equal to number o f v a r i a b l e s f o r
which RFs are c rea ted ( here 3 : c ’ , phi and G)

14 !
15 I f ( IDTask .Eq . 4) Then ! Number o f s t a t e parameters
16 nStat = nStatV
17 r e turn
18 End I f
19

20 I f ( IDTask .Eq . 1) Then ! I n i t i a l i z e s t a t e v a r i a b l e s
21 Cal l MZeroR( StVar0 , nStatV ) ! i n i t i a l i z e s StVar0 as a zero

vec to r o f s i z e nStatV
22 Cal l MZeroR( StVar , nStatV ) ! i n i t i a l i z e s StVar as a zero

vec to r o f s i z e nStatV
23

24 ! Debug
25 open ( un i t = 591 , f i l e =’C: “ YourAddress“RandomData“TestOutput1 .

dat ’ , a c t i on = ’ wr i t e ’ )
26 wr i t e (591 , *) ( ( iEl - 1 ) *12 +Int ) , iEl , Int
27

28 c l o s e ( un i t = 591)
29 ! Ending debug statement
30

31 I f (ALLOCATED(StVarTemp) == . f a l s e . ) then ! read only once
32 ! Reading number o f i n t e g r a t i o n po in t s from f i l e
33 !
34 open ( un i t = 592 , f i l e = ’C: “ YourAddress“RandomData“NoIps .

dat ’ , a c t i on = ’ read ’ )
35 read (592 , *) n ˙ r f ! number o f i n t e g r a t i o n po in t s
36 a l l o c a t e (StVarTemp( n ˙ r f , 2 ) ) ! a l l o c a t e to temporary

va r i ab l e the s i z e ( no . o f i n t e g r a t i o n points , nStatV )
37 c l o s e ( un i t = 592)
38 ! F in i shed s i z e a l l o c a t i o n
39 ! Reading the ac tua l random f i e l d s from f i l e
40 !
41 open ( un i t = 593 , f i l e =’C: “ YourAddress“RandomData“YourRFs .

dat ’ , a c t i on = ’ read ’ )
42 do i = 1 , n ˙ r f
43 read (593 ,* ) (StVarTemp( i , j ) , j = 1 ,3) ! f o r more v a r i a b l e s

j = 1 , nStatV
44 end do
45 c l o s e ( un i t = 593)
46 end i f
47 ! At t h i s po int the random f i e l d i s read in
48 ! Extra debug to check i f the f i l e has been read proper ly
49 open ( un i t = 594 , f i l e =’C: “ YourAddress“RandomData“TestOutput2 .

dat ’ , a c t i on = ’ wr i t e ’ )

69



70 fortran subroutine modification (udsm)

50 wr i t e (594 , *) ( ( iEl - 1 ) *12 +Int ) , StVarTemp ( ( iEl - 1 ) *12 + Int , 1 ) !
51 . , StVarTemp ( ( iEl - 1 ) *12 + Int , 2 )
52 c l o s e (594)
53 ! Debug done - check ex t e rna l f i l e ”TestOutput2 . dat”
54 !
55 ! Copying to the o r i g i n a l State Var iab le v e c t o r s the va lue s at

the c o r r e c t g l oba l i n t e g r a t i o n po int (GIP)
56 !
57 StVar0 (1 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 1 ) ! Note : GIP = (Element

no . - 1) * ( no . i p s . per element ) + ( l o c a l i n t e g r a t i o n po int ) ; Wil l
be c ’ at i p s

58 StVar0 (2 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 2 )
59 StVar0 (3 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 3 )
60 StVar (1 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 1 ) ! 15 - noded elements as

d e f a u l t s
61 StVar (2 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 2 ) ! Wil l be Phi at i p s
62 ! StVar (2 ) = StVarTemp ( ( iEl - 1 ) *12 + Int , 3 ) ! Wil l be G at i p s
63

64 C = StVar (1 ) ! C - I n i t i a l i z a t i o n
65 Phi = StVar (2 ) / Rad ! Phi in rad ians
66 Psi = Props (5 ) / Rad ! Psi in rad ians
67 sPhi = Sin ( Phi )
68 sPs i = Sin ( Psi )
69 cCosPhi = C*Cos ( Phi )
70

71 Cal l WriVal ( io , ’ Phi ’ , phi )
72 Cal l WriVal ( io , ’ Ps i ’ , p s i )
73 Cal l WriVal ( io , ’ sPhi ’ , sph i )
74 Cal l WriVal ( io , ’ sPs i ’ , s p s i )
75 Cal l WriVec ( io , ’ Props ’ , Props , 10)
76 r e turn
77 End I f ! IDTask = 1
78

79 I f ( IDTask .Eq . 2) Then ! Ca l cu la te s t r e s s e s
80 Cal l CopyRVec( StVar0 , StVar , nStatV ) ! Copies va lue s o f StVar0 in to

StVar
81 i p l = 0
82 G = StVar (3 ) ! G
83 xNu = Props (2 ) ! nu
84 sTens = Props (6 ) ! t e n s i l e s t r ength
85 C = StVar (1 ) ! read ing the value o f c at the g l oba l

s t r e s s po int from St . Var
86 Phi = StVar (2 ) / Rad ! read ing the value o f phi at the

g l oba l s t r e s s po int from St . Var
87 Psi = Props (5 ) / Rad ! Psi in rad ians
88 sPhi = Sin ( Phi )
89 sPs i = Sin ( Psi )
90 cCosPhi = C*Cos ( Phi )
91

92 I f ( Abs ( Sig0 (15) - 1 ) ¿ 1d -6 .And .
93 * Abs( Sig0 (15) - 0 ) ¿ 1d -6 ) Then
94 ParmSF = Sig0 (15)
95 Rad = 180d0 / Pi
96

97 Phi = StVar (2 ) / Rad ! Phi in rad ians
98 Psi = Props (5 ) / Rad ! Psi in rad ians
99

100 C = StVar (1 ) / ParmSF ! C f o r SF ca l c s t r ength
reduct i on

101 Phi = ATan(Tan( Phi ) /ParmSF ) ! Phi f o r SF ca l c s t r ength
reduct i on

102 sTens = Props (6 ) / ParmSF ! t e n s i l e s t rengh
103 Psi = Min( Psi , Phi )
104

105 end i f
106

107 sPhi = Sin ( Phi )
108 sPs i = Sin ( Psi )
109 cCosPhi = C*Cos ( Phi )
110

111 End I f



C MONTE CARLO IN PLAX IS

These snippets of code highlight the syntax to be used when ordering PLAXIS
to perform the calculation in a Monte Carlo framework. The variables used are
linked with the random field generation ones utilized in the code in Appendix A.
For convenience, the two appendices can be clipped together to give a plug-in-play
code once the project is set up in PLAXIS. They have been split here to illustrate
different conceptual points and to allow for in-text reference to separate appendices.

1

2 # %% Pre - a l l o c a t i o n o f output v a r i a b l e s
3

4 s f = np . z e r o s ( ( n f i e l d s , 1 ) ) # Safe ty f a c t o r s pre - a l l o c a t i o n
5 nf = np . z e r o s ( ( n f i e l d s , 1 ) ) # Number o f f a i l e d i t e r a t i o n s
6 s ub s t r i n g ˙ ch e ck = ’The c a l c u l a t i o n s o f the f o l l ow i ng phases f a i l e d ’ #

hedging f o r i t e r a t i o n s that f a i l b e f o r e f u l l run
7

8

9 # %% Create PLAXIS ob j e c t s to be used in the loop
10

11 I n i t i a l = g ˙ i . I n i t i a lPha s e
12 Null = g ˙ i . Phase˙1
13 Sa fe ty = g ˙ i . Phase˙2
14

15 # %% Loop p r o j e c t f o r a l l random f i e l d s
16

17 s t a r t = time . time ( ) # to quant i fy durat ions o f runs
18

19 f o r i in range ( n f i e l d s ) :
20

21 c ˙ ph i = np . co lumn˙stack ( ( c [ : , i ] , phi [ : , i ] ) )
22

23 np . save txt ( completeName2 , c ˙ ph i ) # sav ing the two random f i e l d s to
f i l e

24

25 # Act ivate staged con s t ru c t i on tab
26 g ˙ i . g o to s tage s ( )
27

28 # Mark f o r c a l c u l a t i o n
29 g ˙ i . I n i t i a lPha s e . ShouldCalcu late = True
30 g ˙ i . Phase˙1 . ShouldCalcu late = True
31 g ˙ i . Phase˙2 . ShouldCalcu late = True
32

33

34

35 i f s ub s t r i n g ˙ ch e ck in g ˙ i . c a l c u l a t e ( I n i t i a l ) : # i f i t f a i l s in the
i n i t i a l phase

36 s f [ i ] = f l o a t ( s t r ( I n i t i a l . Reached . SumMstage ) )
37 nf [ i ] = 1
38

39 e l i f s ub s t r i n g ˙ ch e ck in g ˙ i . c a l c u l a t e ( Nul l ) :
40

41 s f [ i ] = f l o a t ( s t r ( I n i t i a l . Reached . SumMstage ) )
42 nf [ i ] = 1
43

44 e l s e : # not adding nf here because i f i t r eaches t h i s phase , most
l i k e l y s f ¿ 1

45

46 g ˙ i . c a l c u l a t e ( Sa fe ty )
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47 s f [ i ] = f l o a t ( s t r ( Sa fe ty . Reached . SumMsf) )
48 nf [ i ] = 0
49

50 np . save txt ( completeName3 , s f ) # save a l l s a f e t y f a c t o r s a f t e r whole run
i s performed

51 np . save txt ( completeName4 , nf ) # save a l l b inary stand - or - f a l l r e s u l t s
a f t e r whole run i s performed

52

53 end = time . time ( )
54 zDuration = end - s t a r t # durat ion s to r ed in a va r i ab l e
55

56

57 # %% Post p ro c e s s i ng - c a l c u l a t i n g FoS CDF, R e l i a b i l i t y and othe r s
58

59 c s f , binSF = np . histogram ( s f ) # sa f e t y f a c t o r s histogram p r op e r t i e s
60 p d f ˙ s f = c s f /sum( c s f ) # p r obab i l i t y d i s t r i b u t i o n func t i on o f s a f e t y

f a c t o r s
61 c d f ˙ s f = np . cumsum( p d f ˙ s f ) # Cumulative d i s t r i b u t i o n func t i on o f s a f e t y

f a c t o r s
62

63 # %% Computing p r obab i l i t y o f f a i l u r e
64

65 Nf = np . sum( nf ) # No . o f i t e r a t i o n s in which s t r u c tu r e f a i l s
66 Pf = Nf/ n f i e l d s # Probab i l i t y o f f a i l u r e
67

68 # %% Post p ro c e s s i ng - c a l c u l a t i n g CDF of SFs
69

70 c s f , binSF = np . histogram ( s f ) # histogram of s a f e t y f a c t o r s p r op e r t i e s
71 p d f ˙ s f = c s f /sum( c s f ) # Probab i l i t y d i s t r i b u t i o n func t i on o f s a f e t y

f a c t o r s
72 c d f ˙ s f = np . cumsum( p d f ˙ s f ) # Cumulative d i s t r i b u t i o n func t i on
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1

2 # Fully - Automated Starnmeer Va l idat i on
3

4

5 import numpy as np
6 import s c ipy . s p a t i a l as sp
7 import sys
8 sys . path . append ( r ”C:/ Users /Paul/Desktop/Needed˙Software /python/ s i t e -

packages ” ) # new path
9 from p l x s c r i p t i n g . easy import *

10 import imp
11 import os . path
12 import time
13 import math as mt
14

15 # %% Input and output i n i t i a l i z a t i o n
16

17 l o c a l h o s t p o r t ˙ i n pu t = 10000
18 l o c a l h o s t p o r t ˙ o u tpu t = 10001
19 p l a x i s ˙ p a t h=r ’C: / YourPathToPythonPackagesHere/python/ s i t e - packages ’
20

21 s ˙ i , g ˙ i = new˙ se rve r ( ’ l o c a l h o s t ’ , l o c a l h o s t p o r t ˙ i npu t , password=’
YourPasswordHere ’ )

22 s ˙ o , g ˙ o = new˙ se rve r ( ’ l o c a l h o s t ’ , l o c a l ho s tpo r t ˙ ou tpu t , password=’
YourPasswordHere ’ ) # opens output s e r v e r

23

24

25 #%% New pro j e c t to t e s t geometry
26 s ˙ i . new ( )
27

28 # %% Create s o i l s f o r d e t e rm i n i s t i c
29

30 g ˙ i . g o t o s o i l ( )
31 c lay1 = g ˙ i . s o i lmat ( )
32 peat2 = g ˙ i . s o i lmat ( )
33 peat3 = g ˙ i . s o i lmat ( )
34 c lay4 = g ˙ i . s o i lmat ( )
35 c lay5 = g ˙ i . s o i lmat ( )
36 sand6 = g ˙ i . so i lmat ( )
37

38 # %% Prope r t i e s to be used in s o i l property d e f i n i t i o n
39

40 pi = mt . p i
41

42 # Mean va lue s f o r s o i l d e c l a r a t i o n s in d e t e rm i n i s t i c phase
43

44 cc1 = 4 .4
45 cp2 = 3 .2
46 cp3 = 2 .0
47 cc4 = 4 .5
48 cc5 = 5 .4
49 cs6 = 1e -5
50

51 ph ic l ay1 = mt . atan ( 0 . 5 80 ) *180/ p i
52 phipeat2 = mt . atan ( 0 . 3 98 ) *180/ p i
53 phipeat3 = mt . atan ( 0 . 3 58 ) *180/ p i
54 ph ic l ay4 = mt . atan ( 0 . 5 59 ) *180/ p i
55 ph ic l ay5 = mt . atan ( 0 . 6 01 ) *180/ p i
56 phisand6 = mt . atan ( 0 . 6 37 ) *180/ p i
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57

58 # %% Dete rm in i s t i c d e f i n i t i o n o f s o i l s ; ” Soi lModel ” , 2 = Mohr -Coulomb
59

60 g ˙ i . g o t o s o i l ( )
61

62 c lay1 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay1” ) , ( ” Soi lModel ” , 2) , “
63 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” , 6 . 9 ) , ( ”

gammaSat” , 1 3 . 9 ) , “
64 ( ”Ere f ” , 1 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cc1 ) , ( ” phi ” ,

ph i c l ay1 ) , ( ” p s i ” , 0) )
65 #Mohr - coulomb
66

67 peat2 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Peat2” ) , ( ” Soi lModel ” , 2) , “
68 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” , 9 . 8 ) , ( ”

gammaSat” ,12) , “
69 ( ”Ere f ” , . 2 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cp2 ) , ( ” phi ” ,

phipeat2 ) , ( ” p s i ” , 0) )
70 #Mohr - coulomb
71

72 peat3 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Peat3” ) , ( ” Soi lModel ” , 2) , “
73 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” , 9 . 8 ) , ( ”

gammaSat” ,12) , “
74 ( ”Ere f ” , . 2 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cp3 ) , ( ” phi ” ,

phipeat3 ) , ( ” p s i ” , 0) )
75 #Mohr - coulomb
76

77 c lay4 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay4” ) , ( ” Soi lModel ” , 2) , “
78 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” ,15) , ( ”

gammaSat” ,15) , “
79 ( ”Ere f ” , 1 . 5 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cc4 ) , ( ” phi ” ,

ph i c l ay4 ) , ( ” p s i ” , 0) )
80 #Mohr - coulomb
81

82 c lay5 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay5” ) , ( ” Soi lModel ” , 2) , “
83 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” ,15) , ( ”

gammaSat” ,15) , “
84 ( ”Ere f ” , 1 . 5 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cc5 ) , ( ” phi ” ,

ph i c l ay5 ) , ( ” p s i ” , 0) )
85 #Mohr - coulomb
86

87 sand6 . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Sand6” ) , ( ” Soi lModel ” , 2) , “
88 ( ”DrainageType” , ”Drained” ) , ( ”gammaUnsat” ,18) , ( ”

gammaSat” ,20) , “
89 ( ”Ere f ” , 25 .0 e3 ) , ( ”nu” , 0 . 3 ) , ( ” c r e f ” , cs6 ) , ( ” phi ”

, phisand6 ) , ( ” p s i ” , 0) )
90 #Mohr - coulomb
91

92

93 # %% Reading coo rd ina t e s o f geometry data
94

95 coords = np . l oadtx t ( ’C: / YourPath/YourGeometr icalCoordinates . txt ’ ) #
Global ip no .

96

97 x = coords [ : , 1 ]
98 y = coords [ : , 2 ]
99

100 # %% Creat ing geometry o f the problem
101

102 g ˙ i . g o t o s t r u c tu r e s ( )
103

104 # Layer 1 i s Sand 6 ( going bottom - up) - polygon 1 - index 0
105

106 g ˙ i . polygon ( ( x [ 3 8 ] , y [ 3 8 ] ) , ( x [ 3 9 ] , y [ 3 9 ] ) , ( x [ 4 0 ] , y [ 4 0 ] ) , ( x [ 3 4 ] , y [ 3 4 ] ) ,
( x [ 3 5 ] , y [ 3 5 ] ) “

107 , ( x [ 3 6 ] , y [ 3 6 ] ) , ( x [ 3 7 ] , y [ 3 7 ] ) , ( x [ 4 2 ] , y [ 4 2 ] ) , ( x [ 4 1 ] , y [ 4 1 ] )
) # Sand 6

108

109 # Clay 5 - polygon 2 - index 1
110

111 g ˙ i . polygon ( ( x [ 3 8 ] , y [ 3 8 ] ) , ( x [ 2 9 ] , y [ 2 9 ] ) , ( x [ 3 0 ] , y [ 3 0 ] ) , ( x [ 3 1 ] , y [ 3 1 ] ) ,
( x [ 2 8 ] , y [ 2 8 ] ) “
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112 , ( x [ 3 4 ] , y [ 3 4 ] ) , ( x [ 4 0 ] , y [ 4 0 ] ) , ( x [ 3 9 ] , y [ 3 9 ] ) ) # Clay 5
113

114 # Clay 4 - polygon 3 - index 2
115

116 g ˙ i . polygon ( ( x [ 3 4 ] , y [ 3 4 ] ) , ( x [ 2 8 ] , y [ 2 8 ] ) , ( x [ 1 8 ] , y [ 1 8 ] ) , ( x [ 1 9 ] , y [ 1 9 ] ) ,
( x [ 3 2 ] , y [ 3 2 ] ) “

117 , ( x [ 3 7 ] , y [ 3 7 ] ) , ( x [ 3 6 ] , y [ 3 6 ] ) , ( x [ 3 5 ] , y [ 3 5 ] ) ) # Clay 4
118

119 # Peat 3a - polygon 4 - index 3
120 # Problema cu x l a punctul 1 - 19 .99 = 20 de fapt - x27
121 g ˙ i . polygon ( ( x [ 2 7 ] , y [ 2 7 ] ) , ( x [ 2 3 ] , y [ 2 3 ] ) , ( x [ 1 5 ] , y [ 1 5 ] ) , ( x [ 1 6 ] , y [ 1 6 ] ) ,

( x [ 1 7 ] , y [ 1 7 ] ) “
122 , ( x [ 1 8 ] , y [ 1 8 ] ) ) # Peat 3a
123

124 # Peat 3b - same props - polygon 5 - index 4
125

126 g ˙ i . polygon ( ( x [ 1 9 ] , y [ 1 9 ] ) , ( x [ 2 0 ] , y [ 2 0 ] ) , ( x [ 2 1 ] , y [ 2 1 ] ) , ( x [ 3 2 ] , y [ 3 2 ] ) )#
Peat 3b

127

128 # Peat 2 - polygon 6 - index 5
129 #Problema cu x [ 2 2 ] - 19 .98 e de fapt 20
130 g ˙ i . polygon ( ( x [ 2 9 ] , y [ 2 9 ] ) , ( x [ 2 4 ] , y [ 2 4 ] ) , ( x [ 2 5 ] , y [ 2 5 ] ) , ( x [ 2 6 ] , y [ 2 6 ] ) ,

( x [ 2 2 ] , y [ 2 2 ] ) “
131 , ( x [ 2 7 ] , y [ 2 7 ] ) , ( x [ 3 1 ] , y [ 3 1 ] ) , ( x [ 3 0 ] , y [ 3 0 ] ) ) # Peat 2
132

133 # Clay 1b ( same props as 1a ) a l l under c l ay 1 - poly 7 - index 6
134

135 g ˙ i . polygon ( ( x [ 2 3 ] , y [ 2 3 ] ) , ( x [ 1 3 ] , y [ 1 3 ] ) , ( x [ 1 4 ] , y [ 1 4 ] ) , ( x [ 1 5 ] , y [ 1 5 ] ) )#
Clay 1b

136

137 # Clay 1a - Poly 8 - index 7
138

139 g ˙ i . polygon ( ( x [ 2 4 ] , y [ 2 4 ] ) , ( x [ 0 ] , y [ 0 ] ) , ( x [ 1 ] , y [ 1 ] ) , ( x [ 2 ] , y [ 2 ] ) ,“
140 ( x [ 3 ] , y [ 3 ] ) , ( x [ 4 ] , y [ 4 ] ) , ( x [ 5 ] , y [ 5 ] ) , ( x [ 6 ] , y [ 6 ] ) ,“
141 ( x [ 7 ] , y [ 7 ] ) , ( x [ 8 ] , y [ 8 ] ) , ( x [ 9 ] , y [ 9 ] ) , ( x [ 1 0 ] , y [ 1 0 ] ) ,“
142 ( x [ 1 1 ] , y [ 1 1 ] ) , ( x [ 1 2 ] , y [ 1 2 ] ) , ( x [ 1 3 ] , y [ 1 3 ] ) , ( x [ 2 2 ] , y

[ 2 2 ] ) ,“
143 ( x [ 2 6 ] , y [ 2 6 ] ) , ( x [ 2 5 ] , y [ 2 5 ] ) , ) # Clay 1a
144

145 # %% Attr ibute s o i l s to polygons
146

147 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 0 ] . S o i l ) , sand6 ) #sand6
148 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 1 ] . S o i l ) , c l ay5 ) #c lay5
149 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 2 ] . S o i l ) , c l ay4 ) #c lay4
150 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 3 ] . S o i l ) , peat3 ) #peat3a
151 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 4 ] . S o i l ) , peat3 ) #peat 3b
152 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 5 ] . S o i l ) , peat2 ) #peat 2
153 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 6 ] . S o i l ) , c l ay1 ) #c lay1
154 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 7 ] . S o i l ) , c l ay1 ) #c lay1
155

156 # %% Meshing
157

158 g ˙ i . gotomesh ( )
159 msize = 0 .1 # r e l a t i v e element s i z e ( s ee PLAXIS user i n t e r f a c e and

manual f o r meaning )
160 g ˙ i . mesh ( msize , True ) # True f o r enhanced mesh re f inement ; Fa l se i f not
161

162 # %% Flow - water l e v e l c r e a t i on
163

164 g ˙ i . goto f low ( )
165

166 WL1 = g ˙ i . wa t e r l e v e l ( ( x [ 5 0 ] , y [ 5 0 ] ) , ( x [ 5 4 ] , y [ 5 4 ] ) , ( x [ 4 4 ] , y [ 4 4 ] ) , ( x [ 4 5 ] , y
[ 4 5 ] ) ,“

167 ( x [ 4 6 ] , y [ 4 6 ] ) , ( x [ 4 7 ] , y [ 4 7 ] ) , ( x [ 4 8 ] , y [ 4 8 ] ) , ( x [ 4 9 ] , y [ 4 9 ] ) )
# Global - from geometry coo rd ina t e s ; can be de f ined independent ly

168

169 WL2 = g ˙ i . wa t e r l e v e l ( ( x [ 5 0 ] , y [ 5 0 ] ) , ( x [ 5 4 ] , y [ 5 4 ] ) , ( x [ 5 1 ] , y [ 5 1 ] ) , ( x [ 5 2 ] , y
[ 5 2 ] ) , ( x [ 5 3 ] , y [ 5 3 ] ) ) # Water l e v e l cor re spond ing to bottom sand

170

171 # %% Def in ing custom water l e v e r f o r bottom sand
172
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173 g ˙ i . s e t ( ( g ˙ i . WaterCondit ions ˙1 ˙1 . Condit ions ) , ( g ˙ i . I n i t i a lPha s e ) , ”Custom
Level ” ) # De f i n i t i o n

174 g ˙ i . s e t ( ( g ˙ i . WaterCondit ions ˙1 ˙1 . Leve l ) , ( g ˙ i . I n i t i a lPha s e ) , WL2) #
Appl i ca t ion

175

176 # %% Def in ing Phases - i n i t i a l phase - BCs w i l l remain in subsequent
phases

177

178 g ˙ i . g o to s tage s ( )
179 g ˙ i . I n i t i a lPha s e . DeformCalcType = ”Gravity load ing ”
180 I n i t i a l = g ˙ i . I n i t i a lPha s e # Create ob j e c t to handle l a t e r in MCS
181

182 # %% Act ivate s o i l polygons
183

184 f o r i in range (8 ) :
185 g ˙ i . a c t i v a t e ( g ˙ i . polygons [ i n t ( i ) ] , g ˙ i . I n i t i a lPha s e )
186

187 # %% Water Boundary cond i t i on s
188

189 g ˙ i . GroundwaterFlow . BoundaryXMin [ g ˙ i . I n i t i a lPha s e ]= ”Closed ”
190 g ˙ i . GroundwaterFlow . BoundaryXMax [ g ˙ i . I n i t i a lPha s e ]= ”Closed ”
191 g ˙ i . GroundwaterFlow . BoundaryYMin [ g ˙ i . I n i t i a lPha s e ]= ”Open”
192 g ˙ i . GroundwaterFlow . BoundaryYMax [ g ˙ i . I n i t i a lPha s e ]= ”Open”
193

194 # %% Null phase d e f i n i t i o n
195

196 Null = g ˙ i . phase ( g ˙ i . I n i t i a lPha s e )
197 Null . DeformCalcType = ” P l a s t i c ”
198 Null . Deform . ResetDisplacementsToZero = True
199

200 Null . I d e n t i f i c a t i o n = ”Nul l ”
201

202 # %% Safety phase d e f i n i t i o n
203

204 Sa fe ty = g ˙ i . phase ( Nul l )
205 Sa fe ty . DeformCalcType = ” Sa fe ty ”
206 Sa fe ty . Deform . ResetDisplacementsToZero = True
207

208 Sa fe ty . I d e n t i f i c a t i o n = ” Safe ty ”
209

210 # %% Calcu la te d e t e rm i n i s t i c a l l y and ex t r a c t the d e t e rm i n i s t i c FoS and
the coo rd ina t e s o f s t r e s s po in t s

211

212 I n i t i a l . ShouldCalcu late = True
213 Null . ShouldCalcu late = True
214 Sa fe ty . ShouldCalcu late = True
215

216 g ˙ i . c a l c u l a t e ( ) # c a l c u l a t e s a l l phases
217

218 s f ˙ d e t = f l o a t ( s t r ( Sa fe ty . Reached . SumMsf) ) # ex t r a c t s a f e t y f a c t o r from
s t r i n g

219

220 # %% Open s a f e t y phase and ex t r a c t s t r e s s po in t s coo rd ina t e s
221

222 g ˙ i . view ( I n i t i a l ) # view output f o r i n i t i a l phase
223

224 # %% Coordinate ex t r a c t i on as PLAXIS ob j e c t s
225

226 Xini = g ˙o . g e t r e s u l t s ( g ˙ o . ResultTypes . S o i l .X, ” s t r e s s p o i n t ” )
227 Yini = g ˙o . g e t r e s u l t s ( g ˙ o . ResultTypes . S o i l .Y, ” s t r e s s p o i n t ” )
228 mat˙ id = g ˙o . g e t r e s u l t s ( g ˙ o . ResultTypes . S o i l . MaterialID , ” s t r e s s p o i n t ” )

# ex t r a c t s mate r i a l IDs ( numeric en t i t y )
229

230 # %% Save coo rd ina t e s and mate r i a l s ( needed to trans form to numerica l
a r rays

231

232 np . save txt ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/TENTATIVE˙Apps/
Lates t ˙Starnmeer . p2dxdat/X. txt ” , Xini )

233 np . save txt ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/TENTATIVE˙Apps/
Lates t ˙Starnmeer . p2dxdat/Y. txt ” , Yini )
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234 np . save txt ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/TENTATIVE˙Apps/
Lates t ˙Starnmeer . p2dxdat/ Z˙mat ˙ id . txt ” , mat˙ id )

235

236 # %% Load as new ar rays
237

238 X˙coord = np . l oadtx t ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/
TENTATIVE˙Apps/ Lates t ˙Starnmeer . p2dxdat/X. txt ” )

239 Y˙coord = np . l oadtx t ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/
TENTATIVE˙Apps/ Lates t ˙Starnmeer . p2dxdat/Y. txt ” )

240 mats = np . l oadtx t ( ”C: / Users /Paul/Desktop/Needed˙Software /PLAXIS/
TENTATIVE˙Apps/ Lates t ˙Starnmeer . p2dxdat/ Z˙mat ˙ id . txt ” )

241

242 # %% Manipulation in to e x p l i c i t 1D arrays
243

244 mats = np . reshape (mats , [ - 1 , 1 ] )
245 X˙coord = np . reshape ( X˙coord , [ - 1 , 1 ] ) # reshape to column vec to r s o f

i n i t i a l l y unknown s i z e ( the ” -1” i s f o r that )
246 Y˙coord = np . reshape ( Y˙coord , [ - 1 , 1 ] )
247

248 # %% c l o s e output
249

250 g ˙o . c l o s e ( )
251

252 # %% Create index vec to r s to s epara t e s o i l s on the ba s i s o f the mate r i a l
id

253

254

255 i d x ˙ c 1 = np . t ranspose (np . where (mats == 1) ) # Mater ia l IDs in the order
o f c r e a t i on o f s o i l s

256 i dx ˙p2 = np . t ranspose (np . where (mats == 2) )
257 i dx ˙p3 = np . t ranspose (np . where (mats == 3) )
258 i d x ˙ c 4 = np . t ranspose (np . where (mats == 4) )
259 i d x ˙ c 5 = np . t ranspose (np . where (mats == 5) )
260 i d x ˙ s 6 = np . t ranspose (np . where (mats == 6) )
261

262 i d x ˙ c 1 = np . reshape ( i dx ˙ c 1 [ : , 0 ] , [ - 1 , 1 ] )
263 i dx ˙p2 = np . reshape ( idx ˙p2 [ : , 0 ] , [ - 1 , 1 ] )
264 i dx ˙p3 = np . reshape ( idx ˙p3 [ : , 0 ] , [ - 1 , 1 ] )
265 i d x ˙ c 4 = np . reshape ( i dx ˙ c 4 [ : , 0 ] , [ - 1 , 1 ] )
266 i d x ˙ c 5 = np . reshape ( i dx ˙ c 5 [ : , 0 ] , [ - 1 , 1 ] )
267 i d x ˙ s 6 = np . reshape ( i d x ˙ s 6 [ : , 0 ] , [ - 1 , 1 ] )
268

269

270 # %% Back to s o i l tab to d e f i n e e n t i t i e s f o r RFEM s imu la t i on
271

272 g ˙ i . g o t o s o i l ( )
273

274 clay1R = g ˙ i . so i lmat ( )
275 peat2R = g ˙ i . s o i lmat ( )
276 peat3R = g ˙ i . s o i lmat ( )
277 clay4R = g ˙ i . so i lmat ( )
278 clay5R = g ˙ i . so i lmat ( )
279 sand6R = g ˙ i . so i lmat ( )
280

281 # %% Creat ing the r i g h t a t t r i b u t e s - ”16” corresponds to UDSM or ”User -
de f ined ”

282 # NOTE: USER 1 = G; USER 2 = nu ; USER 3 = c ; USER 4 = phi , USER 5 = ps i ;
283 # The d e f i n i t i o n o f c and phi i s not c r u c i a l here because they are read

from the random f i e l d
284

285 clay1R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay1R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” , 9 . 9 ) ,“

286 ( ”gammaSat” , 1 3 . 9 ) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

287 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,1880) , ( ”User2” , 0 . 33 )
, ( ”User3” , 10) , ( ”User4” , 30) ,“

288 ( ”User5” , 0) , ( ”EoedInter ” ,5000) , ( ”CInter ” ,1 ) )
289

290 peat2R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Peat2R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” , 9 . 8 ) ,“
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291 ( ”gammaSat” ,11) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

292 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,940) , ( ”User2” , 0 . 33 ) ,
( ”User3” , 10) , ( ”User4” , 30) ,“

293 ( ”User5” , 0) , ( ”EoedInter ” ,2500) , ( ”CInter ” ,1 ) )
294

295 peat3R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Peat3R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” , 9 . 9 ) ,“

296 ( ”gammaSat” ,11) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

297 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,1111) , ( ”User2” , 0 . 33 )
, ( ”User3” , 10) , ( ”User4” , 30) ,“

298 ( ”User5” , 0) , ( ”EoedInter ” ,3000) , ( ”CInter ” ,1 ) )
299

300 clay4R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay4R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” ,15) ,“

301 ( ”gammaSat” ,15) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

302 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,1880) , ( ”User2” , 0 . 33 )
, ( ”User3” , 10) , ( ”User4” , 30) ,“

303 ( ”User5” , 0) , ( ”EoedInter ” ,5000) , ( ”CInter ” ,1 ) )
304

305 clay5R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Clay5R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” ,15) ,“

306 ( ”gammaSat” ,15) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

307 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,1880) , ( ”User2” ,
0 . 33 ) , ( ”User3” , 10) , ( ”User4” , 30) ,“

308 ( ”User5” , 0) , ( ”EoedInter ” ,5000) , ( ”CInter ” ,1 ) )
309

310 sand6R . s e t p r o p e r t i e s ( ( ” I d e n t i f i c a t i o n ” , ”Sand6R” ) , ( ”DrainageType” , ”
Drained” ) , ( ”gammaUnsat” ,18) ,“

311 ( ”gammaSat” ,20) , ( ” Soi lModel ” , ”User - de f ined ” ) , ( ”
D l l F i l e ” , ” a ˙ c ˙ p h i 6 4 . d l l ” ) ,“

312 ( ”ModelInDll ” , ”MC” ) , ( ”User1” ,16920) , ( ”User2” ,
0 . 33 ) , ( ”User3” , 10) , ( ”User4” , 30) ,“

313 ( ”User5” , 0) , ( ”EoedInter ” ,45000) , ( ”CInter ” ,1 ) )
314

315

316 # %% Assign c o r r e c t s o i l s to polygons - indexes in g ˙ i . polygons are
correspondent to t h e i r order o f c r e a t i on

317

318 g ˙ i . g o t o s t r u c tu r e s ( )
319

320 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 0 ] . S o i l ) , sand6R ) #sand6
321 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 1 ] . S o i l ) , clay5R ) #c lay5
322 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 2 ] . S o i l ) , clay4R ) #c lay4
323 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 3 ] . S o i l ) , peat3R ) #peat3a
324 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 4 ] . S o i l ) , peat3R ) #peat 3b
325 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 5 ] . S o i l ) , peat2R ) #peat 2
326 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 6 ] . S o i l ) , clay1R ) #c lay1
327 g ˙ i . s e tma t e r i a l ( ( g ˙ i . polygons [ 7 ] . S o i l ) , clay1R ) #c lay1
328

329 # %% Check f low
330

331 g ˙ i . goto f low ( )
332

333 # %% Go back to s t ag e s
334

335 g ˙ i . g o to s tage s ( )
336

337 # %% Manipulation o f coo rd ina t e s and s t a r t o f b lock f o r c r e a t i on o f
separated RFs

338

339 # %% Extract coo rd ina t e s f o r each s o i l in order to c r e a t e the random
f i e l d s and d i s t ance matr i ce s

340

341 # Fi r s t pre - a l l o c a t i o n o f coo rd inate ve c t o r s
342

343 X˙coord ˙c1 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
344 X˙coord ˙c4 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
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345 X˙coord ˙c5 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
346 X˙coord˙p2 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
347 X˙coord˙p3 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
348 X˙coord ˙ s6 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
349

350 Y˙coord ˙c1 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
351 Y˙coord ˙c4 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
352 Y˙coord ˙c5 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
353 Y˙coord˙p2 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
354 Y˙coord˙p3 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
355 Y˙coord ˙ s6 = np . array ( [ ] )# pre - a l l o c a t i o n o f unknown s i z e array
356

357 # %% Coordinates s epa ra t i on
358

359 f o r i in i dx ˙ c 1 :
360

361 X˙coord ˙c1 = np . reshape (np . append ( X˙coord˙c1 , X˙coord [ i ] ) , [ - 1 , 1 ] )
362 Y˙coord ˙c1 = np . reshape (np . append ( Y˙coord˙c1 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
363

364 f o r i in idx ˙p2 :
365

366 X˙coord˙p2 = np . reshape (np . append ( X˙coord˙p2 , X˙coord [ i ] ) , [ - 1 , 1 ] )
367 Y˙coord˙p2 = np . reshape (np . append ( Y˙coord˙p2 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
368

369 f o r i in idx ˙p3 :
370

371 X˙coord˙p3 = np . reshape (np . append ( X˙coord˙p3 , X˙coord [ i ] ) , [ - 1 , 1 ] )
372 Y˙coord˙p3 = np . reshape (np . append ( Y˙coord˙p3 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
373

374

375 f o r i in i dx ˙ c 4 :
376

377 X˙coord ˙c4 = np . reshape (np . append ( X˙coord˙c4 , X˙coord [ i ] ) , [ - 1 , 1 ] )
378 Y˙coord ˙c4 = np . reshape (np . append ( Y˙coord˙c4 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
379

380 f o r i in i dx ˙ c 5 :
381

382 X˙coord ˙c5 = np . reshape (np . append ( X˙coord˙c5 , X˙coord [ i ] ) , [ - 1 , 1 ] )
383 Y˙coord ˙c5 = np . reshape (np . append ( Y˙coord˙c5 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
384

385

386 f o r i in i d x ˙ s 6 :
387

388 X˙coord ˙ s6 = np . reshape (np . append ( X˙coord ˙ s6 , X˙coord [ i ] ) , [ - 1 , 1 ] )
389 Y˙coord ˙ s6 = np . reshape (np . append ( Y˙coord ˙ s6 , Y˙coord [ i ] ) , [ - 1 , 1 ] )
390

391 # %% Point s t a t i s t i c s d e c l a r a t i on and smal l manipulat ion to LN
392

393 n f i e l d s = 100 # no o f random f i e l d s = no o f monte c a r l o i t e r a t i o n s
394

395 # Sca l e s o f f l u c t u a t i o n in X - Y
396 thetax = 0 .5
397 thetay = 0 .5
398

399 # mean cohe s i on s
400

401 mc˙c1 = 4 .4
402 mc˙p2 = 3 .2
403 mc˙p3 = 2
404 mc˙c4 = 4 .5
405 mc˙c5 = 5 .4
406 mc˙s6 = 10e -5
407

408 # c o e f f i c i e n t o f v a r i a t i o n - cohes ion
409

410 vc ˙ c1 = .773
411 vc ˙p2 = .656
412 vc ˙p3 = .775
413 vc ˙ c4 = .554
414 vc ˙ c5 = .352
415 vc ˙ s 6 = .0
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416

417 # mean phi
418

419 mp˙c1 = 30.11
420 mp˙p2 = 19.84
421 mp˙p3 = 19.70
422 mp˙c4 = 29.20
423 mp˙c5 = 31.00
424 mp˙s6 = 32.49
425

426 # c o e f f i c i e n t s o f v a r i a t i o n - phi
427

428 vp˙c1 = .081
429 vp˙p2 = .058
430 vp˙p3 = .145
431 vp˙c4 = .012
432 vp˙c5 = .007
433 vp ˙ s6 = .000
434

435

436 # STD LN ver s i on - cohe s i on s
437

438 s l n c ˙ c 1 = np . sq r t (np . l og (1+vc ˙ c1 **2) )
439 s l n c ˙ p 2 = np . sq r t (np . l og (1+vc˙p2 **2) )
440 s l n c ˙ p 3 = np . sq r t (np . l og (1+vc˙p3 **2) )
441 s l n c ˙ c 4 = np . sq r t (np . l og (1+vc ˙ c4 **2) )
442 s l n c ˙ c 5 = np . sq r t (np . l og (1+vc ˙ c5 **2) )
443 s l n c ˙ s 6 = np . sq r t (np . l og (1+ vc ˙ s 6 **2) )
444

445

446 # STD LN ver s i on - phi
447

448 s l np ˙ c 1 = np . sq r t (np . l og (1+vp˙c1 **2) )
449 s l np ˙p2 = np . sq r t (np . l og (1+vp˙p2 **2) )
450 s l np ˙p3 = np . sq r t (np . l og (1+vp˙p3 **2) )
451 s l np ˙ c 4 = np . sq r t (np . l og (1+vp˙c4 **2) )
452 s l np ˙ c 5 = np . sq r t (np . l og (1+vp˙c5 **2) )
453 s l n p ˙ s 6 = np . sq r t (np . l og (1+vp˙ s6 **2) )
454

455

456 # mean LN ve r s i on - cohe s i on s
457

458 mlnc˙c1 = np . l og ( mc˙c1 ) - 0 . 5 * s l n c ˙ c 1 **2
459 mlnc˙p2 = np . l og (mc˙p2 ) - 0 . 5 * s l n c ˙ p 2 **2
460 mlnc˙p3 = np . l og (mc˙p3 ) - 0 . 5 * s l n c ˙ p 3 **2
461 mlnc˙c4 = np . l og ( mc˙c4 ) - 0 . 5 * s l n c ˙ c 5 **2
462 mlnc˙c5 = np . l og ( mc˙c5 ) - 0 . 5 * s l n c ˙ c 5 **2
463 mlnc˙s6 = np . l og ( mc˙s6 ) - 0 . 5 * s l n c ˙ s 6 **2
464

465 # mean LN ve r s i on - phi
466

467 mlnp˙c1 = np . l og (mp˙c1 ) - 0 . 5 * s l np ˙ c 1 **2
468 mlnp˙p2 = np . l og (mp˙p2 ) - 0 . 5 * s lnp ˙p2 **2
469 mlnp˙p3 = np . l og (mp˙p3 ) - 0 . 5 * s lnp ˙p3 **2
470 mlnp˙c4 = np . l og (mp˙c4 ) - 0 . 5 * s l np ˙ c 4 **2
471 mlnp˙c5 = np . l og (mp˙c5 ) - 0 . 5 * s l np ˙ c 5 **2
472 mlnp˙s6 = np . l og (mp˙s6 ) - 0 . 5 * s l n p ˙ s 6 **2
473

474 # %% Ful l d i s t ance matr i ce s
475

476 Dx = sp . d i s t anc e ˙mat r i x ( X˙coord , X˙coord ) # d i s t an c e s between x -
coo rd ina t e s in matrix

477 Dy = sp . d i s t anc e ˙mat r i x ( Y˙coord , Y˙coord ) # d i s t an c e s between x -
coo rd ina t e s in matrix

478

479 # %% Cor r e l a t i on exp r e s s i on s and random vec to r s c r e a t i on on the ba s i s o f
a standard - normal d i s t r i b u t i o n

480

481 co r r = np . exp ( -2 * np . s q r t ( (Dx/ thetax ) **2+(Dy/ thetay ) **2) ) # Markovian
c o r r e l a t i o n in 2D

482 co r r = np . l i n a l g . cho l e sky ( co r r )
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483

484

485 rdn l1 = cor r @ np . random . normal (0 , 1 , s i z e = [ l en ( X˙coord ) , n f i e l d s ] )
486 rdn l2 = cor r @ np . random . normal (0 , 1 , s i z e = [ l en ( X˙coord ) , n f i e l d s ] )
487

488 # %% Pre - a l l o c a t i o n o f c and phi f i e l d s
489

490 c = np . z e r o s ( ( l en ( X˙coord ) , n f i e l d s ) )
491 phi = np . z e r o s ( ( l en ( X˙coord ) , n f i e l d s ) )
492

493 # %% Attr ibute t rans f o rmat i ons to c o r r e c t a reas on the ba s i s o f t h e i r (
LN) po int s t a t s

494

495 f o r i in i dx ˙ c 1 :
496

497 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ c 1 + mlnc˙c1 )
498 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l np ˙ c 1 + mlnp˙c1 )
499

500 f o r i in idx ˙p2 :
501

502 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ p 2 + mlnc˙p2 )
503 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l np ˙p2 + mlnp˙p2 )
504

505 f o r i in idx ˙p3 :
506

507 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ p 3 + mlnc˙p3 )
508 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l np ˙p3 + mlnp˙p3 )
509

510 f o r i in i dx ˙ c 4 :
511

512 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ c 4 + mlnc˙c4 )
513 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l np ˙ c 4 + mlnp˙c4 )
514

515 f o r i in i dx ˙ c 5 :
516

517 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ c 5 + mlnc˙c5 )
518 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l np ˙ c 5 + mlnp˙c5 )
519

520 f o r i in i d x ˙ s 6 :
521

522 c [ i , : ] = np . exp ( rdnl1 [ i , : ] * s l n c ˙ s 6 + mlnc˙s6 )
523 phi [ i , : ] = np . exp ( rdn l2 [ i , : ] * s l n p ˙ s 6 + mlnp˙s6 )
524

525 # %% Check PDF, CDF of RF p r op e r t i e s - c / phi
526

527 c r f1 , b i n r f 1 = np . histogram ( c , b ins = 5) # histogram p r op e r t i e s
528 pd f ˙ r f 1 = c r f 1 /sum( c r f 1 ) # Probab i l i t y d i s t r i b u t i o n func t i on o f s a f e t y

f a c t o r s
529 c d f ˙ r f 1 = np . cumsum( pd f ˙ r f 1 ) # Cumulative d i s t r i b u t i o n func t i on
530

531 import matp lo t l i b . pyplot as p l t
532

533 p l t . p l o t ( b i n r f 1 [ 1 : ] , pd f ˙ r f 1 , c o l o r = ’ red ’ , l a b e l = ’PDF ’ )
534 p l t . p l o t ( b i n r f 1 [ 1 : ] , c d f ˙ r f 1 , c o l o r = ’ blue ’ , l a b e l = ’CDF’ )
535 p l t . l egend ( )
536

537

538 # %% Saving c h a r a c t e r i s t i c s
539

540 f i l e ˙ n ame1 = ’ nt ip . dat ’
541 f i l e ˙ n ame2 = ’ RandomFieldTest3 . dat ’ # ! ! KEEP NAME THE SAME - IT ’S CODED

IN THE UDSM
542 f i l e ˙ n ame3 = ’ Sa f e tyFacto r s . dat ’
543 f i l e ˙ n ame4 = ’Nf . dat ’
544 save ˙path1 = ’C: /YourPathToUDSMReading ’ # Path to f o l d e r from which UDSM

reads
545 save ˙path2 = ’C: / YourPathToThePLAXISProject/YourProject . p2dxdat/ ’ # path

to f o l d e r o f the PLAXIS p r o j e c t
546

547 I n t e g r a t i onPo in t s = os . path . j o i n ( save ˙path1 , f i l e ˙ n ame1 ) # the number o f
i n t e g r a t i o n pts
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548 RandomFields = os . path . j o i n ( save ˙path1 , f i l e ˙ n ame2 ) # the random f i e l d s
to be read by udsm

549 Sa f e tyFacto r s = os . path . j o i n ( save ˙path2 , f i l e ˙ n ame3 ) # the s a f e t y
f a c t o r s in pro j f o l d e r

550 BinaryFa i lure = os . path . j o i n ( save ˙path2 , f i l e ˙ n ame4 ) # Binary f a i l u r e
performance

551

552 # %% Plot to check RFs
553

554 import matp lo t l i b . pyplot as p l t
555 #from mp l ˙ t o o l k i t s import mplot3d
556

557 f i g , ax = p l t . subp lo t s ( )
558

559 s c a t t e r = ax . s c a t t e r ( X˙coord , Y˙coord , c = c [ : , 0 ] ) # f i r s t random f i e l d
560 ax . s e t ( xlim = [ - 1 5 , 4 0 ] ) # Your bound - l im i t s here i f needed
561 ax . s e t ( ylim = [ - 1 5 , 4 0 ] )
562 l egend1 = ax . legend (* s c a t t e r . l e g end ˙ e l ement s (num = 6) , l o c = ”upper

r i g h t ” , t i t l e = ”c” )
563 p l t . s a v e f i g ( ”RandomFieldCheck . jpg ” , format = ’ jpg ’ , dpi = 500)
564

565 # %% Save no o f i n t e g r a t i o n po in t s
566

567 nt ip1 = np . reshape (np . array ( [ l en ( X˙coord ) ] ) , [ - 1 , 1 ] )
568 np . save txt ( In t eg ra t i onPo in t s , ntip1 , fmt = ’%1.0 i ’ )
569

570 # %% Pre - a l l o c a t i o n o f output v a r i a b l e s and subs t r i ng check f o r f a i l u r e
in f i r s t 2 phases

571

572 s f = np . z e r o s ( ( n f i e l d s , 1 ) ) # Safe ty f a c t o r s pre - a l l o c a t i o n
573 nf = np . z e r o s ( ( n f i e l d s , 1 ) ) # Number o f f a i l e d i t e r a t i o n s
574 s ub s t r i n g ˙ ch e ck = ’The c a l c u l a t i o n s o f the f o l l ow i ng phases f a i l e d ’
575

576 # %% Calcu la te
577

578 s t a r t = time . time ( )
579

580 f o r i in range ( n f i e l d s ) :
581

582 c ˙ ph i = np . co lumn˙stack ( ( c [ : , i ] , phi [ : , i ] ) )
583

584 np . save txt (RandomFields , c ˙ ph i ) # sav ing the two random f i e l d s to
f i l e

585 # Mark f o r c a l c u l a t i o n
586 I n i t i a l . ShouldCalcu late = True
587 Null . ShouldCalcu late = True
588 Sa fe ty . ShouldCalcu late = True
589

590

591 i f s ub s t r i n g ˙ ch e ck in g ˙ i . c a l c u l a t e ( I n i t i a l ) : # i f i s s u e s in i n i t i a l
phase

592 s f [ i ] = f l o a t ( s t r ( I n i t i a l . Reached . SumMstage ) )
593 nf [ i ] = 1
594

595 e l i f s ub s t r i n g ˙ ch e ck in g ˙ i . c a l c u l a t e ( Nul l ) :
596 s f [ i ] = 0 .99
597 nf [ i ] = 1
598

599 e l s e :
600 g ˙ i . c a l c u l a t e ( Sa fe ty )
601 s f [ i ] = f l o a t ( s t r ( Sa fe ty . Reached . SumMsf) )
602 nf [ i ] = 0
603

604 np . save txt ( Sa fetyFactors , s f ) # Save to f i l e - hedge f o r crash + ex t e rna l
p r o c e s s i ng

605 np . save txt ( BinaryFai lure , nf ) # Save to f i l e - hedge f o r crash + ex t e rna l
p r o c e s s i ng

606

607 end = time . time ( )
608 zDuration = end - s t a r t # durat ion s to r ed in a va r i ab l e



E SCALE OF FLUCTUAT ION , ρ AND MESH
CHO ICES

In this appendix, illustrations are provided to highlight the role of input scales of
fluctuation on the correlation values between an origin point and its surroundings,
for a given correlation structure. This is done by choosing an isotropic scale of
fluctuation (θx = θy) with two different values (θx = θy = 2, 10 m).

3D visualization of Markovian correlation as a function of θ

Figure E.1: 3D visualization of correlation as a function of τx, τy, for θx = 2 m, θy = 2 m

Figure E.2: 3D visualization of correlation as a function of τx, τy, for θx = 10 m, θy = 10 m
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2D zoomed in projection of Markovian correlation as a function of θ

(a) 2D illustration (b) 2D zoomed in ( θx
4 =0.5 m, θy

4 = 0.5 m, ρ ≊ 0.7)

Figure E.3: Parameter Markovian correlation (ρ) as a function of an isotropic spatial correla-
tion structure, θy = 2 m θx = 2 m)

(a) 2D illustration (b) 2D zoomed in ( θx
4 =2.5 m, θy

4 = 2.5 m, ρ ≊ 0.7)

Figure E.4: Parameter Markovian correlation (ρ) as a function of an isotropic spatial correla-
tion structure, θy = 10 m θx = 10 m)



F C D F OF S FS - VER IF I CAT ION CASE 2

This appendix provides an illustration of the CDFs of safety factors for different
scales of fluctuation, along with the mean, median and deterministic solutions. This
is to prove that with a very large scale of fluctuation, the distribution of results
should resemble that of a set of deterministic analyses, which for a combination
of mean values of parameters should yield a value close to the deterministic safety
factor obtained with those same mean values.

Moreover, results confirm the trend observed in literature, that with smaller values
of spatial correlation, the distribution of solution tends to be more narrowly spread
around the mean solution.

Figure F.1: Cumulative distribution functions and deterministic solutions for safety factors
in the 2nd verification case study
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G RANDOM F IELDS AS A FUNCT ION OF
Θ - VER IF I CAT ION CASE 2

This appendix provides a series of comparative plots of random fields distributions
along a problem’s geometry for different scales of fluctuation. The original study
used a scale of fluctuation normalized to the height of the slope - Θ = θ

H , so results
here are expressed in terms of this entity. This serves to illustrate the effect the
scale of fluctuation has on the distribution of a parameters’ values throughout the
domain, while reinforcing the verification of proper reading and storage of the
random field in PLAXIS’ kernel. To avoid redundancy, only the cohesion random
field is used in this case, but the principle holds for the other random fields as
well. Illustrations can be consulted in figures G.1 to G.5. It is worth noting the
gradual increase in continuity of zones of a certain value, for larger values of scale
of fluctuation. In this sense, it is also important to note the scale of values PLAXIS
provides when illustrating the values of parameters.

Distribution of cohesion values over the domain for Θ = 0.1

Figure G.1: Random field for c′ [kPa] - Verification case 2 - Θ = 0.1 (θv = θh = 1 m)

Distribution of cohesion values over the domain for Θ = 0.5

Figure G.2: Random field for c′ [kPa] - Verification case 2 - Θ = 0.5 (θv = θh = 5 m)
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88 random fields as a function of Θ - verification case 2

Distribution of cohesion values over the domain for Θ = 1

Figure G.3: Random field for c′ [kPa] - Verification case 2 - Θ = 1, (θv = θh = 10 m)

Distribution of cohesion values over the domain for Θ = 5

Figure G.4: Random field for c′ [kPa] - Verification case 2 - Θ = 5, (θv = θh = 50 m)

Distribution of cohesion values over the domain for Θ −→ ∞

Figure G.5: Random field for c′ [kPa] - Verification case 2 - Θ −→ ∞



H STRESS PO INTS SPAC ING -
VAL IDAT ION CASE STUDY

This appendix provides an illustration from a PLAXIS connectivity plot showcasing
both the nodes and the stress points’ distribution at a remote part of the domain.
The nodes are depicted in red, while the stress points are shown with purple dots.

This serves to prove that the distances between two integration points in this zone
remote from the failure area is not larger than 0.5 m, which is the smallest scale
of fluctuation taken into account in this study. As a result, this can be captured by
the mesh in the scenarios considered. That being said, as mentioned in the main
text there is a small number of elements for which this spacing is not achieved and
larger elements are generated.

As noted before, this was deemed acceptable due to the rarity of occurrence and
the very large number of stress points potentially needed to comply with this req-
uisite all over the domain. Increasing the stress point density until meeting this
spacing criterion in the remote areas of the domain would make the duration of the
calculation prohibitive for the purpose of this study.

Detailed view of the largest elements in the mesh

Figure H.1: Spacing between integration points in the sand layer - Starnmeer validation case
(Red points = nodes; Purple points = stress points)
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I RANDOM F IELDS AS A FUNCT ION OF
Θ - VAL IDAT ION CASE STUDY

Distribution of cohesion values over the domain for θv = 0.5 m, θh = 6 m

Figure I.1: Starnmeer validation case - random field for c′ [kPa], θv = 0.5 m, θh = 6 m

Distribution of friction angle values over the domain for θv = 0.5 m, θh = 6 m

Figure I.2: Starnmeer validation case - random field for ϕ′ [◦], θv = 0.5 m, θh = 6 m
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92 random fields as a function of Θ - validation case study

Distribution of cohesion values over the domain for θv = θh −→ ∞

Figure I.3: Starnmeer validation case - random field for c′ [kPa], θv = θh −→ ∞

Distribution of friction angle values over the domain for θv = θh −→ ∞

Figure I.4: Starnmeer validation case - random field for ϕ′ [◦], θv = θh −→ ∞



J SEPARATE COMPAR ISONS - C D FS OF
S FS - STARNMEER VAL IDAT ION CASE

This appendix provides illustrations of the results presented in figure 5.6 of chapter
5. To highlight the point around the meaning of ”1” as a threshold safety factor
value, the parts of the curve below this value are plotted with a different color.

Figure J.1: Comparison of CDFs of safety factors for the Starnmeer validation case:
θv = θh = 0.5 m

Figure J.2: Comparison of CDFs of safety factors for the Starnmeer validation case:
θv = 0.5 m θh = 6 m
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94 separate comparisons - C D FS of S FS - starnmeer validation case

Figure J.3: Comparison of CDFs of safety factors for the Starnmeer validation case:
θv = θh −→ ∞



K DEMONSTRAT IVE CASE STUDY:
DETERM IN IST IC ANALYS IS

This appendix provides an illustration of the failure mechanism for the determin-
istic calculation in the demonstrative case study. In figure K.1, incremental dis-
placements are plotted as a result of a ”Safety” analysis performed with the mean
parameters reported in table 6.1.

The failure mechanism identified in this deterministic analysis is only local, not
extending to the bottom two layers. This makes the procedure of varying property
values significantly only in the top layer reasonable. If the failure mechanism would
have extended to the bottom two layers, this assumption would not be valid. As a
result of this undertaking, a safety factor value of 2.5 was calculated.

Incremental displacements post Safety phase

Figure K.1: Demonstrative case study - Illustration of incremental displacements |∆u| from
the Safety analysis in PLAXIS
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L DEMONSTRAT IVE CASE STUDY:
RANDOM F IELDS AS A FUNCT ION OF θ

In this appendix, illustrations of the distribution of values for the random field of
”G” in the demonstrative case study are presented. This serves two purposes:

• Visually reinforcing the argument for the appropriateness of the mesh

• Providing a visual support for understanding the results presented in 6.2.

Distribution of shear modulus values over the domain for θv = θh = 2 m

Figure L.1: Demonstrative case study - random field for G [kPa], θv = θh = 2 m

Distribution of shear modulus values over the domain for θv = 2 m, θh = 10 m

Figure L.2: Demonstrative case study - random field for G [kPa], θv = 2 m, θh = 10 m
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98 demonstrative case study: random fields as a function of θ

Distribution of shear modulus values over the domain for θv = θh −→ ∞

Figure L.3: Demonstrative case study - random field for G [kPa], θv = θh −→ ∞



M COMPUTAT ION T IMES OVERV IEW

In this appendix, information on average computation times for the analyses carried
out in this thesis is presented. This includes the number of random parameters
considered, the number of construction stages, the number of integration points
and of course the average duration per realization. These are highlighted in table
M.1 below. The same information is illustrated in figure M.1.

Table M.1: Average computation times for all the cases studied in the thesis
Case Parameters Stages Stress points Time/realization [s]

Verification 1 2 3 1992 23

Verification 2 2 3 2500 26

Starnmeer validation 2 3 11,000 94

Demonstrative case study 3 3 12,500 190

This provides a more comprehensive perspective regarding the influence of relevant
factors on operational performance discussed in sub-chapter 7.2.
Between the second verification and the validation case study it can be seen how
for the same number of random parameters and construction stages, the number of
stress points significantly affects computation times.

Then, comparing the Starnmeer validation case study with the demonstrative case
study, it can be seen how influential the addition of an extra parameter can be
in slowing calculation time. Of course, it should also be taken into account that
the final case study required a slightly larger number of stress points and that the
output panel is opened at every realization, which is not the case for the validation.

Computation times for all cases studied in this thesis

Figure M.1: Illustration of average calculation times in case studies treated in this thesis
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