
D
el

ft
U

ni
ve

rs
it

y
of

Te
ch

no
lo

gy

Dynamic workspace reindexing using an
ergonomics-based multimodal controller
in teleoperation

Thijs Exterkate



Dynamic workspace reindexing using an
ergonomics-based multimodal controller

in teleoperation

by

Thijs Exterkate

To obtain the degree of Master of Science

at the Delft University of Technology,

to be defended publicly on Thursday March 13, 2025 at 12:00.

Student number: 4977521
Project duration: March, 2024 – March, 2025
Thesis committee: Dr. L. (Luka) Peternel, TU Delft, supervisor

Ir. N. (Nicky) Mol, TU Delft, supervisor
Dr. M. (Michaël) Wiertlewski, TU Delft

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


Preface

This past year has been an exciting journey into robotics, centered around teleoperation. As I expected
the graduation project to be a challenge, I am happy to say that it has been an enjoyable time; which I
consider an achievement in itself. It was nice to work directly in the lab with actual robots, making it a
hands-on and practical project.

At the core of this research is an ergonomics-based multimodal controller for dynamic workspace rein-
dexing. Exploring this concept throughout the project has been a rewarding experience. It provided
me with the opportunity to integrate theory into practice by working with a teleoperation setup, where
I controlled an industrial KUKA robot using a Sigma.7 haptic device. Working on workspace reindex-
ing, haptic feedback, and ergonomics allowed me to further develop my skills in the field of robotics.
Furthermore, the freedom to choose my own project direction led me to work with a depth camera.
Implementing a pose detection algorithm using the depth camera was fun and helped me acquire new
skills. Connecting all the pieces and seeing the system evolve and improve over time made this an
engaging project.

I would like to express my thanks to Luka and Nicky for their valuable feedback and guidance through-
out this project. A huge thanks also goes to my girlfriend, family, friends, and roommates for the endless
coffee moments, conversations, and support, whether it was about studies or just life in general. Look-
ing back, I’m proud of what I’ve accomplished, and I definitely wouldn’t be where I am today without
their help.

Thijs Exterkate
Delft, March 6, 2025
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Summary

To address both workspace limitations and operator ergonomics, this research proposes an ergonomics-
based multimodal controller for dynamic workspace reindexing. The proposed controller interactively
leverages pose and velocity control, selecting the appropriate control mode based on a ergonomic
model to improve operator ergonomics.

An Ergonomic Workspace (EW) is defined based on the operator’s posture. The EW is determined us-
ing an ergonomic model, ensuring that as long as the operator remains within it, their posture remains
ergonomic. Control mode selection depends on the boundaries of the EW: when the operator pushes
the leader handle beyond the EW boundaries, velocity control is activated. During velocity control, hap-
tic forces/torques are generated at the leader handle to guide the operator back towards the EW. The
operator can resist the haptic forces to provide the follower robot with a translational and/or rotational
velocity proportional to the force/torque exerted by the operator. Commanding a constant follower ve-
locity while maintaining a fixed leader pose enables to dynamically reindex the follower’s workspace,
overcoming workspace limitations. When the operator moves within the boundaries of the EW, pose
control is activated. During this control mode. The operator sets the reference pose directly using the
leader device. This mode offers intuitive steering and high precision, making it ideal for object interac-
tion tasks. Since this control mode is in effect when the leader is located within the EW, an ergonomic
posture is maintained during object interaction.

The proposed teleoperation system is evaluated through a teleoperation task performed using a con-
ventional controller and the proposed controller. It is shown that the proposed controller enables to
enhance ergonomics of the operator. By dynamically reindexing the workspace toward target objects,
it is ensured that object interactions are consistently performed from an ergonomic posture. Further-
more, dynamic reindexing successfully addresses workspace limitations without requiring clutching or
scaling.
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Dynamic workspace reindexing using an
ergonomics-based multimodal controller

in teleoperation
Thijs Exterkate
March 6, 2025

Abstract—This paper proposes a multimodal controller that
interactively leverages pose and velocity control for teleoperation,
designed to address workspace limitations by dynamic workspace
reindexing while taking into account operator ergonomics. Dy-
namic workspace reindexing offers a solution to the limitations
of existing approaches, such as scaling and clutching. To en-
sure operator ergonomics, The Rapid Upper Limb Assessment
(RULA) method is used to define an Ergonomic Workspace
(EW) within which the operator must remain to maintain an
ergonomic posture. Within the boundaries of the EW, non-
scaled pose control is used to control the follower, offering
intuitive interaction with the remote environment while main-
taining good operator ergonomics. Outside the EW boundaries,
velocity control is applied, where the velocity of the follower
is based on the force exerted by the operator on the leader
haptic device, allowing the operator to dynamically reindex
the follower workspace. This control mode facilitates coarse
positioning of the follower between targets. A proof-of-concept
demonstration shows that the proposed controller succesfully
addresses workspace limitations by dynamically reindexing the
follower’s workspace towards target objects. Furthermore, it is
shown that the controller consistently maintains good operator
ergonomics during interaction with the remote environment,
thereby making it a suitable option for prolonged teleoperation
tasks.

I. INTRODUCTION

DRIVEN by labor shortages, advanced capabilities, and
lower costs, robots are increasingly being adopted and

will see greater use in the future [1]. In structured envi-
ronments like the automotive industry, robots achieve higher
efficiency than human employees due to their consistency,
precision and resistance to fatigue [2]. However, developing
robots for unstructured environments is challenging due to
the complexity of understanding these environments [3]. In
such cases, keeping a human in the loop for error handling
remains required. However, in dangerous, toxic, or constrained
environments, humans cannot be present, requiring the use
of remotely operated robots [4, 5]. This has increased the
demand for remotely operated robots in areas such as disaster
response [6]. An example is Boston Dynamics’ Spot robot,
which is used in emergency cases like suspicious package
cleanup [7, 8]. Other applications include remote maintenance
of nuclear fusion reactors [9], nuclear waste cleanup [10], and
surgery [11, 12]. This form of robot control is referred to as
teleoperation or telemanipulation [13, 14].

Typically, a human would hold a tool to manipulate their
environment, known as ’direct control.’ In teleoperation, how-

(a) Leader workspace: The operator can freely move the leader handle
within the boundaries of the leader, denoted by the green area. The
physical limits of the leader device restrict the operator from moving
beyond the green area.

Initial workspace

Reindexed workspace

Reindexing translation

(b) Initial and reindexed follower workspace.

Fig. 1: In a conventional pose controlled teleoperation setup,
the initial leader workspace can be too small to reach the target
in the follower workspace. Reindexing relocates the follower
workspace, enabling the gripper to reach the target.

ever, the operator uses an interface to perform these manipula-
tions [15, 16]. This interface can vary widely, ranging from a
simple joystick [17] to more complex devices, such as a data
glove [18, 19].

As the range of the leader device is often limited, operating
in large remote environments becomes a challenge [20]. As
shown in Figure 1, the target object is beyond the reach of
the follower’s workspace, making it impossible to move the
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follower robot to the desired location. One solution is scaling,
which enlarges the workspace but reduces resolution, making
precise manipulation harder [21, 22, 23]. Another approach is
workspace reindexing (or decoupling/clutching) [24, 25, 26],
which is similar to lifting and relocating a computer mouse
when it reaches the edge of the desk. However, unlike a mouse,
most haptic interfaces are grounded [27, 28], so clutching
requires temporarily ”freezing” the teleoperation.

Another method for enlarging follower workspace is dy-
namic workspace reindexing, which eliminates the need to
freeze the teleoperation by using a multimodal pose/velocity
control system [29, 30]. Pose control provides high fidelity
and intuitive steering for precise interaction with the remote
environment [31], while velocity control facilitates coarse
positioning between desired locations. In this multimodal sys-
tem, workspace boundaries remain fixed during pose control.
While velocity control continuously shifts them towards the
operator’s target without having to freeze the teleoperation as
in clutching.

Along with workspace challenges, teleoperation systems
should consider operator posture ergonomics, as prolonged
arm extension or awkward arm configurations can lead to
discomfort and muscle fatigue [32, 33]. Teleoperation systems
that encourage natural arm configurations improve both com-
fort and arm movement efficiency [34, 35]. Previous studies
have emphasized the importance of incorporating postural
ergonomics into teleoperation designs, as doing so can sig-
nificantly improve overall system performance [36, 37, 38]
and increase user acceptance [39, 40, 41].

To account for ergonomics during teleoperation, opera-
tor posture must be quantified in ergonomic terms. Various
ergonomic models exist for quantifying the ergonomics of
human postures. Two widely used ergonomic models are
the Rapid Entire Body Assessment (REBA) [42] and the
Rapid Upper Limb Assessment (RULA) [43], which are
relatively simple as they primarily rely on the positions of
body keypoints such as the shoulders, elbows, hips, and knees.
More advanced ergonomic models incorporate musculoskele-
tal modeling [44, 45], which may offer enhanced accuracy but
require more complex implementation. Alternatively, sensor-
based approaches, such as electromyography [46], can be
employed to achieve a more detailed ergonomic assessment.

To address both workspace limitations and operator er-
gonomics, this research proposes an ergonomics-based mul-
timodal controller for dynamic workspace reindexing. The
proposed controller interactively leverages pose and velocity
control, selecting the appropriate control mode based on a
ergonomic model to improve operator ergonomics.

An Ergonomic Workspace (EW) is defined based on the
operator’s posture. The EW is determined using an ergonomic
model, ensuring that as long as the operator remains within
it, their posture remains ergonomic. Control mode selection
depends on the boundaries of the EW: when the operator
pushes the leader handle beyond the EW boundaries, velocity
control is activated, allowing the operator to dynamically
reindex the workspace toward other areas of interest. Inside the
ergonomic workspace (EW) boundaries, pose control allows
for precise object interaction while maintaining an ergonomic

body posture. As object interaction activities can typically last
for extended periods, this study focuses on ensuring opera-
tor ergonomics during these tasks in particular. In contrast,
dynamic workspace reindexing periods are less interesting
because they are used for coarse positioning and are relatively
brief.

Following research question is composed for the develop-
ment of the teleoperation system:
→ Research question: How to develop an ergonomics-

based multimodal controller that can dynamically reindex the
workspace to address both workspace limitations and operator
ergonomics in teleoperation?

Objectives:
1) Create an EW quantification module that incorporates a

postural ergonomics model.
2) Develop a multimodal controller that interactively lever-

ages pose and velocity control to dynamically reindex
the EW.

3) Validate the proposed method using a proof-of-concept
demonstration.

II. METHODS

Figure 2 illustrates the proposed teleoperation system. The
light-green block represents the ergonomic model, which cal-
culates the Ergonomic Workspace (EW) that serves as input for
the controller. The dark-green block represents the proposed
multimodal controller, which alternates between pose and
velocity control based on the EW. Pose control is used when
the leader handle is within the EW, while velocity control,
allowing dynamic workspace reindexing, is used when it is
outside.

Human 
operator

Haptic 
interface 
(leader)

Remote 
robot 

(follower)

Ergonomic 
model

Controller

Ergonomic 
Workspace

Operator 
posture

F, ?

x, r
Remote 
environ-

ment

F, ?F, ?

F, ?

xref 

F, ?

Fig. 2: Block diagram of the teleoperation system. Light
blue blocks are the standard channels in a 4-channel tele-
operation system. The ergonomic model computes the Er-
gonomic Workspace (EW) based on the operator’s posture
using a postural ergonomics model. The controller determines
the follower reference using either pose or velocity control,
depending on which control mode is currently in effect

A. Ergonomic model

The operator’s posture is quantified using the Rapid Upper
Limb Assessment (RULA) method [43], which assigns a score
from 1 (optimal ergonomic posture, minimal injury risk) to 9
(poor posture, high injury risk). While the complete RULA
method assesses the arm, hand, neck, and torso, this study
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focuses exclusively on the operator arm’s ergonomic score.
Appendix A.1 and A.2 show how RULA is adapted for
this research. The objective is to maintain a RULA score of
1 for the operator’s arm throughout the teleoperation task.
To achieve this, an Ergonomic Workspace (EW) is defined,
ensuring that the operator’s arm posture remains ergonomic
(RULA=1) as long as they remain within the EW. The EW
consists of both a translational component and a rotational
component:

1) Translational EW: A standard arm model consists of
seven Degrees of Freedom (DoF) [47, 48, 49], comprising
three at the shoulder, one at the elbow, and three at the wrist.
To determine the translational EW, we calculate all possible
wrist positions by iterating over the three shoulder DoF’s and
the elbow DoF. Each arm configuration is assigned a RULA
score. This generates a database of ergonomic scores for all
possible arm configurations, as shown in Figure 3a. RULA
scores of 7, 8 and 9 are not observed in this study, as rules
regarding movement repetitiveness, operator muscle force and
shoulder elevantion are not considered in the analysis. Arm
configurations with a RULA score of 1 are filtered to form
a 3D body that encloses all wrist positions associated with a
RULA score of 1, designated as the Ergonomic Workspace
(EW), see Figure 3b. To maintain an ergonomic posture, the
operator must remain within the translational EW boundaries.
Figure 3b also shows an example of an arm configuration
within the EW, corresponding to a RULA score of 1. It should
be noted that the three DoF’s at the wrist are neglected for
simplicity. A detailed elaboration on how the operator arm
is modelled to determine the translational EW is shown in
Appendix A.3.

2) Rotational EW: In addition to the translational EW, a
rotational EW is defined. The boundaries of the rotational EW
are [−15, 15] degrees for pitch, roll, or yaw, as specified by
RULA for wrist rotations. These limits are applied to the leader
handle, so if the leader handle’s rotation in any of the three
rotational directions exceeds 15 degrees, the pose is considered
outside the rotational EW.

B. Controller
The proposed controller alternates between two control

modes: pose-pose control, where the leader handle’s pose
is used as a reference for the follower robot, and force-
velocity control, where the operator’s applied force on the
leader handle dictates the reference velocity for the follower.
The following paragraphs explain both control modes, with
pseudocode provided in Figure 4.

- Control Mode 1 (Pose Control): In this mode, the oper-
ator sets the reference pose (both position and rotation) using
the leader device. The follower robot follows the reference
pose set by the leader. This control mode is activated when the
the leader handle is located within the ergonomic workspace
(EW), either within the EW boundaries shown in Figure 3b or
within the rotational limits of [−15, 15] degrees. This mode,
referred to as pose control, offers intuitive steering and high
precision, making it ideal for object interaction tasks.

Control Mode 2 (Velocity Control): When the operator
moves outside the boundaries of the EW, a haptic force/torque

(a) Point cloud of all possible wrist positions, with each point repre-
senting a wrist position colored according to the corresponding RULA
score for that arm configuration. Red points indicate wrist positions
resulting from unergonomic arm configurations, while light green
points represent positions from good ergonomic configurations. The
blue points, hidden beneath the rest of the cloud, correspond to wrist
positions from ergonomically excellent configurations (RULA=1),
which are the target arm configurations in this study.

(b) The 3D body shown in blue is the Translational EW, derived from
the arm configurations with RULA=1 scores in Figure 3a. The EW
is presented from two different angles.

Fig. 3: EW based on wrist positions
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is generated by the leader handle to guide the operator back
towards the EW.

• In case of the Translational EW, this haptic force is
calculated proportional to the smallest distance from the
leader handle to the Translational EW. The larger the
distance, the larger the haptic force guiding the operator
back towards the EW.

• In case of the Rotational EW, the haptic torque is
proportional to the error between the rotation of the
leader handle and the rotational EW (-15◦ to 15◦ for each
pitch, roll and yaw). The larger the error with respect to
the ergonomic range, the larger the torque guiding the
operator back towards the rotational EW.

See Appendix B for a more detailed description of how the
haptic forces and torques are calculated.

The operator can resist the haptic forces to provide the
follower robot with a translational and/or rotational velocity
proportional to the force/torque exerted by the operator. Ve-
locity control enables to dynamically reindex the follower’s
workspace, either by translation or rotation. By commanding
a constant follower velocity while maintaining a fixed leader
pose, the follower workspace is dynamically reindexed to a
new location. For instance, to interact with a target object
located outside the EW, the operator can first leverage ve-
locity control, causing the follower to move while the leader
remains stationary. This dynamically reindexes the follower’s
workspace toward the target, now enabling interaction with
the object from within the EW boundaries using pose control.

C. Validation method
The proposed teleoperation system is evaluated through

a teleoperation task performed using two control strategies:
(1) a conventional pose-pose controller and (2) the proposed
controller. This task is executed by an expert operator, who is
required to guide the follower robot to two predefined target
poses, see Figure 5. The operator remained seated, assuming
no upper body movement or rotation. Following sequence had
to be executed:

1) Translate follower towards Target A (without rotation).
2) Rotate follower so that follower frame aligns with Target

A frame.
3) Translate follower towards Target B (without rotation).

Fig. 5: Teleoperation task with target frames. Follower frame
initially aligns with the global frame.
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Initialize variables;
while running do

Get leader pose: position ph,t, rotation rh,t;
if rh,t is inside rotational EW then

Rotation control mode:
Set torque feedback to zero: th = [0, 0, 0];
Calculate offset: roffset,t = rref,t−1 − rh,t−1;
Update follower rotation: rref,t = rh,t + roffset,t;

else
Velocity control mode:
Calculate torque feedback th based on distance

from rh,t to rotational EW;
Set follower velocity: ṙref,t = −scale ∗ th ;
Calculate rotational increment:
∆rref,t = ṙref,t ∗∆t ;

Update follower rotation:
rref,t = rref,t−1 +∆rref,t;

Update offset: roffset,t = roffset,t−1 +∆rref,t;
Calculate current rotation matrix Rt from roffset,t

if ph,t is inside translational EW then
Position control mode:
Set force feedback to zero: fh = [0, 0, 0];
Calculate positional increment:
∆ph,t = ph,t − ph,t−1;

Calculate rotated increment:
∆pref,t = Rt ·∆ph,t;

Update follower position:
pref,t = ph,t−1 +∆pref,t;

else
Velocity control mode:
Calculate force feedback fh based on distance

from ph,t to EW;
Set follower velocity: ṗref,t = −scale ∗ fh ;
Calculate positional increment:
∆pincr,t = ṗref,t∆t;

Calculate rotated increment:
∆pref,t = Rt ·∆pincr,t;

Update follower position:
pref,t = pref,t−1 +∆pref,t;

Send th and fh to leader device;
Send pref,t and pref,t to follower;
Update previous poses:
ph,t−1 = ph,t;
pref,t−1 = pref,t;
rh,t−1 = rh,t;
rref,t−1 = rref,t;

Fig. 4: Pseudocode for sending reference pose (existing of rref

and pref) to the follower based on the leader pose rh and ph.
Rt is the rotation matrix corresponding to the three rotations
roffset,t = [pitch, roll, yaw]
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Throughout the task, the operator’s posture is evaluated
using the RULA method. Validation is performed by com-
paring the ergonomic scores from both control strategies. The
primary focus is on periods of object interaction, which require
enhanced operator ergonomics due to their extended duration.

Since the proposed controller operates entirely in 3D, the
task is executed in 3D. However, Targets A and B share the
same z-coordinate and only have a rotation about the global
z-axis (yaw rotation). This setup is sufficient for a proof-of-
concept of the controller and enhances clarity of the results,
as the they can be displayed in 2D, ignoring z-translations and
rotation about the x-axis (pitch) and y-axis (roll).

III. RESULTS

A. Experimental setup

The proposed teleoperation system is demonstrated using
a Sigma.7 haptic device [27] as the leader and a KUKA
iiwa 14 robotic arm [50] as the follower. ROS is used as the
communication framework The proposed controller sends its
reference commands to an external controller that controls the
KUKA 14 follower robot. This external controller consist of
an impedance controller [51], build on top of the iiwa ros
package developed by EPFL [52]. The teleoperation system is
unilateral. The only forces rendered on the leader side are the
haptic forces generated during the velocity control mode (refer
back to Section II-B). See Appendix C for more information
on the ROS framework.

To quantify the operator’s posture in real-time, movements
are recorded using a RealSense D435 depth camera. This
device captures both RGB and depth images. The RGB images
are processed using the pose detection model MMPose [53],
which identifies the 2D pixel coordinates of body keypoints,
including the nose, shoulders, elbows, wrists, and hips. An
example of an RGB and depth image pair with the corre-
sponding keypoints is shown in Figure 6a. By combining
the depth image with the camera intrinsics, the 3D positions
of the 2D keypoints are calculated. Connecting the relevant

3D keypoints produces a virtual stick model of the human
operator, as illustrated in Figure 6b. This virtual stick model
serves as input for the RULA method to compute a real-time
ergonomic score. Utilizing a depth camera is preferred over
invasive techniques. such as IMUs [54] or motion capture
systems with body markers [55, 56], as it eliminates the need
for attaching instruments to the operator.

B. Workspace reindexing results

Figures 7 and 8 present spatial visualizations of the task
execution using the proposed controller. To dynamically rein-
dex the workspace towards Target A, the operator moved
outside the translational EW between 2.99s and 12.50s. To
align with the Target A frame, the operator then moved beyond
the limits of the rotational EW, causing the workspace to rotate
(this occurred between 18.10s and 25.12s, see Figure 9). To
reach Target B, the operator subsequently moved the leader
outside the translational EW in the y-direction between 25.73s
and 40.05s, which resulted in the dynamic reindexing of the
follower in the global x-direction due to the rotated follower
workspace.

Since the Targets share the same z-value and only have
a rotation about the z-axis (yaw), the primary variables of
interest are the x- and y-coordinates along with the yaw
rotation. Figure 9 shows these variables over time for the same
task execution as presented in Figures 7 and 8. The periods
where pose control is active are highlighted in light blue,
whereas the periods of velocity control, enabling dynamic
workspace indexing, are shown in white. During the periods
[2.99s, 12.50s] and [30.73s, 43.05s], the follower workspace
was being reindexed by controlling the translational velocity.
When the leader leaves the translational workspace (EW), an
error relative to the EW is introduced which subsequently
generates a haptic force. Similarly, the follower’s workspace
was reindexed by controlling the rotational velocity during
period [18.10s, 25.12s].

(a) RGB and depth image captured using the RealSense D435. Left: RGB image with body
keypoints determined using pose estimation model MMPose [53]. Right: Corresponding
depth image with overlay of the keypoints.

(b) 3D stick model obtained based on the data
gathered by the RealSense camera.

Fig. 6: Data processing from RGB and depth image to a 3D stick model of the operator
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Fig. 7: Workspace reindexing results. Left: leader workspace and target frames, right: follower workspace with reindexed EW’s
over time. Note that the timestamps corresponding to rotational reindexing are not shown.

Fig. 8: Follower robot at timestamps corresponding to Figure 7

C. Ergonomic results

Figures 10a and 10b present the RULA scores for the task
executed with both controllers. As RULA is a discrete metric
with integer-based transitions, abrupt changes are present in
the recorded RULA scores. A Gaussian filter is applied to
enhance readability by smoothing the data. Appendix D
presents the non-smoothed data and score graphs for individual
RULA components (upper arm, lower arm, wrist), offering
insights into RULA variations over time.

• [2.99s, 12.50s]: The operator leaves the translational EW
to dynamically reindex the workspace using the pro-
posed controller, increasing RULAprop. Also RULAconv
increases to 3 as the operator moves outside the EW.
Around 10 seconds, RULAconv further increases to 4 as
the operator extends their arm to reach Target A.

• [12.50s, 18.10s]: Operator moves back into translational
EW for object interaction, therefore decreasing RULAprop
back to 1. RULAconv remains at 4 as Target A is far
outside the EW.

• [18.10s, 25.12s]: The operator leaves the rotational EW
to reindex the workspace through rotation. As the wrist
rotates, RULAprop increases to 2. RULAconv increases

from 4 to 5 due to the added rotation towards the Target
A frame.

• [25.12s, 30.73s]: The operator returns to the EW to in-
teract with Target A, lowering RULAprop to 1. RULAconv
remains at 5 as the operator’s arm stays in the same
configuration.

• [30.73s, 43.05s]: RULAprop sligthly increases as the op-
erator translates outside the EW. The discrete nature of
the RULA rules causes RULAprop to fluctuate near the
threshold boundaries. As a result of the Gaussian filter,
the scores become non discrete. RULAconv decreases to
4 as the operator moves their arm from the side towards
the midline.

• [43.05s, 60.0s]: The operator returns to the EW to inter-
act with Target B, reducing RULAprop to 1. RULAconv
remains at 4 as the operator interacts with Target B.

The proposed controller consistently maintains lower RULA
values throughout the teleoperation task. Dynamic workspace
reindexing allows the operator to perform object interaction
while maintaining a RULA score of 1.
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Fig. 9: Task data using the proposed controller. Plot 1) Leader
pose. Plot 2) Error from leader to EW. Plot 3) Haptic force
on leader handle. Plot 4) Reference velocity for follower. The
zigzag lines along the top and bottom plot borders represent
intervals between dynamic reindexing. These periods are of
particular interest as they correspond to object interaction
activities, which may last for an extended duration. Therefor,
it is essential to ensure the operator maintains an ergonomic
posture during these intervals.

IV. DISCUSSION

The primary advantage of the proposed controller is its
ability to enhance ergonomics in teleoperation. By dynam-
ically reindexing the workspace toward target objects, it is
ensured that object interactions are consistently performed
from an ergonomic posture. Furthermore, dynamic reindexing
successfully addresses workspace limitations without requiring
clutching or scaling. Between reindexing periods, pose control
facilitates intuitive interaction with target objects.

A limitation of the system is that it is mainly effective
when prolonged interactions with target objects are required.
Figures 9 and 10 highlight the periods of object interaction.
When these interactions are brief, the operator remains in a
non-ergonomic position for only a short duration, making the
benefits of ergonomic optimization less significant. Further-

(a) RULA score (RULAprop) during execution of the task using the
proposed controller

(b) RULA score (RULAconv) during execution of the task using the
conventional controller

Fig. 10: RULA scores during both task executions. The
proposed controller reduced the RULA score to its most
ergonomic value during object interaction. In contrast, the
conventional controller required the operator to extend their
arm to reach objects, resulting in higher RULA scores.

more, Figure 8 demonstrates that reindexing from one target
to another requires a significant amount of time. If the object
interaction periods are short, a relatively large portion of the
task would be spent on workspace reindexing, reducing the
time efficiency of the controller.

Another limitation of the controller is the shape of the
EW. The EW is entirely derived from the rules of the RULA
method, without consideration for intuitive human interaction.
While this approach promotes ergonomic posture for the
operator, it may not always align with the operator’s natural
movements. Furthermore, the 3D shape of the EW may reduce
the predictability of transitions between pose control and
velocity control. Effective use of the system requires the
operator to become familiar with the EW’s shape to anticipate
control mode transitions.

For this research, RULA was adapted using certain simpli-
fications. The complete RULA method includes rules regard-
ing the operator upper body as well, whereas this research
only focuses on the arm-related rules. It was assumed that
there was no upper body movement or rotation during task
execution. Since the task was performed while seated in
a chair, the operator’s upper body remained relatively still,
resulting in no significant change in the RULA score due
to upper body movement. Additionally, some simplifications
were made to the RULA method concerning the operator’s
arm. The boundaries of the EW are determined by wrist
positions. However, the operator holds the leader handle with
their hand rather than their wrist, introducing a difference of
pwrist−phandpalm. This difference is compromised by translating
the EW towards the operator. However, this holds true only
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if the operator’s lower arm is perfectly aligned with the y-
axis (as in Figure 3b). Since the lower arm is often rotated,
this translation is an approximation. Furthermore, the operator
wrist rotation is determined by directly taking the handle
rotation (θwrist = θhandle). However, the operator can rotate the
handle independently of the wrist, as elbow movement rotates
the handle while the wrist maintains a constant rotation.

V. FUTURE WORKS

As discussed in Section IV, this research adapted RULA
with certain simplifications. Future research could enhance the
proposed controller by incorporating ergonomic guidelines for
the upper body and refining the current approach for the arm,
rather than relying on current simplifications.

Reindexing the rotation of the follower workspace creates an
offset between the leader and follower, adding additional dif-
ficulty in teleoperation. No measures have been implemented
yet to address this issue. A camera could be mounted on the
end effector of the follower to provide a first-person view,
thereby overcoming the issues with a rotational offset.

Section IV highlights that workspace reindexing requires
a significant amount of time. This issue can be mitigated
by increasing the scaling factor, which would increase the
velocity of workspace reindexing. Future research could focus
on refining this scaling factor to increase reindexing speed
while preserving teleoperation accuracy.
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Appendix A

RULA Adaptation

The Rapid Upper Limb Assessment (RULA) provides guidelines for quantifying the ergonomic quality
of a person’s posture. Figure A.1 illustrates the RULA rules considered in this project. While RULA
includes additional criteria, only the arm-related rules are used for simplicity. From these arm-related
rules, only the body geometry dependent rules are taken into account. There are two other arm-related
rules that take into account (1) repetitive arm movements and (2) force on the operator arm. Repetitive
arm movements are a function of time, and therefore complicate the real-time calculation of the RULA
score. For that reason, this rule is omitted in the RULA score. Furthermore, arm force is left out as the
forces from the haptic device are always smaller than the force that would be penalized by RULA.

A.1. Wrist score
According to Step 3 and Step 4 of the RULA sheet, wrist rotations are penalized with higher scores.
Since measuring wirst rotation using the Realsense camera was too inaccurate, the wrist rotation was
directly based on the rotation of the leader handle. Following rules are adapted from RULA:

Wrist Score: Because a rotation of 0 degrees does not really exist, a wrist yaw rotation within [−5, 5] is
assigned to a Wrist Score of 1. Outside this range and within [−15, 15] is a Wrist score of 2. Otherwise
a Wrist Score of 3 is assigned.

Wrist Twist: If the wrist roll angle is within [−15, 15] degrees, Wrist Twist is given 1. If wrist roll is outside
this range, Wrist Twist is 2.

Based on the scores for Wrist Score and Wrist Twist, a score is chosen from the columns in Figure
A.1.

A.2. Arm score
According to RULA step 1 and 2, following rules are taken into account to penalize unergonomic arm
configurations:

Shoulder pitch
The shoulder pitch angle is calculated with elbow y and z coordinates: θpitch = arctan 2(xelbow,−zelbow).
Angles are divided into different ranges to assign RULA scores:
- For angles between -20° and 20°, RULA = 1.
- For angles less than -20°, the RULA = 2.
- For angles between 20° and 45°, RULA = 2.
- For angles between 45° and 90°, RULA = is 3.
- For angles greater than 90°, RULA = 4.

Shoulder abduction
The shoulder abduction angle is calculated using the elbow x and z coordinates: θabduction = tan−1(xelbow,−zelbow)
If the shoulder abduction is less than 20°, the RULA score is 0; otherwise, it is 1.

Lower arm If the lower arm is positioned too far across midline or out to side of the body, +1 should be
added to RULA score. Following condition is used to assess the position of the lower arm:
If the wrist position x coordinate is outside of the range [−0.15, 0.10], +1 is added to RULA score.

12
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Figure A.1: RULA sheet

Elbow Bending The elbow bending angle θelbow is calculated in the plane that contains the points
xshoulder, xelbow xwrist. If the elbow bending angle is between 60° and 100°, RULA is 1; otherwise, it is 2.

Final RULA Scores: The upper arm RULA score is the sum of the shoulder pitch RULA score and
the shoulder abduction RULA score. The lower arm RULA score is the sum of the elbow bending
RULA score and the lower arm RULA score. The final RULA score is then determined from the table
shown in Figure A.1.

A.3. Translational EW quantification
In order to define an ErgonomicWorkspace (EW), all possible shoulder- and elbow rotations are iterated
over to determine their corresponding wrist location. A RULA score is calculated for each individual
arm configuration. The iteration process is based on the the authors arm sizes:

• Lupperarm: 30 cm
• Lforearm: 29 cm

By iterating over all possible arm configurations and calculating the corresponding RULA score, we
obtain a RULA score per possible arm configuration (see sections A.3.1 and A.3.2 for elaboration on
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how arm configurations are modelled). Figure A.2 shows the all wrist positions colored according to the
RULA score of the arm configuration resulting in that specific wrist position. The wrist positions clouds
per RULA score are visualized in Figure A.3. Since this project is aiming for ergonomic teleoperation,
the RULA = 1 workspace is used in the teleoperation system. This workspace is called the Ergonomic
Workspace (EW).

Figure A.2: RULA scores per arm configuration. Every single arm configuration contains a wrist position. This wrist position is
shown with a dot colored according to the RULA score of the corresponding arm configuration.
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Figure A.3: Workspaces according to their RULA score
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A.3.1. Elbow positions
By modeling the shoulder as a ball rotating in three directions, all possible elbow locations lay at a
sphere with radius = Lupperarm around the shoulder, see Figure A.4. To neglect upper arm rotations
that are not possible, following filter is used:

filter = ((y > −x) and (z < 0)) or (((x > 0) or (y > −x)) and (z > 0)) and (y >= −0.2) (eq A.1)

Where the shoulder is located at x, y, z = [0, 0, 0].

Figure A.4: All elbows points that are iterated over. The elbow points are subject to the filter defined in Equation eq A.1

A.3.2. Wrist positions
The wrist position depends on the elbow position, elbow bending angle, upper arm rotation and forearm
length, see Figure A.5.

Figure A.5: Arm angle defenitions to calculate the wrist position

The normal to the plane defined by the elbow position, shoulder position, and the z-axis (used to rotate
around the upper arm) is computed as:

n =
v1 × v2

|v1 × v2|

where:

v1 = xelbow − xshoulder
v2 = zaxis − xshoulder
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The upper arm direction u and the in-plane direction for elbow bending v are calculated:

u =
v1

|v1|
, v =

n× u

|n× u|

For a given elbow bending angle θelbow, the wrist position is computed as:

xwrist = xelbow + Lforearm (cos(θ)u+ sin(θ)v)

For each upper arm rotation angle ϕ, the rotation matrix R is calculated as:

R =

 cos(ϕ) + u2
1(1− cos(ϕ)) u1u2(1− cos(ϕ))− u3 sin(ϕ) u1u3(1− cos(ϕ)) + u2 sin(ϕ)

u2u1(1− cos(ϕ)) + u3 sin(ϕ) cos(ϕ) + u2
2(1− cos(ϕ)) u2u3(1− cos(ϕ))− u1 sin(ϕ)

u3u1(1− cos(ϕ))− u2 sin(ϕ) u3u2(1− cos(ϕ)) + u1 sin(ϕ) cos(ϕ) + u2
3(1− cos(ϕ))


Finally, the wrist position is rotated around the upper arm using the rotation matrix R:

xwrist,rotated = xshoulder +R (xwrist − xshoulder)



Appendix B

Haptic force/torque feedback

B.1. Haptic force calculation
To compute the haptic force guiding the operator back into the EW, the current leader handle location
p = (rx, ry, rz) is evaluated against the EW (see Appendix A)

• If p is inside EW, the force is set to zero.
• If p is outside, the closest point on the EW surface is determined by iterating over its triangular
facets (see Section B.3.

• The closest distance vector d = (dx, dy, dz) is computed as:

d = pclosest − p (eq B.1)

• The haptic force f = (fx, fy, fz) is then computed as:

fx = 100dx, fy = 100dy, fz = 100dz (eq B.2)

The scaling factor of 100 is chosen based on a trial with the haptic device so that the haptic force
is just felt when the operator is on the boundary of the EW.

B.2. Haptic torque Calculation
The rotational haptic force is computed based on positional constraints within a predefined range
[rmin, rmax] = [−15, 15]:

• If the rotational position rx, ry, rz is outside this range, a corrective torque is applied, :

tx = tscale(rmin − rx), if rx < rmin or rx > rmax (eq B.3)
ty = tscale(rmin − ry), if ry < rmin or ry > rmax (eq B.4)
tz = tscale(rmin − rz), if rz < rmin or rz > rmax (eq B.5)

• Otherwise, the torque is set to zero.

B.3. Distance to EW
A C++ node is used to calculate the distance to the EW in real-time. The EW points are imported and
converted into an Alpha Shape (Library for computations regarding 3D bodies), see Figure B.1. The
algorithm determines the closest point on the Alpha Shape to a given target point p = (px, py, pz), which
is the current location of the leader. The algorithm also computes the vector from the target point to the
closest point on the alpha shape for calculating the haptic force. The algorithm is structured as follows:

Is target point inside Alpha Shape?
The algorithm first checks whether the target point lies inside the alpha shape:

• If the target point is classified as INTERIOR, the minimum distance is set to zero, and the distance
vector remains the zero vector, setting the haptic force to zero.

18
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Iterating Over Facets to Find the Closest Point
If the target point is outside the Alpha Shape, the algorithm iterates over all facets (triangular faces) of
the shape:

1. Extracts the three vertices of the triangle.
2. Computes the closest point on the triangle to the target point.
3. Calculates the squared distance between the target point and this closest point.
4. If this distance is smaller than the previously stored minimum distance, it updates the closest

point and the minimum distance.

B.3.1. Computing the Distance Vector
Once the closest point c is determined, the distance vector is computed as:

d = pclosest − p

This vector represents the shortest displacement from the target point to the alpha shape. The haptic
force is calculated based on this displacement.

Figure B.1: rendered translational EW



Appendix C

ROS framework

The most important parts of the ROS framework for running the teleoperation setup are presented
below.

C.1. Interface
Themost important component facilitating communication between the leader and the follower is a ROS
node named /kuka_commander. This node serves as the interface, enabling communication between
the leader and the follower.

C.2. Sigma.7
The Sigma.7 haptic device sends pose and wrench (force/torque) data to the interface, as illustrated in
Figure C.1. The /sigma7_node loads the database containing the translational EW, see Figure B.1

Figure C.1: kuka_commander node receiving Sigma.7 data

C.3. KUKA
/kuka_commander interfaces with the KUKA-controller as shown in Figure C.2. /kuka_commander
contains the dynamic reindexing controller that converts sigma movements to references for the KUKA
robot.

C.4. Real-time RULA calculation
During teleoperation a Realsense D435 records RGB and depth images of the operator, see Figure
C.3. These images are sent to the /pose_detection_node, which determines the keypoints (shoulders,
elbow, wrist ...) of the operator. This data is wrapped in a /arm_movement_data message and sent to
the /rula_node, which calculates the RULA score for the current ergonomic score of the operator.

20
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Figure C.2: kuka_commander node interfacing with KUKA

Figure C.3: Realsense data sending to /pose_detection_node. Operator poses are sent to the rula_node.
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RULA components

Figure D.1: RULA components during task execution
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Appendix E

Body motion based workspace
movement

Since the proof-of-concept task was executed under the assumption of no body movement, this Ap-
pendix presents preliminary results demonstrating how the EW moves in real-time as the operator
moves their body. Figure E.1 shows movement of the EW after the operator rotated its body forward.
As a result, the target object is now located inside of the ergonomic workspace.

(a) Operator pose with target object beyond reach of the EW. 3D plot on the left, 2D top view on the right.

(b) Operator pose after rotating body forward. Note that wrist is still at the same location, but that the EW
moved onto the target object

Figure E.1
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