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ABSTRACT

Due to the rapid growth of air traffic and the corresponding increase in demanded landing capacity of air-

ports, much research has been done on arrival scheduling and approach trajectory optimization aiming to

not only maximize the effective runway throughput of an airports runway system but also significantly reduce

fuel consumption. This thesis research considers both, arrival scheduling and approach trajectory optimiza-

tion, as one combined optimization problem with the goal of balancing fuel-optimality and time-optimality

based on the presently demanded runway throughput in a dynamic approach environment. A hybrid op-

timization tool is developed, solving the arrival scheduling problem by means of a sequential quadratic

programming algorithm while solving the corresponding approach trajectories as an optimal control prob-

lem using a hp-adaptive Gaussian quadrature collocation method. Both optimization problems are linked

through pre-computed aircraft-specific fuel curves, providing fuel information for each achievable landing

time to base scheduling decisions on. The arrival optimization tool applies continuous descent approach

procedures over a fixed lateral approach path. Further, the freeze horizon concept is applied which together

with constrained position shifting confines the optimization problem down to a size that can be solved in real

time. Compared to the currently prevailing first-come first-served scheduling method, a 14% increase in ef-

fective runway capacity was achieved consistently while a fuel reduction of 2.2-4.8%was achieved depending

on the tested average throughput.
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1
INTRODUCTION

Due to ever-growing air traffic, airport runway systems are becoming a major bottleneck in the current air

traffic control operations since its capacity cannot handle the required traffic throughput. At the same time,

noise and emissions in the vicinity of airports are becoming more of a concern. Continuous descent oper-

ations have been proven to significantly decrease noise and fuel consumption during an approach but are

accompanied by larger required wake separation distances between approaching aircraft, which greatly de-

creases the number of landings a runway can handle per hour [8]. This leads to an important trade-off be-

tween noise and emissions on the one hand and efficient use of runway capacity on the other hand.

The solution that is generally advocated by airport operators to handle the increasing required runway through-

put is to increase the capacity by making more efficient use of existing runway facilities, rather than build-

ing additional runways [9]. In current airport operations, approaching aircraft land in the order in which

they entered the Terminal Maneuvering Area (TMA). This scheduling strategy is often referred to as the First-

Come First-Served strategy. However since required wake separation distances vary greatly depending on an

aircraft’s weight class, it is evident that runway capacity can be used more efficiently by finding more opti-

mal landing sequences. This problem is commonly referred to as the Aircraft Scheduling Problem (ASP). By

computing corresponding fuel-optimal and conflict-free approach trajectories for each approaching aircraft,

meeting the found optimal landing schedule, the effective runway capacity is increased while at the same

time the noise emission and fuel consumption of approaching aircraft is decreased. This problem will be

referred to as the Aircraft Trajectory Optimization Problem (ATOP).

The purpose of this thesis project is to develop an optimization tool that is able to simultaneously opti-

mize the arrival sequence and the corresponding approach trajectories of approaching aircraft in a dynamic

optimization environment. This simultaneous optimization of the ASP and the ATOP requires that schedul-

ing decisions are based on the performance data of computed achievable fuel-optimal approach trajectories.

The approach trajectories must be free of conflicts and apply continuous descent procedures within the limits

of existing approach procedure designs. By use of this tool, the goal is to continuously compute fuel-optimal

arrival schedules based on the current required runway throughput.

Prior research has extensively dealt with solving the ASP and the ATOP statically, which means that only the

currently available information on TMA entry times and aircraft types is considered while the effect of newly

incoming aircraft on the arrival schedule is neglected. Unfortunately this static approach thus neglects any

runway capacity related issues since it does not matter when the last aircraft lands. Some researchers have

attempted to solve the dynamic approach problem however due to the computational intensity the ASP was

either decoupled from the ATOP or the trajectory optimization was radically simplified by choosing between

a few pre-defined approach trajectories instead of optimizing the trajectory specifically for each individual

aircraft. Therefore, the research gap that this thesis project will attempt to fill is the dynamic and combined

optimization of the arrival schedule and the approach trajectories. The designed tool can then be used to

1



2 1. INTRODUCTION

compare the fuel consumption at various runway throughput levels to the currently attained performance

using the FCFS scheduling strategy. Also an estimation of the maximum achievable runway capacity can be

made.

The structure of this report is as follows. Chapter two contains all background information on the topic

of aircraft arrival scheduling and approach trajectory optimization. This chapter will explain currently used

approach operations and procedures, previous research done on both arrival sequencing and trajectory op-

timization and will finally discuss the optimization methods that are most commonly used to solve either

the ASP or the ATOP and analyse previously used strategies to optimize the combination of both problems.

In chapter three the thesis project is described in more detail by explaining the research gap and research

objective. Also the research questions that will be answered in this report are stated. Chapter four will give a

detailed explanation on the implementation of the optimization tool and the setup of an approach test case.

Chapter five will present the results that will explain certain tool design choices made in chapter four and

more importantly allow for a performance comparison with the currently used FCFS scheduling strategy. Fi-

nally, chapter six holds the conclusions that can be drawn from the designed optimization tool while chapter

seven contains recommendations on how unanswered questions by this thesis research can be answered and

what aspects of the aircraft approach optimization could be interesting for future research.



2
BACKGROUND

The purpose of this chapter is to get an accurate overview of current practices and future concepts on the

topic of Aircraft Sequencing and Trajectory Optimization and to discuss the required background information

in order to fully understand the aircraft arrival problem.

Section 2.1 will provide the necessary background information on operations within the Terminal Ma-

neuvering Area (TMA), which will help in identifying the constraints and boundary conditions of the aircraft

arrival problem. Next sections 2.2 and 2.3 will respectively discuss the Aircraft Trajectory Optimization Prob-

lem (ATOP) and the Aircraft Sequencing Problem (ASP) which together form the actual optimization problem

that is to be solved during this project. Lastly, section 2.4 will discuss possible optimization techniques and

strategies that can be used for this optimization problem.

2.1. TERMINAL MANEUVERING AREA OPERATIONS

The terminal maneuvering area (TMA, or terminal control area TCA in the U.S. and Canada) is a control area

that is established at high volume traffic airports that provides an IFR control service to arriving, departing

and en route aircraft. Generally, the TMA airspace is designed to be circular in shape with the airport located

in its center. The radius of the TMA is altitude dependent, usually ranging from 12 NM at 1200 ft AGL to 45

NM at and above 9500 ft AGL. In some cases, due to extremely high-volume traffic or a very complex structure

of the airport’s runway system, the TMA may be sectorized in order to gain an operational advantage. Any

aircraft operating within the TMA are required to meet certain operating rules and equipment requirements

[10].

2.1.1. TMA ENTRANCE AT SCHIPHOL AIRPORT

Currently, all approaching aircraft have to enter the TMA through one of several predefined approach corri-

dors, depending on the direction from which they approach the TMA. Approach corridors are used to sepa-

rate approaching aircraft from departing aircraft that leave the TMA via departure corridors [1]. The number

of approach- and departure corridors varies for different airports. An example can be found in figure 2.1,

showing the corridor system of Schiphol Airport.

3
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Figure 2.1: Approach- and departure corridors around Amsterdam Schiphol Airport [1]

Schiphol Airport uses three approach corridors for inbound traffic (SUGOL, RIVER and ARTIP) and five

departure corridors for outbound traffic. The percentages represent the fraction of traffic that leaves or en-

ters the TMA through the respective corridor. Arrival aircraft within an approach corridor follow standard

terminal arrival routes (STARs) up to a common merge point where the aircraft are pre-sequenced, forming

an arrival flow (or arrival stream) [11]. At this merge point the arrival aircraft are assigned with an available

runway [1]. If necessary, the three arrival flows resulting from the approach corridors are merged and se-

quenced before the final approach fix (FAF).

2.1.2. RADAR VECTORING

The majority of todays TMAs use open loop radar vectors (heading instructions) for the merging of arrival

flows [12]. The ATC radar units are able to detect the position of arrivals, which transmit their corresponding

altitude information via transponders. The controller will then assign heading, altitude and speed to guide

arrivals in his responsibility area.

A typical example is depicted in figure 2.2 below, where the radar vectoring technique is implemented to

two incoming flows. The downwind flow requires three direction changes before the final runway approach

while the base flow needs only two direction changes. All direction changes can vary, bounded between a

maximum bearing angle and a minimum bearing angle, the latter of which usually represents the shortest

route down to the runway. These variable angles allow the controller to lengthen or shorten the route of ar-

rivals to ensure an optimal approach sequence when merging the two arrival streams. This is called path

stretching or path shortening. Note that the initial vectoring location is not constrained to a particular point

as shown in figure 2.2 but can theoretically start much sooner. The two turning axes are fixed.
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Figure 2.2: Vectoring method – path stretching with a given increment angle [2]

In order to avoid overloading this final approach system during peak traffic hours, airborne holding can

be required. Airborne holding is implemented by having arrival aircraft fly an oval shaped pattern while wait-

ing for a spot in the landing queue [13]. These airborne holding areas are often located next to the merge

point, at the end of an approach corridor. A detailed standard arrival chart of Schiphol Airport, showing these

holding locations together with the approach routes within the three approach corridors, can be found in

Appendix A.3.

2.1.3. CONTINUOUS DESCENT APPROACH AT SCHIPHOL AIRPORT

During night-time, when air traffic is not even close to the maximum capacity, Schiphol Airport switches to

using a continuous descent approach (CDA) procedure since this has been shown to provide significant re-

ductions in time, fuel burn, emissions and noise impact [14]. Rather than descending down to the runway

threshold in the conventional stairstep approach, where aircraft descend from level flight to level flight at

a new lower altitude, the CDA procedure employs a constant-angle descent down to the glide slope inter-

section, where aircraft line up in front of the runway at a merge point located much further away from the

airport. This also constraints the horizontal dispersion of arrival flight paths which further reduces the noise

impact of the CDA procedure [2]. A conceptual representation of this procedure can be found in figure 2.4 of

section 2.2, where more on CDA trajectories will be explained.

The reason for not using the CDA procedure during the much busier daytime hours is mostly the higher

difficulty of arrival merging and sequencing, limited by the capabilities of air traffic controllers. This diffi-

culty is caused by the reduced predictability of an aircraft’s future position due to significantly varying speeds,

compared to the conventional staged approach, where aircraft maintain the same speed and altitude at every

stage [14].
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2.2. TRAJECTORY OPTIMIZATION & CONFLICT RESOLUTION
In today’s airports, TMA operations are largely restricted by limits in controller workload and communication

arrival and departure aircraft. For this reason, increasing predictability of approach trajectories is the first

priority. Unfortunately, this significantly limits the fuel-efficiency of current approach trajectories as aircraft

cannot fly their preferred trajectories.

The value of trajectory optimization is very dependent on the accuracy of the information upon which the

optimization is based. Aircraft following their preferred approach paths would limit the controller’s knowl-

edge of the intentions of the pilot and thus add a lot of uncertainty to the controller’s trajectory predictions.

In order to protect themselves from the risks of unforeseen events, controllers rely on standard procedures

and fixed approach route structures with sufficient safety margins [15]. For these reasons, currently the opti-

mizational aspect of approach trajectories mainly lies in the design of efficient approach route structures and

approach concepts, rather than individually optimizing the trajectory of every single arrival aircraft as they

enter the TMA.

However, there are significant potential benefits to be gained from optimizing individual aircraft’s ap-

proach trajectories. This section will discuss optimal approach trajectories and will be explain what require-

ments an approach trajectory has to meet in order to be defined as being optimal. Also, frequently used terms

in trajectory control will be explained. Further, future concepts aiming to improve currently used approach

trajectories will be discussed.

2.2.1. BASIC PREMISES

Optimal Trajectories. Apart from critical requirements that an aircraft’s trajectory has to satisfy, such as be-

ing free of conflicts, the optimality of a trajectory is mostly dependent on the objective that is given priority.

For en-route aircraft, generally the aim is to find a trajectory that requires the least amount of fuel consump-

tion. However, for approach trajectories many more factors can be part of the objective. The reduction of

noise impact is one of the most important objectives for aircraft’s approach trajectories. Also an approach

trajectory’s final conditions in terms of time and position are usually fixed in order to comply with a landing

sequence, imposed by the controller.

Conflicts. A conflict is defined as the loss of the minimum allowed separation distance between two aircraft

[16]. The minimum separation distance is dependent on the class of airspace and is defined in horizontal

and vertical direction. In the TMA, the vertical minimum separation is 305 meters (1000ft) and the horizon-

tal minimum separation is 5.56 kilometres (3NM), as defined by the ICAO [17]. These separations distances

combined form a disk shaped volume around an aircraft as can be seen in figure 2.3. Aircraft in the TMA

that are following the same approach path have to follow wake turbulence separation requirements, as will

be discussed in section 2.3.1, which will then take the place of the horizontal separation requirements.

Figure 2.3: A conceptual representation of the conventional step descent and the CDA
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Cooperative and non-cooperative conflict resolution. A conflict between two (or more) aircraft trajecto-

ries is generally resolved by one of two possible methods. Non-cooperative conflict resolution assumes there

is no exchange of information between the two conflicting aircraft. The ATC will route one of the two aircraft

in such a way that the conflict is resolved and no other conflict is created. At the same time, the other aircraft

will stay on its original trajectory and does not take part in the resolution of the conflict.

Cooperative conflict resolution requires both aircraft to take part in the resolution of the conflict. The ATC will

route both aircraft around each other, after which they will continue on their original trajectory. Currently,

the non-cooperative method is used since this method is less intensive in terms of controller workload. The

cooperative method however offers far greater optimization potential and is therefore typically formulated as

an optimization problem. The ATC can design the flight paths such that conflict are avoided while a the same

time a certain cost function is minimized[18].

Tactical and strategic trajectory optimization. Optimizing and de-conflicting trajectories is generally done

using either a tactical or a strategic method. Strategic methods compute optimal trajectories on time scales

of thirty minutes or more into the future [19]. On the contrary, tactical methods resolve conflicts when they

arise, on time scales up to 15 minutes, without taking into account what future consequences this trajectory

modification has. Unfortunately, current operational ATC procedures are of a tactical nature, which generally

does not result in a globally fuel-efficient flight operation [15].

2.2.2. CONTINUOUS DESCENT APPROACH (CDA)

An approach procedure that has seen widespread adoption in today’s airports is the continuous descent ap-

proach (CDA) that has been firstly developed by Erkelens [8] from the Dutch National Aerospace Laboratory

NLR. Erkelens’ main goal was to solve the noise problem around airports due to jet aircraft approaching at

low altitude. In general, CDA procedures are vertically optimized approach trajectories [3]. Eurocontrol [20]

defines the CDA procedure as: "an aircraft operating technique in which arrival aircraft descend from an op-

timal position with minimum thrusts and avoid level flight to the extent permitted by the safe operation of

the aircraft and compliance with published procedures and ATC instructions." The main aim of the CDA is to

reduce noise emissions, atmospheric emissions and fuel consumption.

In CDA approaches procedures two different types exist, a tactical CDA and a advanced CDA. The differ-

ence between the two comes down to their lateral path design. In a tactical CDA, the lateral path to follow

is defined by the ATC, who provides the pilot with vectoring instructions. An advanced CDA follows a pre-

defined Standard Terminal Arrival Route (STAR), which means that all arriving aircraft follow the same lateral

approach path.

The goal of developing an airport CDA procedure is to keep approaching aircraft at higher altitudes for

as long as possible and to keep the aircraft’s thrust setting as low as possible during descent. An ideal CDA

would allow the aircraft’s thrust setting to be at idle during the majority of the descent [3]. The higher altitude

approach profile allows for a more fuel efficient flight and reduces the noise experienced by residents living

in the area. A conceptual representation of the CDA and a conventional step descent can be found in figure

2.4.

In a typical CDA procedure, the approaching aircraft starts descending from an Initial Approach Fix (IAF)

at an altitude of approximately 8000ft to 10000ft and at around 25nm to 30nm before the runway. The Final

Approach Fix (FAF) is reached at an altitude of around 2500ft, where the ILS is intercepted. From here, the

aircraft descends to touchdown along a glide slope of three degrees [3]. The lateral flight path of the CDA

procedure is fixed and usually designed to avoid highly populated areas close to the airport.
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Figure 2.4: A conceptual representation of the conventional step descent and the CDA (from Alam 2010 [3])

The most significant drawback of the CDA procedure is the reduced predictability of an aircraft’s future

position [14]. Since a CDA is performed at idle thrust settings, an aircraft’s trajectory depends not only on

atmospherical conditions, such as the current wind speed and temperature, but also on the aircraft’s indi-

vidual performance characteristics [21]. Apart from this, during a CDA aircraft are continuously descending

which causes trailing aircraft to close in on a leading aircraft since aircraft at higher altitude fly at a higher true

airspeed (TAS). This effect of shrinking horizontal distance between approaching aircraft is often referred to

as the "compression effect" [22].

As a consequence, the separation distance must be increased substantially. A typical separation distance

of a CDA procedure is around four minutes [8]. All in all. this leads to increased controller workload due

the the reduced predictability of the approach trajectories while at the same time the runway capacity is de-

creased due to the longer required separation distances [23]. For this reason, current CDA procedures can

only be carried out during night hours, when the traffic density is substantially lower.

2.2.3. TRAJECTORY BASED OPERATIONS ( TBO)
The lack of trajectory predictability when performing CDAs could potentially be solved by the use of Trajec-

tory Based Operations (TBO). TBO makes use of 4-Dimensional (4DT) reference trajectories which means

that the aircraft’s latitude, longitude and altitude are known at any time along the planned trajectory. These

reference trajectories are tailored specifically to the individual aircraft’s performance characteristics. The goal

of TBO is to fly the aircraft as closely as possible along the user-preferred trajectory [24].

Fundamental to the use of TBO is the ability of airborne equipment to provide closed-loop control to this

reference trajectory, in order to accurately track the planned 4DT trajectory. Modern aircraft feature a Flight

Management System (FMS) that can generate these 4DT trajectories based on crew-entered or uplinked data

and the current aircraft state- and atmospheric data. Consequently, the aircraft’s Automatic Flight Control

System (AFCS) is able to control the aircraft along the trajectory generated by the FMS. Knowing the pre-

ferred trajectories of all aircraft in the area, conflicts can be solved strategically (i.e. ahead of time) via the

negotiation of trajectory revisions [24].

In order to evaluate the Required Time of Arrival (RTA) function of a Boeing 737 FMS, GE Aviation Systems

performed 33 trial fligths with Scandinavian Airlines in 2001. These flight trials demonstrated that aircraft

equipped with the current generation FMS could reliably predict and maintain a 4DT trajectory over an en-
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tire flight. The accuracy at waypoints located at the top of the arrival procedures was measured to be less than

7 seconds with an average of around 4.8 seconds [25].

2.3. ARRIVAL SEQUENCING & RUNWAY CAPACITY
This section will discuss how arrival aircraft are currently sequenced into the landing queue before the FAF

and how the arrival sequencing could be approached in the future. Further, the influence of arrival sequenc-

ing on the effective runway capacity will be explained. The problem of sequencing arrival aircraft will be

referred to as the arrival sequencing problem (ASP).

2.3.1. BASIC PREMISES

Capacity. The capacity of an airport’s single- or multi runway system is defined as the expected number of

movements (landings of take-offs) that can be performed per unit of time, assuming continuous demand

whilst maintaining the ATC separation requirements. This is also referred to as "maximum throughput ca-

pacity" [13]. According to Ball [13], single runway capacity, assuming no other runway dependencies such as

crossings, depends on the following most significant factors:

• The aircraft weight classes that are using the runway

• The weight-class-dependent(wake vortex) separation requirements, imposed by regulation

• The runway operation type (arrivals only, departures only or mixed operations)

• The local weather conditions (visibility, wind, cloud ceiling and precipitation)

• The available technology and overall performance of the local ATM system

All of these factors, combined with the number of arrival aircraft demanding a spot in the landing queue,

affect what landing sequence would be optimal with respect to delay or fuel efficiency. Important to keep

in mind is that increased demand on available runway capacity will force the landing sequence to prioritize

runway throughput over fuel efficiency or delay objectives. De Neufville [26] accurately explains this relation

between capacity, demand and delay as follows: “The performance of a service system is, indeed, sensitive

to the pattern of loads especially when they approach its capacity. The capacity of a service facility is, thus,

not at all similar to our notion of capacity in everyday life, that is, the volume that a bottle or other vessel

can hold. A bottle will accommodate any amount of liquid up to its capacity equally well; and after that, it

can hold no more. A service facility, on the other hand, does not provide equal service at all times; its service

rapidly deteriorates as traffic nears capacity. A service facility, can, furthermore, eventually handle more than

its immediate capacity by delaying traffic until an opportunity for service exists."

Practical Hourly Capacity (PHCAP). The maximum throughput capacity can only be sustained for pe-

riods no longer than one or two hours, since delay would build up to unacceptable levels. For this reason,

another definition of delay, called "Practical Hourly Capacity", is frequently utilized. The practical hourly ca-

pacity (PHCAP) is defined as the expected number of movements that can be performed within a one hour

period on a runway system, without exceeding an average delay of four minutes. The PHCAP is reached the

moment this threshold is exceeded. Depending on the specific condition, generally the PHCAP is reached at

around 80-90% of the maximum throughput capacity [11].

Wake Separation. Arriving aircraft operate at high angles of attack in order to generate enough lift at

lower airspeeds. This flight attitude causes strong vortices trailing from each wingtip significantly increasing
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wake turbulence behind the aircraft. In order to ensure safe operations for all arrivals, situations in which

other aircraft encounter such turbulence have to be prevented. Therefore, the ICAO has established manda-

tory separation minima, a minimum distance that a trailing aircraft must stay behind a leading aircraft in the

arrival landing queue. These separation distances are based on the Maximum Take Off Weight (MTOW) since

wake turbulence strength is primarily determined by aircraft weight and speed. The MTOW was originally di-

vided into three classes (i.e. heavy, medium or light) that allocated all aircraft. However, since the separations

are defined on the worst case in each category, this led to frequent over separation. To tackle this problem,

in Europe a more precise wake vortex categorization (RECAT-EU) was brought out, dividing the “heavy” and

“medium” categories into two sub-categories and even creating a new “super-heavy” category for the Air-

bus A380 and the Antonov AN-124. A table with all corresponding minimum separation distances between

leading and following aircraft on approach and departure can be found in table 2.1 below. Due to these sep-

aration minima, some aircraft pairs require longer separation distances than others. Assuming the static ASP

problem, this means that the total amount of time required to land a certain set of aircraft is dependent on

the landing sequence of these aircraft. Note that when minimum separation distances are not required (e.g.

for “upper heavy” following “upper medium), minimum radar separation MRS of 3NM applies in the TMA [5].

Table 2.1: RECAT-EU, wake turbulence separation distance minima on approach and departure, from Rooseleer [5]

First-Come-First-Served (FCFS). Currently two systems, TMA (Traffic Management Advisor) and FAST

(Final Approach Spacing Tool), are used by ATC for the sequencing and spacing of incoming aircraft. Both

systems sequence incoming aircraft based on the so called "first-come-first-served" schedule [27]. In the

FCFS schedule, incoming aircraft are scheduled in order of their scheduled runway arrival times. Key advan-

tages of the FCFS sequence are reduced controller workload due to the easy implementation of this schedule

and maintaining a sense of fairness amongst different aircraft classes since each incoming aircraft is treated

equal [28]. However, it has been found that FCFS is rarely the most optimal sequencing order in terms of

runway capacity or average delay due to large separation requirements caused by randomly mixed aircraft

weight classes.

Grouping. In a multiple runway system it is possible to optimize operations by judiciously assigning

operations or aircraft classes to different runways [13]. Assuming a case of two sufficiently spaced parallel

runways, it could be beneficial to use one runway solely for arrivals and using the other solely for departures.

This allocation strategy reduces controller workload since arrivals and departures can operate independently.
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In another scenario where two or more runways are used only for arrivals, ATMs generally try to assign ho-

mogeneous mixes of aircraft classes to each of the runways as much as possible. Using this strategy, often

referred to as "grouping", controllers can more easily avoid the large wake-vortex separations that are re-

quired whenever a light aircraft is queued up behind a heavy aircraft.

2.3.2. TIME-BASED WAKE SEPARATION

As discussed, arrival aircraft are required to maintain minimum wake separation distances when descending

from the runway threshold down to the runway. These separation distances are solely based on the weight

classes of a pair of subsequent aircraft. Although this separation rule has been used for many years, it is not

the most consistent way of defining separation.

Headwind conditions on final approach cause a ground speed reduction of the approaching aircraft. Due

to the reduced ground speed, the aircraft requires more time to cover the separation distance to the preceding

aircraft which causes the runway to be unoccupied longer which reduces the runway’s landing rate [29]. In a

similar fashion, aircraft with slower approach speeds have the same effect on a runway’s landing rate.

SESAR JU [30] has come up with a concept called "time-based separation" which replaces current distance

separations with time intervals in order to provide consistent time-based spacing and maintain the runway’s

effective landing capacity. This time-based separation concept has been validated in the framework of SESAR

Development by Moris and Peter [29]. The assessment concluded that the time-based separation concept is

viable from a perspective of safety and human performance while allowing for significant benefits in terms of

recovering the landing rate reduction in headwind conditions. A table with the corresponding time spacings

between leading and following aircraft weight classes can be found in figure 2.2 Currently, the procedure is in

daily use at London Heathrow airport, where in strong wind conditions up to five additional aircraft landings

are possible compared to the traditional time-based separation procedure [30].

Table 2.2: RECAT-EU, time-based wake turbulence separation minima on approach and departure, from Rooseleer [5]
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2.3.3. CONSTRAINED POSITION SHIFTING (CPS)
Dear and Sherif [6] have come up with a concept called constrained position shifting (CPS) which deviates

from the commonly used FCFS strategy by allowing arriving aircraft to shift a limited number of positions

forward or backward in the arrivals queue in case this would lead to a more optimal landing sequence. This

means that if an arriving aircraft would have to land in the 9th position (assuming the FCFS strategy), this

aircraft could now be scheduled anywhere within positions 7-11, assuming the maximum position shift was

set at 2. This strategy was tested using a static single runway case of a set of around 500 aircraft to simulate

extreme situations of approximately 11-12 hours of continuous peak period arrival congestion. These aircraft

were of different weight- and velocity classes. Demanded runway throughput rates near, at and over the maxi-

mum runway capacity were tested, which was 35, 40 and 45 arrivals per hour in this case. With the maximum

position shift set to 4, this resulted in a 16-67% reduction of average delay compared to the FCFS strategy.

Interesting is the fact the potential reduction of average delay significantly increases for higher demanded

runway throughputs, as can be seen in table 2.3 below. Venkatakrishnan [31] adopted the CPS approach and

applied it to a more realistic multiple runway configuration. The ASP was modelled as a dynamic problem

by reconsidering the landing sequence every time a new arrival enters the TMA area. It was found that de-

lays could be reduced up to 30% using sequences suggested by the algorithm, compared to the FCFS strategy

commonly used by ATCs.

Table 2.3: Average delay (sec) comparison between FCFS and CPS strategies [6]

2.3.4. THE STATIC & DYNAMIC ASP MODEL

The aircraft sequencing problem (ASP) has been extensively researched since the 1980s. Due to the very com-

plex matter of efficiently using available runway capacity by optimal arrival sequencing, it is evident that an

automated solution to the ASP is the way to go. It is important to identify that the ASP can be modelled either

as a static or dynamic problem [32].

The static ASP model assumes that all information, such as the arrival TMA entrance times, the number

of arrival aircraft, their speeds and their aircraft types is known in advance, before the arrivals are sequenced.

Mostly, the optimization objective will be to minimize the time it takes to land the set of arrival aircraft. In a

static environment there is no constraint on the time at which the last aircraft lands.

In the dynamic ASP model, aircraft enter the TMA one at a time. This information is not known in ad-

vance, meaning that a new landing sequence has to be recomputed every time a new aircraft is added to the

arrival aircraft pool. The difference to the static model can sometimes be quite artificial if one assumes that

any aircraft that has already been scheduled before can be resequenced whenever a new arrival enters the

TMA. This would mean that a static ASP algorithm could be used over and over, whenever a new aircraft en-

ters the TMA and would then equal a dynamic ASP algorithm.
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Although static cases can be useful to test different optimization methods and strategies, they lack a very

important aspect of the ASP, namely the variation in demanded runway throughput in combination with a

limited runway capacity. In a static environment there is no constraint on the time at which the last aircraft

lands, which means that delays do not propagate on to new arrival aircraft entering the TMA. In reality, the

ASP is a very dynamic problem. In a dynamic environment, this last arrival time significantly affects the land-

ing times of new aircraft entering the TMA. The number of aircraft waiting to land changes continuously as

some aircraft reach the runway while others join the landing queue. This also affects the objective function

significantly, as minimizing the “latest landing time” makes no sense any longer. Objective functions, such as

minimizing the average passenger waiting time would make more sense [13].

2.3.5. FREEZE HORIZON & ROLLING HORIZON SCHEDULING CONCEPTS

Dynamic models generally tend to confine and scale down the total ASP, aiming to speed up computation

times allowing for real-time optimization of the ASP. Murca et al. [33] mentions that generally, dynamic air-

craft sequencing is addressed through concepts, such as freeze horizon and rolling horizon (or receding hori-

zon control).

The freeze horizon concepts generally use two regions that are centered around the runway threshold, the

scheduling horizon (SH) and the innermost freeze horizon (FH). Any aircraft entering the SH region will be

entered into the aircraft scheduling and sequencing process. Whenever a new aircraft enters the SH region,

all aircraft that are still within the SH region can be resequenced. Once an aircraft leave the SH and enter the

innermost FH region, its position in the landing sequence is "frozen". This concept can be seen as a combi-

nation of cooperative aircraft scheduling (within the SH) and non-cooperative aircraft scheduling (within the

FH).

The rolling horizon concept splits the ASP up into a number of time intervals that are optimized indi-

vidually. After solving the ASP for one interval, the solution of time-dependent variables is passed on to the

following interval. An example of this concept can be found in figure 2.5.

Figure 2.5: Example of the rolling horizon control concept (from Zhan [4])

2.4. OPTIMIZATION METHODS & STRATEGIES
The optimization of aircraft approach and landing can generally be divided into two sub-optimizations.

Firstly, it is important to determine the optimal landing sequence in which aircraft arrive at the runway

threshold, considering the mandatory separation requirements. Secondly, the optimum aircraft trajectories

in order to fulfil the established landing sequence need to be computed, while resolving any arising trajectory
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conflicts.

Mathematically, trajectory optimization is a continuous problem while aircraft sequencing is a discrete

problem. Therefore, although the aircraft sequencing problem (ASP) and aircraft trajectory optimization

problem (ATOP) are heavily dependent on each other (any time a landing sequence is changed, entirely new

optimal trajectories need to be computed), the two problems require two very different methods to be solved

efficiently. This makes it difficult to solve both problems simultaneously.

This section will explain how the simultaneous optimization of these two problems has been solved pre-

viously and what problems can be expected. Before doing so, the actual optimization objectives will be clari-

fied.

2.4.1. OBJECTIVES AND QUANTIFICATION

Generally, the optimization of aircraft approach and landing is aimed at reducing flight delay and reducing

fuel consumption. Both optimization problems, arrival sequencing and trajectory optimization, play a differ-

ent role with respect to these objectives. Usually, arrival sequencing is the leading problem that generates the

final conditions (i.e. a landing sequence) that are used for the trajectory optimization problem. As a result, in

most cases the ASP is aimed at reducing delay while the trajectories are optimized for fuel-efficiency.

Flight delay can be defined in numerous ways. Since this thesis deals purely with the arrival phase of

a flight, only delay resulting from terminal area operations will be considered. For every individual aircraft

a fuel-optimal approach trajectory can be computed assuming that the aircraft can land independently of

other traffic in the area. The landing time that results from this fuel-optimal approach trajectory is consid-

ered the target time of arrival (TTA). The difference between the aircraft’s TTA and its actual arrival time is a

measure of how much the aircraft is delayed [31]. The following quantifications of the cost of delays are most

commonly found:

• The sum of the time delay suffered by all aircraft in the considered set [31].

• The sum of the time delay suffered by all passengers in the set of considered aircraft. This quantification

prioritizes aircraft carrying more passengers [31].

• The maximum individual delay of an aircraft in the considered set [34].

• The total monetary cost (e.g. from fuel consumption or mechanical wear) due to delaying aircraft in

the considered set [31].

The cost of fuel consumption is usually quantified as the cumulative fuel consumed by all aircraft in the

considered set. This is because fuel consumption has no significant impact on further airport operations

such as flight delay, which often propagates on to the next flight.

Lastly, a relevant optimization objective can be maximum throughput [6]. In a static optimization case

this can simply be quantified as the time at which the last aircraft in the considered set lands. In a dynamic

environment, runway throughput is quantified as the number of aircraft landings per unit of time.

2.4.2. OPTIMIZATION METHODS

Before covering how the ASP and ATOP can be solved simultaneously, firstly the conventional methods of

optimizing these two problems individually will be discussed. Various methods and strategies have been in-

vestigated in previous works. The used methods can generally be divided into two types, numerical methods
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and heuristic methods. Numerical or calculus-based methods approach the trajectory optimization prob-

lem with a definite convergence criterion whereas heuristic methods randomly select values for unknown

problem variables, after which the best answer is considered to be the answer [35]. Heuristic methods often

discretize the possible solutions of the continuous trajectory problem.

Trajectory Optimization. Betts [35] presented a survey of trajectory optimization methods. He states

that discrete problems, such as aircraft sequencing, are usually solved using heuristic methods (e.g. genetic

algorithms, simulated annealing, tabu search, and evolutionary or Monte Carlo methods). The reason for this

is that for discrete problems it is impossible to define convergence which makes it difficult to properly define

termination criteria. The only way to determine whether a candidate solution x̂ is an optimum solution is by

comparison with every other possible candidate.

Trajectory control problems, on the other hand, can be solved using calculus-based methods. Betts rec-

ommends using numerical, gradient-based optimization methods such as direct shooting, indirect multiple

shooting, and direct transcription to solve optimum control problems and explains that discrete methods

are not computationally competitive in solving trajectory problems as they do not exploit available gradient

information.

Medioni et al. [36] agrees that gradient-based optimization methods have a significant performance advan-

tage over heuristic methods in terms of providing a quick and efficient solution to a trajectory control prob-

lem. However, he also states that gradient-based methods tend to converge to the nearest local minimum and

therefore often do not find the globally optimal solution. Especially in complex trajectory control problems,

with many aircraft involved, this tends to be a problem to consider.

Aircraft Sequencing. The ASP is a discrete optimization problem since its cost function that is to be

minimized is discontinuous and therefore not differentiable over the entire sequencing interval. For this

reason, aircraft sequencing is usually solved using heuristic optimization methods. Genetic algorithms are

popular due to their ease of use and seem to be promising, especially for more complex problems with larger

numbers of arrival aircraft.

Hansen [37] investigated the effectiveness and efficiency of genetic algorithms for the routing and sequencing

of arriving aircraft in a multiple runway system. Hansen reported that real time near-optimal solutions were

achieved for problems of a realistic size. Especially the scalability to more complex problems with many

arrival aircraft was reported to be a major advantage of genetic algorithms.

Another method that has often been used to solve the ASP for minimum delay is mixed integer programming.

Artiouchine [38] developed a mixed integer programming formulation that allows to solve the general static

single runway ASP for a large number of aircraft implementing holding patterns. This formulation was able

to minimize the number of times a plane entered the holding pattern, given a minimum time separation

between consecutive landings.

The downside of using mixed integer programming is that it is much harder to solve the ASP for minimum-

fuel, since discrete sequencing is now combined with continuous problem of scheduling the actual landing

times.

2.4.3. SIMULTANEOUS OPTIMIZATION

Since optimal control problems use a gradient-based optimization routine, it is most likely that the arrival

sequence that was used as an initial guess (or starting point of an optimization) will remain unchanged. The

reason for this is that the solver would have to route two or more arrivals around each other in order to change

their approach sequence. Doing so would significantly increase the cost function at first before the solver ar-

rives at a new sequence and hopefully at a more optimum solution. Due to this initial increase in the cost

function, the solver will falsely assume that this is not the “right way to go” and stick to the original approach

sequence.

Hansen [37] was one of the first to combine the ASP with aircraft approach routing optimization. As

also mentioned in section 2.4.2, he investigated the effectiveness and efficiency of genetic algorithms for the
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routing and sequencing of arriving aircraft in a multiple runway system. A significant drawback of this opti-

mization strategy was that the approach routing was modelled as a choice between a number of predefined

discretized approach routes. This means that the algorithm would choose the best available approach trajec-

tory instead of actually optimizing the trajectory itself.

Toratani et al. [39] developed a hybrid optimization algorithm to simultaneously solve the ASP and ATOP

for a 4-aircraft static case, using a single runway with two possible entry points. The objective was to find fuel

optimal trajectories for all aircraft. Firstly, a mixed integer linear programming (MILP) method was used to

find the optimal TMA entry point and place in the landing queue. Consequently, an optimal control method

was employed to find fuel-optimal trajectories for each aircraft independently (assuming there are no other

aircraft in the vicinity). The calculated arrival time was then denoted as the TTA. Lastly, these TTAs were used

in the objective function aiming to minimize all aircraft’s total deviation from their individual TTA.

Sàma et al. [7] proposed a framework for the lexicographic optimization of both, the Arrival Scheduling

Problem (ASP) and the Aircraft Trajectory Optimization Problem (ATOP). In this paper the ASP was modelled

as a job shop scheduling problem with additional constraints and the ATOP was formulated as an optimal

control problem. Sàma explains that the goal of the proposed framework is to solve both problems sequen-

tially based on a defined lexicographic order of importance for the performance indicators, where to most

important performance indicator defines the first problem to be solved. In this paper three performance

indicators were evaluated, namely total fuel consumption, maximum individual delay and total travel time.

Two alternative approaches were investigated. The first approach was to solve the ATOP before the ASP. The

optimal trajectory for each aircraft would be computed either for minimized travel time of for minimized

fuel-consumption. Next, these trajectories would be used to solve the ASP. The other approach would be the

opposite. The ASP would be solved to minimize the individual aircraft delay after which the ATOP would be

solved, again for either minimum travel time or minimum fuel consumption. Both optimization approaches

were tested on real-world data. The results can be found in table 2.4. Interesting to see is that for any of

the four approaches the total travel time does not change significantly while the maximum individual delay

increases drastically whenever the ASP is not solved first. The minimum fuel consumption is achieved when

the ATOP is solved for minimum fuel first after which the ASP is solved. Although the resulted fuel consump-

tion is much lower than for any of the other approaches, the cost in delay and travel time is very significant.

Table 2.4: Results of various lexicographic approaches on real-world data [7]
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RESEARCH OBJECTIVE

Based on the relevant background information given in previous chapter, this chapter will elaborate on the re-

search objective and research questions of this thesis research. Before doing so, the research gap in academic

literature on the topic of aircraft sequencing and approach trajectory optimization will be identified.

3.1. RESEARCH GAP
Existing literature mainly deals with combining the aircraft sequencing problem (ASP) with the aircraft tra-

jectory optimization problem (ATOP) for static aircraft approach cases. A few researches have also solved the

ASP in a dynamic optimization environment, isolating the ASP from trajectory optimization.

However, a research gap was found in the combined optimization of the ASP and the ATOP in a dynamic

optimization environment. A dynamic environment also considers the aspect of limited capacity and takes

into account that not all arrival information is known upfront. Apart from this not only the boundary condi-

tions (entry- and landing conditions of arrival aircraft) are dynamic but also the optimization objectives must

be made dynamic. For example, it makes no sense at all to optimize for maximum runway throughput when

the levels of traffic volume are far below the maximum capacity.

3.2. RESEARCH OBJECTIVE
The thesis objective is to develop a hybrid optimization tool that is able to solve the ASP and to simultaneously

find optimal trajectories to merge arrival aircraft in the found sequence, applying advanced CDA procedures

within the limits of existing STAR or approach procedure designs. The latter means that overtaking, to apply

a landing sequence, will take place in the vertical plane while following an identical horizontal approach path

(e.g. an existing STAR). The algorithm must be able to handle a dynamic TMA environment and account for

a variable demanded throughput of a single-runway system. When completed, the algorithm can be used

to determine the sensitivity of fuel- and delay objectives to several input parameters such as the demanded

runway system throughput in consequence of varying levels of traffic volume.

3.3. RESEARCH QUESTIONS
Based on the research gap and objective, the main research question is defined as follows:

How to balance fuel-optimality and time-optimality objectives in a dynamic scheduling environment for a

given demanded runway throughput, based on the combined optimization of arrival sequences and approach

trajectories, applying continuous descent operations?

17
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The main research question is supported by and based on the following set of subquestions:

• Individual Approach Trajectory Optimization

– What is an aircraft’s earliest time of arrival and what is its trajectory?

– What is an aircraft’s latest time of arrival and what is its trajectory?

– What is an aircraft’s fuel-optimal time of arrival and its trajectory neglecting trajectory conflicts?

• Aircraft Scheduling

– What landing sequence maximizes the runway system throughput?

– What landing sequence minimizes either the maximum individual delay, the total delay, or the

total fuel consumption?

– What aircraft sequencing strategy can be used in order to optimize fuel- or delay based objectives,

assuming a user-defined minimum runway throughput?

– When can a landing sequence solution be considered achievable?

– How much do arrival scheduling concepts, such as freeze horizon,rolling horizon and constrained

position shifting, affect the results of the scheduling objectives?

• Conflict Resolution

– How and when can trajectory conflicts be detected?

– How can possible trajectory conflicts be resolved?

• Test Case Setup

– How to model a single runway system in a dynamic TMA environment?

– How to set up initial conditions for a dynamic TMA environment?

• Optimization Objectives

– What is the theoretical limit of runway throughput and what factors affect this?

– How does the demanded runway system throughput affect the fuel consumption of a set of arrival

aircraft?

– How does the demanded runway system throughput affect the individual delay of a set of arrival

aircraft?

– How does the demanded runway system throughput affect the total delay of a set of arrival air-

craft?

– Using dynamic optimization objectives, at what demanded throughput threshold should the op-

timization objective be switched between minimizing fuel consumption and maximizing runway

throughput?

– In a dynamic environment, does the minimum fuel sequencing objective actually yield minimized

fuel consumption over the long term?
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IMPLEMENTATION

4.1. REQUIREMENTS
First and foremost, before deciding on what optimization strategy can be used to solve the aircraft approach

problem, the necessary requirements must be defined that the optimization tool has to meet in order to give

a decisive conclusion to the research question and to close the identified research gap. The most critical

requirements are listed below.

• The optimization tool must be able to simultaneously optimize the ASP and ATOP for a single runway

system.

• The optimization tool must be able to detect and resolve possible trajectory conflicts using minimal

fuel while still meeting the target time of arrival.

• The optimization tool must be able to handle a dynamic environment where no prior knowledge of

incoming aircraft is available.

• The optimization tool must be able to automatically switch between different optimization objectives

based on varying levels of required runway throughput.

• The optimization tool must be able to apply CDA procedures within the limits of existing STAR designs.

4.2. OPTIMIZATION OBJECTIVES
For the optimization of this aircraft approach problem three different optimization objectives will be defined:

• Minimum Fuel Consumption: The fuel consumption objective is defined as the total amount of fuel

burned by all approaching aircraft. An option of using normalized fuel curves will be added to main-

tain a sense of fairness between all aircraft weight classes and to determine what effect this has on the

resulting sequences and trajectories.

• Minimum Time (Maximum Throughput): The minimum time objective will aim to minimize the time

of arrival of the last aircraft in the considered set. This means that the set of aircraft will land in the

smallest possible time interval. Therefore, this objective can also be referred to as maximum through-

put.
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• Minimum Delay: Delay is defined as being the difference between the fuel-optimal landing time and

the actual landing time. If the actual landing time is earlier than the fuel-optimal landing time, the delay

is counted as zero. Since this optimization only considers the approach phase of a flight, accumulated

delay during earlier flight phases will be neglected.

4.3. INITIAL CONDITIONS
Lastly, before diving into the actual aircraft approach optimization, the initial conditions (i.e. the TMA entry

conditions of all approaching aircraft) for each approaching aircraft must to be defined:

• Entry Time: the time at which an aircraft enters the final approach route (the chosen approach route is

given in appendices A.1 and A.2 and is explained in section 4.5.2).

• Aircraft Type: The type of aircraft and more importantly the aircraft’s weight class.

Since the optimization problem is of a dynamic kind, the optimization tool has no knowledge of the entry

conditions of all approaching aircraft beforehand as it would be the case when optimizing a static approach

case with a fixed pool of approaching aircraft. Two options of generating dynamic initial conditions seem to

be feasible:

• Generating the required entry conditions "on the spot" while the optimization process is already run-

ning.

• Generating a pool of aircraft, defining all individual entry conditions before the optimization is started

but sharing the individual entry conditions only at pre-determined times at which this information

would realistically become accessible.

The latter of these two options has been chosen because this enables the user to run the exact same approach

problem multiple times, making it easier to see how changes within the optimization routine affect the re-

sulting sequences and trajectories. The entry times for a dynamic approach case are determined using the

following steps:

1. The user defines the demanded throughput [aircraft entries per hour].

2. The user defines the size of the aircraft pool [number of aircraft].

3. From this information the duration of the approach case can be calculated (e.g. for a pool of 100 aircraft

and a demanded throughput of 48 AC/hr, the time interval during which all aircraft enter the final

approach route is 125 minutes).

4. Within the previously determined time interval, entrance times are generated for every aircraft in the

pool, based on a continuous uniform distribution. The only requirement is that basic separation dis-

tances apply. Therefore the minimum time interval δt between two TMA entrances is limited by the

minimum radar separation and the true airspeed at the entrance:

δt mi n = MRS

Vmax
= 3.0N M

250K I AS@F L100
≈ 37.41s (4.1)

5. Randomly assign an aircraft type to every generated entrance time (since FCFS scheduling is assumed

up to the TMA entry point). Only weight classes 1 to 5 will be allowed to use the runway.
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Defining the entry times this way yields a user-defined average runway throughput over the total approach

case duration while still allowing for a natural variation of time intervals between two consecutive aircraft

entries.

4.4. OPTIMIZATION STRATEGY
Due to the significant problem type differences between the aircraft scheduling problem (ASP) and the Air-

craft Trajectory Optimization Problem (ATOP), it is impossible to solve them as one and optimize both the

ASP and the ATOP using a single optimization method. As was explained in section 2.4.3 it is advisable to de-

termine an adequate strategy of optimization as it makes more sense to solve both problems in a sequential

fashion, rather than simultaneously. This means that one has to determine in which order what part of the

ASP and the ATOP has to be solved in order to find the best overall solution when both problems are com-

bined. This section will explain the chosen optimization strategy.

4.4.1. DYNAMIC MODEL

Firstly, it is important to define how the approach problem is implemented as a dynamic model. As discussed

in section 2.3.5, to allow for real-time optimization it is recommended to confine and scale down the problem

in order to speed up computation times. For this thesis project it was chosen to make use of the scheduling

horizon concept.

The benefit of using the scheduling horizon concept is that it enables the possibility of treating the dy-

namic approach problem as a static problem that can be recalculated whenever a new aircraft enters the

scheduling horizon and thus new information to the optimization problem becomes accessible. As can be

seen in figure 4.1 below the freeze horizon (FH) will be defined as Schiphol’s TMA since all final approach

trajectories must be known before entering the TMA. The scheduling horizon (SH) is the area closely around

the TMA, where the information on exact TMA entry times of all arriving aircraft is assumed to be available.

As explained in section 2.3.5, the scheduling horizon is where the aircraft sequencing and trajectory opti-

mization process takes place. Whenever a new aircraft enters the SH all aircraft that are still within the SH

will be resequenced. As an aircraft enters the FH its trajectory and thus its place in the landing queue will be

"frozen". This means that its approach trajectory cannot be changed any longer and the aircraft is taken out

of the scheduling process in the SH.
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Figure 4.1: Placement of scheduling and freeze horizon

The exact size of the scheduling horizon will be determined in section 4.8.1 as this is a trade-off between

computation time and scheduling optimality which is highly dependent on the way the ASP is solved.

4.4.2. STATIC MODEL

As explained in previous section, within the scheduling horizon the ASP and the ATOP can be solved as if it

was a static problem with a fixed pool of aircraft of which the exact entry times are known in advance. This

section will elaborate on the actual strategy that is chosen to solve both the ASP and the ATOP.

Section 2.4.3 already showed that the approach and the order in which the ASP and the ATOP are solved

drastically affect the resulting performance indicators (i.e. fuel consumption, delay, runway throughput etc.).

The research done by Sàma et al. [7] tested different approaches solving the ASP either before or after solving

the ATOP (see table 2.4). The ASP was always solved for minimum individual delay while the ATOP was solved

for either minimum fuel consumption or minimum travel time. It was concluded that solving the minimum-

fuel ATOP first would yield the least average fuel consumption. However, solving the ASP first would result

in significantly decreased delays. In the latter case it made no difference for which objective the ATOP was

solved since travel times were dictated by the results of the ASP.

Although these findings are very useful when setting up an optimization strategy it is even more impor-

tant to identify where the approach proposed by Sàma lacks significant optimization potential. Note that it is

also important to keep in mind that although a static approach case is considered, certain strategy decisions
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can have an adverse effect when placed in a dynamic optimization environment, as was proposed in previous

section. The following major drawbacks of Sàma’s approach were identified:

• The objective of the ATOP was either to minimize travel time or to minimize maximum delay. However

there are many more solutions possible that would offer a trade-off between fuel consumption and

travel time. For every travel time between the minimum and maximum travel time a minimum fuel

trajectory can be computed. It would be highly beneficial to use this information for solving the ASP.

• Conflicts were avoided when solving the ASP instead of actually solving potential conflicts in the ATOP.

• The ATOP and ASP are decoupled in a sense that trajectories are optimized disregarding other aircraft

in the vicinity. Apart from the lost optimization potential this is not a feasible approach for this thesis

research since the goal is to apply sequences (i.e. by overtaking) while flying a fixed horizontal approach

path.

• The ASP was solved only for minimum delay. While for a static approach case this makes sense, in the

long run (e.g. a dynamic approach case where new arrival aircraft are continuously added) this could

actually lead to delay propagation. In this case solving the ASP for maximum runway throughput would

make more sense.

• No fuel minimization objective was tested for the ASP. However, at times of low traffic levels where

delay is not much of a problem, optimizing purely for minimum fuel consumption could be a choice to

consider (at least for a short period of time using dynamic objectives).

In order to maximize the optimization potential when solving both the ASP and the ATOP and solving all of

the identified drawbacks, for this thesis research a 3-module approach is proposed as briefly explained below.

Detailed explanations of these three modules can be found at the end of this chapter in sections 4.5, 4.6 and

4.7 respectively.

1. Module-1: Independent Aircraft Trajectory Optimization. The first module will generate a database

with fuel-optimal trajectories, between TMA entry and the runway threshold, for all achievable travel

times. This will be done for each individual aircraft type assuming no other aircraft are in the vicinity

(thus conflicts are neglected). For each aircraft type this will result in a "fuel curve" (see figure 5.2) that

shows exactly what the minimum fuel consumption is for for each travel time between the earliest TOA

and the latest TOA, assuming the aircraft can fly its own independent fuel-optimal trajectory. Note that

these fuel curves are constant and therefore need to be computed just once.

2. Module-2: Aircraft Scheduling Problem (ASP). Using the fuel curves from Module-1 the ASP can now

be solved for minimum delay, but also for minimum fuel consumption or a trade-off between the two.

The ASP optimization objective will be adapted to the demanded runway throughput. In this module

each aircraft within the scheduling horizon will be assigned with a target time of arrival (TTA) at the

runway threshold resulting in an optimum landing sequence with respect to the chosen optimization

objective.

3. Module-3: Conflict Detection & Resolution. Module-3 will solve the ATOP. Each aircraft must be as-

signed an optimal conflict-free approach trajectory that matches their respective TTA that resulted

from module-2.

Since both the entry time and the TTA is known, the corresponding independent fuel-optimal trajec-

tory can be picked out of the database generated in module-1. These trajectories are first checked for
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conflicts with aircraft whose trajectories were already frozen as they entered the TMA, which is the

freeze horizon. In case of a conflict a fuel-optimal resolution by velocity and altitude changes will be

computed.

This 3-module approach solves the static approach problem where the considered aircraft pool is defined by

the number of aircraft that are currently in the scheduling horizon. This static approach problem is recalcu-

lated whenever a new aircraft enters the scheduling horizon. When an aircraft leaves the scheduling horizon

and enters the TMA the corresponding trajectory solution and its place in the landing queue will be fixed and

the aircraft is removed from the considered aircraft pool. This way a dynamic optimization environment is

established. A flow chart of this static 3-module optimization strategy within a dynamic optimization envi-

ronment can be found in figure 4.2.
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Trajectory 
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Scheduling 

Problem (ASP)
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Figure 4.2: Flow Chart of static 3-module optimization strategy within a dynamic environment

A major difference with respect to previous optimization approaches is that the ATOP is divided in two

parts, such that the ASP can use and benefit from fuel-optimal trajectory information but at the same time

the ASP can still dictate the target times of arrival and thus the landing sequence of incoming aircraft. This

optimization strategy therefore increases the optimization potential of the aircraft approach problem and

enables the user to define a trade-off between fuel consumption and delay objectives based on pre-defined

conditions, such as the demanded throughput.
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4.5. MODULE-1: INDEPENDENT AIRCRAFT TRAJECTORY OPTIMIZATION
As was discussed in previous section, the first module of the designed optimization tool will generate a fuel

curve for every considered aircraft type which contains valuable information, such as the time interval during

which the aircraft’s landing can be scheduled and the exact fuel consumption of the fuel-optimized approach

trajectories for every target time of arrival (TTA) within this time interval. This section will give a detailed

explanation on how these fuel curves are computed.

4.5.1. REQUIRED INPUT

To compute a fuel curve for the approach route of every considered aircraft the following information is re-

quired:

• Approach Route Model. The exact geometry of the approach route is required. This means that knowl-

edge of the initial and final altitude, the total track length and also speed and altitude constraints at all

points along the approach route have to be known. This information is defined in section 4.5.2.

• Aircraft Models. For every considered aircraft type an aircraft model must be available that accu-

rately represents the aircraft’s performance and flight characteristics to compute the corresponding

fuel-optimal approach trajectory of that particular aircraft. The used aircraft models are presented in

section 4.5.4.

• Required Constraints on Aircraft Controls. Apart from constraints imposed by the approach route

model that mostly affect the aircraft model’s states (altitude, airspeed etc.), several constraints must be

placed on the aircraft model’s controls in order to comply with certain approach procedures (e.g. con-

tinuous descent operations) and to make sure a computed trajectory is realistically achievable. These

control constraints are defined in section 4.5.3.

All of the required input information listed above is constant during the entire approach case. For this reason,

the fuel curves resulting from this module need to be computed only once, before the actual approach case

optimization is started.

4.5.2. APPROACH ROUTE

When modelling an approach route and corresponding approach procedures upon which all scheduling and

trajectory optimizations will be based, it is important to remember what the objective of this thesis research

is. The goal is to sequence arrival aircraft in the last phases of descent inside the TMA and to compute corre-

sponding fuel-optimal trajectories applying continuous descent operations (CDOs) within the limits of exist-

ing STAR designs for a single-runway system. Traffic sequencing will be achieved by small speed interventions

and altitude changes.

Considering the research objective the "ARTIP 3B Transition" (one of Schiphol’s night approach routes)

is chosen as the reference approach route for this thesis research as it was designed for continuous descent

operations featuring a single runway system. The night instrument approach map of this route can be found

in appendices A.1 and A.2. It is assumed that all arrival traffic streams are merged before entering the TMA,

such that all aircraft have to follow the same fixed lateral approach path from the initial approach fix (IAF)

down to the final approach point (FAP) where the runway glide slope is intercepted. The geometry of the

approach route is presented in table 4.1 below, where for each path segment the corresponding altitude and

airspeed constraints are listed.
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Path Segment (IAF) EH601 EH602 EH603 NIRSI EH607 EH608 (FAP)

Track Length [NM] 28.4 6.2 6.1 6.3 4.9 4.0 4.6 n.a.

Max Airspeed [KIAS] 250 250 250 250 220 220 220 n.a.

Min Altitude [FL] FL100 FL70 FL70 FL70 FL55 FL34 FL20 FL20

Max Altitude [FL] FL100 FL100 FL100 FL100 FL55 FL55 FL34 FL20

Table 4.1: Path segments and corresponding altitude and airspeed constraints of the ARTIP 3B Transition

With this reference geometry in mind an approach route model must be set up that is tailored specifically

to the research objectives of this thesis project. An important objective with respect to the approach route de-

sign is that advanced continuous descent operations will be applied where all aircraft follow the same lateral

approach path. For this reason, it was chosen to solve the ATOP as a 2DT trajectory optimization problem

(i.e. a 2-dimensional problem with time control), which only considers the track distance and altitude and

neglects the aircraft’s lateral position.

Further, it was chosen to use fixed initial and final airspeeds for all aircraft to prevent unresolvable conflicts

between different aircraft types during conflict resolution in module-3. This will be explained in more detail

in section 4.7.

Lastly, as can be seen from the geometry data in table 4.1 and the approach map in appendices A.1 and A.2,

the altitude is constrained at just three positions during the approach route, namely at the IAF, the FAP and

at the NIRSI-waypoint where the approach route turns inland.

Due to these factors the approach route is decided to be modelled as a straight horizontal approach track

featuring two path segments enclosed by three waypoints. The geometry data of the approach route model

is given in table 4.2 by means of trajectory position constraints and airspeed constraints.

Path Segment IAF Path Segment 1 NIRSI-waypoint Path Segment 2 FAP

Track Position [NM] 0.0 0 - 47.0 47.0 47.0 - 60.5 60.5

Min Airspeed [KIAS] 250 180 180 180 180

Max Airspeed [KIAS] 250 250 220 220 180

Min Altitude [FL] FL100 FL55 FL55 FL20 FL20

Max Altitude [FL] FL100 FL100 FL55 FL55 FL20

Table 4.2: Approach route model geometry and airspeed constraints

4.5.3. OPTIMIZATION METHOD & SETUP

Since module-1 only considers the individual part of the ATOP and thus neglects potential conflicts, module-

1 deals with a typical optimal control problem. Optimal control problems deal with finding a control law for a

dynamic system that minimize a chosen optimization criterion over a period of time. This section will briefly

discuss the chosen optimization method to solve this optimal control problem and will define in detail how

the control problem is set up.

To solve the independent ATOP, a general-purpose optimal control software named "Gauss Pseudospec-

tral Optimization Software" (GPOPS) will be used which uses a class of methods that is referred to as hp-

adaptive Gaussian quadrature collocation. GPOPS is a MATLAB-based software and is a very suitable tool for

solving non-sequential multiple-phase optimal control problems.
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STATE VARIABLES

The independent ATOP is implemented as a 2-phase optimal control problem, where the two phases solve

the control problem for the two path segments of the approach route model’s geometry that was defined in

section 4.5.2. As discussed, the ATOP is considered a 2DT trajectory optimization problem, which means that

only track distance and altitude are considered while the lateral track position can be neglected. Combined

with the aircraft velocity and aircraft weight, these four state variables form the optimal control problem for

the ATOP. The limits of these four state variables, given in table 4.3 below, represent the geometry of the ap-

proach route model. Note that the airspeed state variable corresponds to the aircraft’s true airspeed while

the maximum airspeeds on the approach track are expressed as calibrated airspeeds. Therefore the airspeed

state limits are dependent on the aircraft’s current altitude. The aircraft’s initial approach weight Wapp , at

the start of phase 1, depends on the type of aircraft. Wapp is a nominal value for each type of aircraft and is

defined in equation 4.7 of section 4.5.4

Phase / path segment Phase 1 Phase 2
initial bounds terminal initial bounds terminal

Track Distance s [m] min 0 0 87044 87044 87044 112046

max 0 87044 87044 87044 112046 112046

Altitude h [m] min 3048 1676 1676 1676 609.6 609.6

max 3048 3048 1676 1676 1676 609.6

True Airspeed V [m/s] min
148.51

(250KCAS)
free free free free

95.30

(180KCAS)

max
148.51

(250KCAS)

...

(250KCAS)
122.48

(220KCAS)

122.48

(220KCAS)

...

(220KCAS)
95.30

(180KCAS)
Weight W [kg] min Wapp free free free free free

max Wapp Wapp Wapp Wapp Wapp Wapp

Table 4.3: State variables and respective state limits of the ATOP optimal control problem

CONTROL VARIABLES

In order to control these four state variables and keep the system (i.e. the aircraft) between the established

limits, the control variables must be defined. Since a 2DT trajectory problem is considered, the aircraft’s bank

angle and yaw angle can be neglected and are assumed to equal zero at all times. For this reason, the aircraft

can be assumed to be controlled using just two control variables, the engine thrust and the flightpath angle

which is controlled through the aircraft’s elevator angle that results directly from the chosen aircraft model,

as will be explained in section 4.5.4. The two control variables and their respective limits are given in table

4.4 below.

Phase / path segment Phase 1 Phase 2
initial bounds terminal initial bounds terminal

Engine Thrust setting η [normalized (0-1)] min 0 0 0 0 0 0

max 1 1 1 1 1 1

Flightpath Angle γ [deg] min -25 -25 -25 -25 -25 -25

max 25 25 25 25 25 25

Table 4.4: Control variables and respective control limits of the ATOP optimal control problem

EQUATIONS OF MOTION

Next, the influence of the control variables on the state variables must be defined through the equations of

motion, which are essentially the state variables derivatives. The equations of motion are not only a function
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of the state - and control variables but are also dependent on the aircraft’s engine- and performance parame-

ters that follow from the chosen aircraft model, that is discussed in section 4.5.4. In this case these parameters

are thrust T , drag D and fuel flow f f . The equations of motion are defined in equations 4.2-4.5.

ṡ =V · cos(γ) (4.2)

ḣ =V · si n(γ) (4.3)

V̇ = g0 ·
(((T ·neng −D) · V

W )− ḣ)

V
(4.4)

Ẇ =− f f ·neng · g0 (4.5)

PATH-CONSTRAINTS

Further, path constraints must be defined to ensure the trajectory optimization method computes an optimal

trajectory that also meets the existing approach procedure and is also flyable regarding passenger comfort.

This last point becomes very clear when comparing found trajectories with and without applying necessary

path constraints in figure 5.1 which will be further explained in the results chapter. Since CDA procedures

apply for this approach case, the goal is to find optimum trajectories with continuously descending verti-

cal profiles with minimal level flight segments that are executed at the lowest possible thrust settings. To

achieve this two path constraints were defined in table 4.5 that prevent the aircraft from both accelerating

and climbing. Applying these path constraints not only ensures a minimum thrust continuous descent but

also prevents an aircraft from performing a so called "cyclic cruise", as will be explained in section 5.1

Phase / path segment Phase 1 Phase 2

Acceleration V̇ [m/s2] min -9.81 9.81

max 0 0

Vertical Speed ḣ [ f t/mi n] min -2500 -2500

max 0 0

Table 4.5: Path constraints applied on the ATOP optimal control problem

COST-FUNCTION

Finally, the cost-function must defined in order to optimize the trajectory for minimum fuel. Since the burned

fuel is the only factor affecting the aircraft’s weight, the fuel consumption can simply be determined by com-

paring the initial- and final value of the weight state variable. Therefore, the Mayer cost component can be

defined as:

J =Wi ni t i al −W f i nal (4.6)

4.5.4. AIRCRAFT MODEL

In order to solve the equations of motion that were defined in equations 4.2-4.5, a model that accurately sim-

ulates an aircraft’s flight performance characteristics is required . For this task the BADA (Base of Aircraft Data

) aircraft performance model developed by Eurocontrol will be used. Eurocontrol developed BADA especially

to support modelling and simulation tools for the purpose of ATM research and development. BADA pro-

vides theoretical model specifications and related specific datasets to accurately stimulate the behaviour of

any type of aircraft [40].
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Since the number of available Matlab-based BADA aircraft type models is limited for this thesis project,

only one aircraft type model is considered per weight class. It is assumed that other aircraft types within the

same weight class feature similar flight performance characteristics. The used aircraft type model for each

weight class can be found in table 4.6.

Weight Class BADA Aircraft Type Model Initial Approach Weight Wapp

[N]

Super Heavy "A" Airbus A380-861 3,634,400

Upper Heavy "B" Airbus A340-313 1,707,700

Lower Heavy "C" Boeing B763 1,200,500

Upper Medium "D" Boeing B738 588,440

Lower Medium "E" Fokker F100-650 341,030

Table 4.6: BADA aircraft type model used for per aircraft weight class

BADA models contain fixed nominal weights (e.g. MTOW, MLW, MZFW, OEW and FC) for each different

aircraft type. These weights can be used to estimate the weight at which an aircraft will initiate its final ap-

proach. It is assumed that this initial approach weight Wapp is identical for each approaching aircraft of the

same aircraft type. It is estimated that an aircraft initiates its final descent with 75% of its maximum payload

and with 10% of its fuel capacity left, as given in equation 4.7. The estimated Wapp of the chosen aircraft type

models can be found in table 4.6.

Wapp = (OE M +0.75 · (MT OW −OEW −FC )+0.1 ·FC ) · g0 (4.7)

Lastly, since this is an approach problem, all aircraft are assumed to be in approach configuration. The

corresponding BADA flap models of the respective aircraft types were used. Since the optimal control opti-

mization method does not allow to change between different configurations during the optimization process,

it is assumed that the flap settings are fixed over the entire approach route.

4.5.5. ASSUMPTIONS & SIMPLIFICATIONS

Before diving into details on how the independent approach trajectories are optimized for minimum fuel re-

sulting in a fuel curve for each considered aircraft type, the most important assumptions and simplifications

that were made are listed below:

• Approach Route and Trajectory

– The scope is limited to the final approach phase of the flight, which starts at the IAF and ends at

the FAP.

– Since advanced CDA procedures will be followed (i.e. the horizontal approach path is fixed), the

trajectory optimization will be 2-dimensional and thus only consider track length and altitude.

Therefore the horizontal approach path is assumed to be straight.

– Fixed entry speeds and final speeds at the runway threshold are assumed.

– All traffic streams are merged before entering the TMA which means that within the TMA every

arriving aircraft will follow the same horizontal approach path down to the runway threshold.
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– ACs are assumed to be able to perform TBO with 100 percent accuracy (meaning ACs arrive at

waypoints at the exact time they were scheduled to be there).

– Minimum Fuel Consumption is the only considered optimization objective during the computa-

tion of optimal independent trajectories.

• Aircraft Model (BADA)

– Nominal initial aircraft weight is considered for each approach.

– Weather effects, such as windspeeds, are neglected.

– All aircraft are assumed to be in an approach configuration over the entire approach route. Cor-

responding flap models of the specific aircraft type were used.

– Only one aircraft type model is considered per weight class. It is assumed that other aircraft types

within the same weight class feature similar flight performance characteristics.

– It is assumed that only five different weight classes, ranging from "Super Heavy" to "Lower Medium",

will are allowed to use the runway. "Light" aircraft are not considered in this approach problem.

4.5.6. FUEL CURVE COMPUTATION APPROACH

Finally the fuel curves can be computed. As discussed, a fuel curve shows the minimum fuel consumption to

fly the approach route for the entire range of possible travel times. These fuel curves are aircraft type specific.

This section will explain the used approach to compute the fuel curves for the five chosen aircraft type mod-

els. A flow chart of this approach can be found in figure 4.3.

1. Travel Time Interval. Firstly the interval of possible travel times must be determined in which the air-

craft is capable to cover the approach route. To do so the optimal control problem described in section

4.5.3 will be solved twice, once with the minimum time optimality criterion and once with the max-

imum time optimality criterion. The two resulting solutions describe the earliest and latest possible

arrival time at the FAP. From this the travel time interval is determined since the tested aircraft model

will be capable of reaching the FAP at any time in between these two landing times.

2. Fuel-optimal Trajectories. Now that interval of possible travel times is determined, the optimal control

problem can be solved for the minimum fuel criterion. The problem will be iteratively solved with fixed

final times that cover the entire travel time interval in steps of one second. This results in a discrete fuel

curve of the respective aircraft type model. An example of this can be found in figure 5.2 in the results

chapter. 5-second intervals are shown here for visualization purposes.

3. Polynomial Regression. Although the fuel curve is now computed, it still cannot be used for the aircraft

sequencing optimization in module-2. The reason for this is that the fuel curve is now a discrete curve

that is divided in 1-second intervals. As will be explained in section 4.6.3 the aircraft sequencing process

will use a SQP-based local solver to find optimal landing sequences. This means that the fuel curve must

be differentiable twice in order to be used by this local solver. For this reason the discrete fuel curve was

fitted with a 20th-degree polynomial to make the fuel curve continuous over the entire interval travel

times. An example fuel curve of the Airbus A380 aircraft model can be found in figure 5.2, showing both

the discrete and the polynomial fitted curve.

4. Normalized Fuel Curves. Lastly, an option to normalize the fuel curves with respect to an aircraft’s

fuel-optimal landing time was added. This option can be used to analyse how sequencing results are

affected when removing weight class prioritization from the sequencing problem and thus maintaining

a sense of fairness between different aircraft weight classes. These normalized fuel curves are plotted

in figure 5.5.
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Note that a fuel curve is aircraft type specific. This means that the described approach must be repeated for

each of the five chosen aircraft type models.

Module-1

Independent 
Trajectory 

Optimization 

Approach 
Route 
Model

Aircraft 
Performance 

Models

One for each 
weight class

Optimal Control 
Problem

Purpose
Computes Optimal 
Approach Trajectory for 
given aircraft model and 
optimization objective

Optimization 
Objective

1. Minimum Time
2. Maximum Time

Optimization 
Objective

Minimum Fuel:
between the earliest-
and latest time of 
arrival (in 1-second 
steps)

1. Earliest Achievable Time of Arrival
2. Latest Achievable Time of Arrival

Discrete Fuel 
Curves
For each weight 
class : A curve of
fuel consumptions 
at all achievable 
TOAs (in 1-second 
intervals) 

Polynomial 
Regression

Purpose
Fit polynomial 
over discrete fuel 
curve to make it 
continuous (and 
thus 
differentiable)

Polynomial 
Fit

For each fuel 
curve

Normalization

Normalize 
Fuel Curve

With respect to 
its minimum 
fuel TOA

Continuous
Fuel Curve

One for each 
weight class

Continuous
Normalized
Fuel Curve

One for each 
weight class

Input Output

Figure 4.3: Flow Chart of Independent Trajectory Optimization Approach



32 4. IMPLEMENTATION

4.6. MODULE-2: SOLVING THE AIRCRAFT SCHEDULING PROBLEM (ASP)
As discussed in section 4.4.2, this module will solve the aircraft scheduling problem (ASP) only considering

the aircraft that are currently within the scheduling horizon (SH). Therefore the ASP is treated as a static

scheduling problem with a fixed pool of arriving aircraft. Every aircraft will be assigned with a target time of

arrival (TTA) resulting in a landing sequence that is optimal with respect to the chosen optimality criterion.

This section will give a detailed explanation on how the landing schedule is optimized for these different

optimality criteria.

4.6.1. REQUIRED INPUT

The required input for module-2, in order to compute optimal landing schedules is the following:

• Aircraft Types Firstly, the aircraft type of each aircraft within the SH must be known since the cor-

responding weight class dictates exactly what wake separation distances are required with respect to

leading and following aircraft. Wake separation is by far the most significant factor in aircraft schedul-

ing.

• Fuel Curves. Corresponding to each aircraft, the fuel curve of that aircraft type must be available. The

fuel curves are not only necessary when optimizing the landing schedule for minimum fuel but also for

post-processing minimum delay and minimum time scheduling solutions, since within this solution it

is likely that some TTAs can be moved such that less fuel is consumed without affecting the delay or

time objectives.

• TMA Entry Times. Lastly, for each aircraft within the SH, the expected time of entering the TMA (i.e.

arriving at the IAF) must be known. This information is required in order to move the corresponding

fuel curves to the correct positions in time.

4.6.2. ASP - OPTIMIZATION METHOD

Next, an optimization method must be chosen to solve the ASP for a chosen optimization objective. However,

before a decision is made it is important to realize what kind of an optimization problem the ASP actually is.

Generally, the ASP can be defined as a combination of two sub-problems:

1. Landing Sequence. The first sub-problem is finding the optimal landing sequence in which aircraft

arrive at the runway threshold. The landing sequence mainly defines the required wake separation dis-

tances between approaching aircraft and therefore dictates the bounds between which each individual

aircraft is allowed to land. For this reason, this sequencing sub-problem is of a combinatorial kind and

features discrete constraints (the wake separation distances). Therefore this problem can best be solved

using a heuristic optimization method (i.e. a global solver) as was discussed in section 2.4.2.

2. Landing Schedule / Landing Times. With the landing sequence solution and the found bounds in

between which individual aircraft are allowed to land, the actual landing schedule (i.e. the exact landing

times of each individual aircraft) is still undefined. The landing schedule directly affects the objective-

function of the ASP, as moving a landing time two seconds back will increase delay by an equal amount

of time and change the fuel consumption by an amount that can be computed by use of the fuel curves.

For this reason, this second sub-problem that solves the actual landing schedule should be solved by

calculus-based optimization methods (i.e. a local solver) .
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These two sub-problems are closely interrelated since it is impossible to know whether a landing sequence is

optimal without computing the optimal landing times within this sequence. At the same time, knowing the

optimal landing times within one tested sequence, it is still unknown whether this solution is optimal with-

out comparing the solution to the optimal landing schedule of all other possible landing sequences. However,

since both sub-problems are optimization problems of a very different kind, it will be challenging to find the

global minimum to an optimization objective using just one single optimization method:

• Problem with local solvers: A local solver will only find a minimum within the sequence imposed by

the initial guess (local minimum). It will never try to change the sequence itself since in order to do so

it has to pass a less optimal (or in this case even infeasible) region first.

• Problem with global solvers: These methods randomly select values for the design vector to test. After

a finite number of these randomly chosen initial guesses the solution with the best objective value is

considered the answer. Unfortunately, there is no way to know how many tests must be run in order to

find the definite best solution to the problem (i.e. the global optimum). Also, since the initial guesses

are randomly chosen, in case of the combinatorial nature of this ASP it is unavoidable that a certain

landing sequence is tested more than once, leading to the same local minimum multiple times and

thus a significant performance penalty. To conclude, using solely global solvers to find the solution to

the ASP can become very computationally intensive while it is not certain that the found solution is

actually the global minimum.

For these reasons, the only viable method to solve the ASP seems to be a hybrid-optimization method, com-

bining global and local solvers. As stated by Betts, to find the global minimum for problems with discrete

variables, such as this highly combinatorial sequencing problem, the only way to decide if a candidate solu-

tion x̂ is the answer is by comparison with all other possible candidate solutions [35].

For the ASP, this means that all possible aircraft sequences must be tested for optimality. In order to do

so, MATLAB’s SQP-algorithm will be used to compute the optimal landing schedule within a certain land-

ing sequence. Each possible landing sequence will be tested for optimality by using them as initial guess to

the SQP-algorithm. In short, this means that the SQP-algorithm will solve the scheduling problem based on

multiple initial guesses, defined by the possible landing sequences. The exact approach to this optimization

method will be explained in section 4.6.3.
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4.6.3. ASP OPTIMIZATION APPROACH

This section will explain exactly how the ASP is solved for a fixed pool of aircraft. The optimization approach

will be explained in consequential steps. A flow chart of the ASP optimization approach can be found in fig-

ure 4.5.
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Figure 4.4: Number of landing sequences to be tested for optimality as function of aircraft pool size

1. Determine Potentially Optimal Sequences. Firstly, all possible landing sequences must be determined

for the fixed pool of aircraft. For example a 7-aircraft pool contains 7!=5040 different landing sequences.

Fortunately, some of these sequences can be considered non-optimal right away and do not have to be

tested.

• Identical AC-types never switch positions. Aircraft of the same type, when scheduled right after

each other in the landing queue, will always land in the order of their TMA entry since there is

no possibility that switching places would yield a more optimal overall sequence, whether the

objective is fuel-, delay- or capacity-based. To ensure that this sequencing rule is valid, it was

tested 100 times for all of the three optimization objectives. The resulting optimum sequence was

never between the sequences that were discarded by this rule.

• Constrained Position Shifting (CPS). If found necessary one can apply constrained position shift-

ing (CPS, explained in section 2.3.3) to reduce the number of sequences that will be tested for

optimality. All sequences in which a landing position shift exceeds the maximum position shift

(MPS) are discarded.
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Figure 4.4 shows that these two sequencing rules can significantly reduce the number of sequences that

will be tested for optimality. However, the most significant factor is the size of the considered aircraft

pool. Section 4.8.1 explains how it can be beneficial to artificially limit the size of the considered aircraft

pool.

2. Transform Sequences to Initial Guesses (Start Points). Next, each of the remaining landing sequences

must be transformed to an initial guess that can be used by the SQP-algorithm to test the corresponding

sequence for optimality. This initial guess must be an array of landing times that represent their corre-

sponding landing sequence, lie within the optimization boundaries (i.e. earliest and latest achievable

landing times) and meet the optimization constraints (i.e. time-based wake separation). The following

approach is applied to transform a landing sequence to an array of landing times:

• Place landing times as early as possible. In order of landing sequence (starting with the aircraft

that will land first), place the landing time as close to the leading aircraft’s landing time as possible,

such that time difference is exactly the wake separation distance.

• Check if landing times are within bounds. If this landing time is before the aircraft’s earliest

achievable landing time (i.e. its lower bound), move the landing time back to this lower bound.

• Remove infeasible landing sequences. Since the landing time of a leading aircraft affects the

possible landing time of the trailing aircraft, it is very possible that for this trailing aircraft the

earliest possible landing time due to wake separation is after the latest achievable landing time.

In this case the corresponding landing sequence is not achievable and will be discarded.

Using this approach, landing sequences that are not achievable are removed before testing them for

optimality. The remaining sequences are transformed to an initial guess that represents the minimum

time solution of the respective landing sequence, since all aircraft are moved to their earliest possible

landing times within this sequence.

3. Optimization. Finally, all remaining initial guesses (corresponding each to one unique achievable

landing sequence) can be optimized for the chosen optimization objective using the SQP-algorithm.

4. Solution. The solution with the best objective value is considered as the answer. In case the optimiza-

tion objective is minimum delay or minimum time, it is possible that multiple solutions with the same

(minimal) objective value remain. In this case a post-optimization will be performed (see step 5).

5. Post-Optimization. In case multiple solutions still remain (for example 4 solutions that yield no delay

at all) the solutions will be optimized once more for a minimum fuel objective, adding a constraint

that fixes the previously found minimum objective value. Again, the solution with the best objective

value is considered as the solution. An example, comparing the scheduling solution with and without

a post-optimization for minimum fuel can be found in figures 5.8 and 5.9 respectively.

Following this approach, one can say with certainty that the globally optimal solution to the ASP is found

every time since all possible landing sequences are tested for optimality. However, it has to be noted that the

solution considers only the currently available information, the current aircraft pool. An optimal solution of

the static ASP problem does not guarantee that it will be optimal in a dynamic case as well.
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Figure 4.5: Flow Chart of ASP Optimization Approach

4.6.4. ASSUMPTIONS & SIMPLIFICATIONS

• Time-based wake separation distances are applied via sequencing constraints for reasons explained in

section 2.3.2.

• TMA entry times are fixed and thus cannot be affected.

• It is assumed that only five different weight classes, ranging from "Super Heavy" to "Lower Medium",

will are allowed to use the runway. "Light" aircraft are not considered in this approach problem.

• Only one aircraft type model is considered per weight class. It is assumed that other aircraft types within

the same weight class feature similar flight performance characteristics.
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4.7. MODULE-3: CONFLICT DETECTION & RESOLUTION
This last module that is part of solving the static approach problem deals with conflict detection and conflict

resolution. The optimal landing schedule that was computed in module-2 must now be applied, meaning

that a conflict-free and fuel-optimal trajectory, between the entry time at the IAF and the scheduled arrival

time at the FAF, must be assigned to each of the aircraft in the considered arrival pool. In some cases the fuel-

optimal independent trajectories found in module-1 can be used, however in many cases these trajectories

will be in conflict with other aircraft trajectories in the vicinity and therefore must be adapted to resolve the

existing conflict. This section will give a detailed explanation on how conflicting trajectories are detected and

how they are resolved.

Remember that this module is part of solving the static approach case considering only the aircraft that

are currently in the scheduling horizon. However, since a dynamic approach case is considered, only the

trajectory solution of the aircraft that is currently entering the freeze horizon will be fixed during this op-

timization run. All remaining aircraft are still open for resequencing in case a new arriving aircraft would

required a different scheduling solution.

4.7.1. REQUIRED INPUT

In order to compute a conflict-free fuel-optimal approach trajectory, meeting the landing time computed in

module-2, for each aircraft of which the approach trajectory will be frozen during this optimization run, the

following information is required as input:

• Landing Schedule. Firstly, the landing schedule that was computed by module-2 is required. The

scheduled landing times, together with the entry times of the considered aircraft pool, determine the

time interval of the fuel-optimal conflict-free approach trajectory that must be computed by this mod-

ule.

• Independent Fuel-Optimal Trajectories. Based on this time interval, the corresponding independent

fuel-optimal trajectory, that was computed by module-1, will be used as an initial guess. In case this

trajectory does not cause any conflicts it can be kept the same and does not require re-computation.

• Fixed Trajectory Data of Aircraft in Freeze Horizon. Lastly, it is required to know which aircraft tra-

jectories are currently active in the freeze horizon after being fixed during previous optimization runs.

These trajectories are required to check new trajectories for conflicts and to use as separation con-

straints in case occuring conflicts must be resolved.

4.7.2. METHOD FOR FUEL-OPTIMAL CONFLICT RESOLUTION

As briefly mentioned in section 4.4.2, this module will solve the actual aircraft trajectory optimization prob-

lem (ATOP) which is no different from the independent trajectory optimization problem solved by module-1,

except that trajectories must now account for other aircraft in the vicinity as well. For this reason the same

2-phase optimal control problem as defined in section 4.5.3 will be solved, again using the GPOPS optimal

control solver. However, this time a constraint is added that restricts trajectories to fly within minimum radar

separation distance (3N M) of another aircraft.

In case of a detected conflict, by applying this constraint to the optimal control problem defined in section

4.5.3, GPOPS will try to resolve this conflict with an adapted approach trajectory aiming to stay as fuel-optimal

as possible. How this separation constraint function is exactly formulated will be explained in section 4.7.5.
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4.7.3. NON-COOPERATIVE CONFLICT RESOLUTION

Whenever an aircraft enters the freeze horizon (FH), its trajectory will be fixed. Therefore, by definition, the

conflict resolution between an aircraft in the FH and an aircraft that is not yet assigned with a trajectory is

non-cooperative. However, before an aircraft’s trajectory is fixed it would make sense to check whether this

trajectory will create conflicts with other aircraft in the scheduling horizon, whose trajectories are not yet

fixed either. This way a more cooperative resolution can be found that is more fuel-optimal.

Unfortunately, a cooperative way of resolving conflicts leads to compatibility issues with the GPOPS opti-

mal control solver. GPOPS solves optimal control problems within the boundaries of defined phases. These

boundaries are defined by the state variable limits at both, the initial- and final time of a phase. An aircraft’s

trajectory is represented by four state variables. Thus for a cooperative conflict resolution between two air-

craft, the four states of both aircraft must be optimized, which requires a 8-state-variable optimal control

problem. The issue however is that the initial- and final time of a phase are dictated by the FH entry time and

landing time of just one particular aircraft. However, since the two aircraft do not have identical entry times

and landing times, there will be a time mismatch between the state variables of both aircraft. Therefore, it was

chosen to resolve conflicts non-cooperatively by computing and freezing trajectories in order of the arriving

aircraft’s landing times.

4.7.4. CONFLICT RESOLUTION APPROACH

This section will explain how conflicts are detected and resolved (i.e how the ATOP will be solved). Note that

in this approach fuel-optimal conflict-free trajectories will only be computed for aircraft of which trajectories

must be assigned and fixed during this optimization run. It makes no sense to do this for all aircraft within

the scheduling horizon since their trajectories must remain open for change for future optimization runs.

1. Find Active Trajectories within Freeze Horizon (FH). Determine which of the trajectories that were

frozen during earlier optimization runs are currently active. In other words, which aircraft are currently

in the FH and have not yet landed? This information is required from step 6(a) and onwards.

2. Determine which aircraft are added to Freeze Horizon. It is not required to fix an aircraft’s approach

trajectory until it enters the FH. However in some cases an aircraft that enters the FH is scheduled to

land after one (or more) aircraft that is still in the scheduling horizon (SH) and thus will be overtaken

within the FH. In this case it was chosen to freeze both, the trajectory of the aircraft entering the FH

and all aircraft within the SH that are scheduled to land at an earlier time. The number of aircraft that

need to be assigned with a fixed trajectory during this optimization run is therefore variable.

3. Select Independent Fuel-Optimal Trajectory based on Travel Time. For each aircraft for which a

conflict-free fuel-optimal trajectory must be computed during this optimization run, select an inde-

pendent fuel-optimal trajectory computed by module-1 that meets the aircraft’s entry time and land-

ing time. This trajectory will serve as an initial guess during conflict resolution (or will serve as final

solution in case no conflicts were detected).

4. Interpolate Added Trajectories. Trajectories must be made continuous in order to be checked for con-

flicts at each point in time. A "Piecewise Cubic Hermite Interpolating Polynomial" (PCHIP) is used

to interpolate between the nodes of the selected independent fuel-optimal trajectory solution of each

aircraft.

5. Determine Freezing Order. Since conflicts are resolved non-cooperatively an order has to be deter-

mined in which trajectories will be made conflict-free and frozen. It seems most obvious to compute

and freeze trajectories in order of entrance times into the freeze horizon. However, doing so could lead

to scenarios where a trajectory must be found in which the final descent the the FAF is in between two
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other fixed trajectories. Since this often leads to unresolvable conflicts, it was chosen to compute and

freeze trajectories in order of landing times.

6. (Loop: for each approach trajectory to be fixed) Detect & Resolve Conflicts. In order of trajectory

freezing (i.e. in order of landing times), for each aircraft of which the trajectory will be frozen during

this optimization run, repeat the following steps:

(a) Compare the PCHIP-interpolated independent fuel-optimal trajectory (from step 4) to the cur-

rently active and frozen approach trajectories (from step 1) and check whether a conflict exists

(i.e. whether, at the same time both, the aircraft’s horizontal and vertical separation distance is

violated at any time between the aircraft’s TMA-entry time and landing time).

(b) If no conflict was detected freeze (fix) the trajectory. Else, if a conflict was detected with one or

more existing frozen trajectories, proceed to the next step.

(c) Resolve the detected conflicts by running the constrained optimal control problem in GPOPS,

optimizing the trajectory for minimum fuel with the added minimum radar separation (MRS)

constraints.

(d) Freeze the computed conflict-free fuel-optimal approach trajectory by interpolating between its

nodes using PCHIP and adding the trajectory to the currently active freeze horizon trajectories.

A flow chart explaining this approach can be found in figure 4.6.
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Figure 4.6: Flow Chart of Conflict Detection & Resolution Approach

4.7.5. FORMULATION OF THE SEPARATION CONSTRAINT FUNCTION

This section will explain how the separation constraint function is formulated in order to work within the

optimal control problem used in module-1. The constraint function will be distance based and will only con-

sider minimum radar separation (MRS) to other aircraft in the freeze horizon. Since aircraft follow different

vertical approach paths and often need to pass each other in the vertical plane it makes no sense to consider
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time-based wake separation as well until the FAP, from where on all aircraft will follow an exactly identical

approach path over the ILS glideslope. Since the wake separation at the FAP is already established by the

applied landing schedule, wake separation is not considered during the trajectory optimization.

As stated in section 2.2.1, two aircraft are in conflict with each other when both of the following conditions

apply at the same time:

• The horizontal distance between both aircraft is less than 3NM.

• The vertical distance between both aircraft is less then 1000ft.

This means that the definition of a conflict if of a logical kind, since it requires some sort of AND-statement.

Unfortunately, local solvers such as GPOPS cannot handle logical operators since these operators make the

respective constraint function discontinuous. Discontinuous functions cannot be differentiated twice over

the entire interval which means the solver will not be able to find the required function gradient at all places.

Apart from this, a gradient-based solver such as GPOPS requires more information than only whether

the trajectory is in conflict or not. The solver also requires gradient information of the constraint function.

In other words, GPOPS needs to know how severe the conflict is and in what direction the trajectory must

change in order to resolve this conflict.

4.7.6. REMOVAL OF SEPARATION PATH CONSTRAINT DISCONTINUITY

For the reasons explained above, the separation constraint function must be made continuous by combin-

ing both, the horizontal- and vertical separation into one constraint function that is differentiable twice over

the entire optimization interval. This is done to have only one constraint function instead of two with a

non-continuous AND-statement that GPOPS cannot handle, since a constraint is either active or inactive de-

pending on a systems state and control variables. It cannot be made dependant on other constraints.

In order to achieve this it was chosen to normalise both, the horizontal- and vertical distances between

aircraft with respect to the minimum required horizontal and vertical radar separation. Using these nor-

malized distances, the separation path constraint function can be formulated as just one single normalized

separation distance:

D =
√

d s2
nor mali zed +dh2

nor mali zed (4.8)

Where the normalized separation distance D must be larger or equal to one:

D >= 1 (4.9)

This formulation defines an ellipsoid-shaped conflict volume around an aircraft, as shown in figure 4.7. Al-

though in reality the conflict volume around an aircraft should be disk-shaped, as explained in section 2.2.1,

this simplification was necessary for GPOPS to be able to handle the separation path constraint. As can be

noticed in figure 4.7, the defined ellipsoidal conflict volume does not contain the entire MRS-volume, espe-

cially when the conflicting aircraft are flying at different altitudes. Although increasing the size of the defined

ellipsoid could solve this problem, this solution would drastically increase the horizontally required separa-

tion when aircraft are flying at the same altitude and thus is not a viable solution.
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4.7.7. HANDLING UNRESOLVABLE TRAJECTORY CONFLICTS

In some cases trajectory conflicts simply cannot be solved within the defined state variable boundaries and

constraint limits. Especially since it was chosen to resolve trajectory conflicts non-cooperatively, in some

cases it is possible that no conflict free trajectory can be computed due to previously made trajectory deci-

sions that are already fixed. For this reason a decision was made to not consider the conflict volume around

an aircraft as a path-constraint but instead use a barrier function to add separation violations as a penalty to

the cost function described in equation 4.6.

The penalty function P is defined as:

P = A ·e(−3.465·D) (4.10)

Where D is the normalized separation distance as defined in equation 4.8 and A is a coefficient that depends

on the aircraft type and is used to scale the penalty function with respect to the aircraft types fuel consump-

tion. The graphical representation of the penalty function is plotted in figure 4.8. As can be seen in the figure

the penalty is negligibly small until the normalized separation approaches 1. As soon as the conflict volume

is violated (D<1) the penalty significantly increases. This penalty function aims at finding a trajectory that

conflict free, however when no conflict-free trajectory is possible provides the possibility to allow separation

violations while keeping their severity to a minimum.
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Figure 4.8: Separation penalty P (A = 1) as barrier function of the normalized separation distance D

Implementing the conflict constraints through the objective function has two major benefits with respect

to implementing them through path constraints.

• Less restrictive. Allowing small constraint violations, suboptimal trajectory solutions due to path con-

straints are prevented. In rare cases an implementation through path constraints cannot find a conflict

free trajectory at all.

• Reduced computation time. Due to the restrictive nature of a path constraint, in quite a few cases

computation times are excessively large since no fuel-optimal trajectory can be found that meets all

constraints. A less restrictive implementation of the conflict constraint through the objective function

also significantly reduces these computation times

Note that despite the benefits to this implementation, it must be checked whether it does affect the objec-

tive function too much, such that fuel-optimality becomes too less of a priority. Multiple tests have shown

that the added separation penalty in equation 4.10 is never more than 5% of the total objective function such

that the fuel-optimality of the computed trajectory solutions is hardly affected. Apart from this it will be tested

whether adding a small safety factor to the conflict zone (e.g. increasing the normalized minimum separation

distance D from D = 1.0 to for example D = 1.1) will yield fuel-optimal trajectory solutions without violating

the actual conflict zone of D = 1.0. This case-study can be found in section 5.3.1 in the results chapter.
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4.7.8. ASSUMPTIONS & SIMPLIFICATIONS

This section lists the assumptions and simplifications that were made in module-3 in order to detect and re-

solve trajectory conflicts.

• Method & Approach

– Non-cooperative conflict resolution is assumed for method compatibility reasons, as explained in

section 4.7.2

– A "Piecewise Cubic Hermite Interpolating Polynomial" (PCHIP) was used to interpolate between

nodes of found optimal trajectory solutions.

– Minimum radar separation is assumed during conflict resolution. Since aircraft do not follow the

same vertical descent profile, time-based wake-separation is only considered and applied at the

FAF, since from here on the ILS glideslope is intercepted from where aircraft will follow an exactly

identical 3D approach trajectory.

• Conflict Separation Constraint

– For path-constraint continuity reasons, the conflict volume around an aircraft is assumed to be of

an ellipsoidal shape. In reality, this volume should be disk-shaped.

– The minimum radar separation (MRS) can be violated if necessary, however this constraint viola-

tion must be kept as small as possible.
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4.8. DESIGN OF A DYNAMIC OPTIMIZATION ENVIRONMENT
So far the implementation would be able to solve a static approach problem. This means: fixed pool of aircraft

(fixed number of ACs and fixed weight classes) and fixed TMA entrance times that are all known in advance. In

real life however, this information is not known in advance, as ACs of random weight classes arrive with their

exact TMA entrance times known only minutes before arriving there. Therefore the optimization tool must

be adaptable to a variable approach situation, recomputing landing sequences and approach trajectories

whenever new information is available, as was explained in section 4.4.1.

4.8.1. FREEZE HORIZON APPLICATION

As discussed in section 4.4.1, the freeze horizon concept will be used, in combination with constraint position

shifting (CPS), to confine the problem to a size that can be solved in real-time. Generally it is aimed to keep

the scheduling horizon as small as possible in order to keep computation times down to a minimum. At the

same time it cannot be too small as this could significantly affect the optimality of the scheduling solutions.
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Figure 4.9: ASP Computation Time for various scheduling horizon aircraft pool sizes and maximum position shifts (MPS) on an Intel
Core i5-6300U processor

SCHEDULING HORIZON SIZE

Typically in a freeze horizon concept, the size of both the scheduling horizon and the freeze horizon are

defined by their geometric boundaries. For this research however it was chosen to define the size of the

scheduling horizon by the number of aircraft it entails. The reason for this is that the number of aircraft

within a scheduling horizon with geometric boundaries is highly dependent on the traffic density. Since the

optimization tool must be able to handle any amount of required throughput, it makes much more sense
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to consider a fixed number of aircraft for scheduling at a time. The question that must be answered is what

number of aircraft would provide acceptable computation times without affecting the optimality conditions

of the scheduling solutions. Since the considered aircraft pool size only affects the optimality of the schedul-

ing solutions, isolated tests of module-2 will be run in order to determine an adequate scheduling horizon

size.

The average computation time of a single static approach case for various aircraft pool sizes (i.e. schedul-

ing horizon sizes) combined with various maximum position shifts for CPS is given in figure 4.9. Up to an

aircraft pool size of 8 aircraft the computation times are very manageable, considering the time between sub-

sequent aircraft entries into the TMA are between one and two minutes. However, for aircraft pool sizes of 9

and up the used laptop system ran out of memory. For this reason a maximum aircraft pool size of 8 aircraft

will be considered for the remainder of this report.

It becomes much harder to qualitatively compare the optimality of corresponding scheduling solutions.

To compare minimum-fuel-based scheduling solutions, test cases must be run at a constant and high value

of required throughput, since at lower throughput levels no difference to a FCFS scheduling solution will be

visible. Unfortunately this cannot be tested since the maximum throughput levels that can be reached is very

different when using different scheduling horizon sizes.

Therefore, it was tested what the maximum achievable average throughput level is that can be scheduled

for various scheduling horizon sizes. A throughput level is considered achievable if the optimization tool is

able to schedule at least 200 aircraft without the need for aircraft holding for each of 5 consecutive test runs.

The results, which can be found in figure 5.12 in the results chapter, point out that a scheduling horizon size of

8 aircraft is optimal with a maximum position shift of 3 places. This decision will be explained in section 5.2.3.
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4.8.2. DYNAMIC OPTIMIZATION OBJECTIVES

Lastly, since the optimization tool will work in a dynamic aircraft approach environment, the required through-

put will slightly vary over the time of the test case. Take for example the test performed in figure 5.12 of pre-

vious section. If an average throughput of 48 aircraft per hour is chosen for the 200 aircraft test case, this

means all of the 200 aircraft will enter the TMA within a 200AC · 48AC
60mi n = 160mi n interval. However, since the

actual entry times are generated randomly, as explained in section 4.3, this does not mean that a new aircraft

entry occurs exactly once every 75 seconds. The actual required throughput can vary within this 160 minute

interval.

For this reason, it makes sense to not use the same optimization objective for every optimization run dur-

ing the entire aircraft approach case. Rather, one could try to dynamically tailor the optimization objective

to the current scheduling horizon properties. In short this would mean to optimize the landing schedule for

minimum fuel whenever the capacity allows for it, but switching to a maximum throughput scheduling ob-

jective as soon as, for example, delay starts to build up. Using a dynamic scheduling objective strategy like

this will allow for fuel minimal scheduling of a large dynamic approach problem while still providing an op-

tion to overcome sudden traffic peaks that require a different scheduling objective.

The exact condition that determines when to switch from fuel-minimal aircraft scheduling to a more

throughput-favouring scheduling objective must yet be determined. Two potential dynamic objective strat-

egy options are listed below.

1. Based on scheduling horizon delay. As can be seen from the computed fuel curves in figure 5.5, there

is very little room for delay to build up until the latest achievable TOA is exceeded. For this reason

it makes sense to switch from fuel-minimal scheduling to time-minimal scheduling as soon as any

delay is predicted in the scheduling horizon in order to quickly achieve more scheduling headroom and

remove this delay. As soon as no more delay is predicted for the aircraft within the scheduling horizon,

the minimum fuel scheduling objective can be applied again in the next optimization iteration.

2. Based on required throughput. Another strategy option could be to base the scheduling objective on

the currently required throughput. Knowing the amount of aircraft in the scheduling horizon and their

entry times, one could predict whether a fuel-minimal scheduling objective can achieve this required

throughput. The actual objective switching threshold must be determined but will probably be based

on the theoretical throughput limit for fuel-minimal scheduling.

Results with regards to which of these strategies works best can be found in section 5.2.6.
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RESULTS

In this chapter all relevant results of the designed optimization tool for arrival sequencing and trajectory

optimization are presented. Firstly, sections 5.1, 5.2 and 5.3 will analyse and explain the results of the tool’s

individual modules respectively, to verify their proper working. Section 5.4 will then present the overall results

when running the entire optimization tool to simultaneously solve the aircraft scheduling problem (ASP) and

the aircraft trajectory optimization problem (ATOP) in a dynamic environment.

5.1. INDEPENDENT AIRCRAFT TRAJECTORY OPTIMIZATION
As discussed in section 4.5, Module-1 is supposed to generate a so called fuel curve for each individual aircraft

type, that shows the exact fuel consumption at every achievable target time of arrival. This is done by com-

puting a fuel-optimal approach trajectory between the earliest- and latest achievable time of arrival in steps

of one second. This section will present the resulting fuel curves and analyse the corresponding fuel-optimal

trajectories to ensure the proper working of Module-1.

5.1.1. EFFECT OF APPLIED PATH-CONSTRAINTS

Before analysing the fuel curves that resulted from Module-1 of the optimization tool, the proper working

of the trajectory optimization must be verified. Therefore it must be checked whether the computed fuel-

optimal trajectory solution meets the state limits and control limits defined in section 4.5.3 and whether the

applied path-constraints on the airspeed, the acceleration and the vertical velocity actually yield a contin-

uous descent approach (CDA) trajectory that is realistically flyable. To do so, the vertical approach profile

of the computed fuel-optimal trajectory of the Airbus A380 aircraft model will be analysed, that is plotted in

figure 5.1. The plot shows both, the vertical profile with and without the applied path constraints.

Without the applied path-constraints the resulting trajectory solution meets all state- and control limits of

the defined optimal control problem but is far from realistically flyable and does not represent a continuously

descending approach. The trajectory solution however does verify the correct working of the fuel-optimal

trajectory optimization since the corresponding vertical profile shows the typical properties of a so called

"cyclic-cruise" or "periodic cruise" which. Without constraints on the acceleration and vertical velocity of an

aircraft, periodic cruise is the most fuel efficient way of flying. The reason for this is that thrusting takes place

at a higher speeds since an optimal periodic cruise consists of a minimum rate of descent glide followed by a

full thrust ascent at maximum rate of climb [41].

Applying the path constraints on the aircraft preventing it from both accelerating and climbing removes

this periodic cruise pattern and yields a continuous descent approach profile as required. As expected when

47
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optimizing for minimum fuel, the aircraft stays at the highest altitude for as long as possible before a final

continuous descent is started. The reason why there is a short second level flight is because the aircraft is

required to enter the last part of the approach route (the second phase of the optimal control problem) at a

fixed altitude as was defined in section 4.5.2
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Figure 5.1: Vertical profile of the unconstrained- and constrained fuel-optimal approach trajectory solution of a Airbus A380 aircraft
model

5.1.2. FUEL CURVES

Next, the fuel curves resulting from the independent trajectory optimization of Module-1 will be analysed.

An example fuel curve of the Airbus A380 aircraft model can be found in figure 5.2. This figure shows both,

the raw fuel data obtained from the discrete time steps at which a fuel-optimal trajectory was computed and

the poly-fitted fuel curve corresponding to this data. As explained in section 4.5.6 this polynomial regression

is necessary since the scheduling method used in Module-2 requires continuous fuel curve data.

The Airbus A380 example fuel curve shows 2 distinct areas, a parabolically decreasing part between the

earliest achievable time of arrival af 801 seconds and the fuel-optimal arrival time at 1061 seconds followed

by a steeply increasing almost linear part until the latest achievable time of arrival at 1111 seconds. These

2 areas can be explained by analysing the vertical profiles and their corresponding airspeeds for the com-

puted trajectories of 5 different arrival times along the fuel curve. These vertical profiles and corresponding

airspeeds are plotted in figures 5.3 and 5.4 respectively.

• TTA: 801-1061 seconds: Between the earliest achievable arrival time at 801 seconds and the fuel-
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optimal arrival time at 1061 seconds the vertical approach profile is almost identical and shows the

typical behaviour of a fuel-optimal continuous descent approach. The aircraft stays at maximum alti-

tude for as long as possible before descending down to the FAF. The only difference between the three

trajectories is the airspeed at which the trajectory is performed which explains the slowly decreasing

fuel consumption. The earliest arrival time is achieved by flying the approach trajectory at the max-

imum allowed airspeed. The trajectory corresponding to the 866 seconds arrival time is performed

at a slightly lower airspeed during the first path segment while the airspeeds in the second segment

are equal due to the decreased maximum airspeed in this last segment. Lastly, the fuel-optimal ap-

proach trajectory is performed at the lower and more economic maximum range airspeed. Note that

the airspeed plot shows true airspeed (TAS), hence why the airspeed plot shows a decreasing airspeed

whenever altitude is lost.

• TTA: 1061-1111 seconds: By delaying the arrival time beyond the fuel-optimal arrival time, it is not fuel

efficient to decrease the airspeed even further. As can be seen in from the vertical profile, the arrival

time is further delayed by losing altitude earlier during the approach. As expected the latest possible

arrival time is achieved by descending to the minimum altitude (i.e. FL55 and FL20) as soon as possible

while flying at the lowest possible airspeed. This early loss of altitude causes the steep increase in fuel

consumption between the arrival times of 1061 and 1111 seconds.
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Figure 5.2: Fuel Curve Data of the Airbus A380 aircraft model (5-second intervals for visualization purposes)
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Figure 5.3: Vertical profiles of various approach route travel times (Airbus A380)
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5.1.3. NORMALIZED FUEL CURVES

As discussed in section 4.5.6 it makes sense to add an option to normalize the fuel curves in order to maintain

a sense of fairness between different aircraft weight classes and analyse how this then affects the scheduling

results. The normalized fuel curves for the reference aircraft of each of the 5 weight classes are plotted in

figure 5.5 below.
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Figure 5.5: Normalized fuel curves for 5 different weight class aircraft models

The normalized fuel curves show a very similar behaviour although for the Boeing B763, performing a

trajectory at higher, less economic airspeeds seems to have a more significant impact on the aircraft’s fuel

consumption in comparison with the other aircraft’s fuel curves. The length of the achievable arrival time

interval is almost equal. This was expected since initial- and final airspeed of the approach route are fixed

and the airspeed is limited between the maximum allowed airspeed an the final airspeed which serves also

as the minimum airspeed since no acceleration is allowed by means of the applied path constraints. The

fuel-optimal travel time of the approach route is also very similar between all aircraft models because the

minimum-fuel airspeed lies beneath the final approach airspeed. Since the model is not allowed to accelerate

this causes the fuel-optimal approach trajectories of all aircraft models to have an almost identical vertical

approach profile and airspeed profile. Lastly, the Fokker F100 aircraft model is not able to achieve an earliest

time of arrival around the 800 second mark. Most likely the reason for this is that the aircraft is not able to

reach the maximum allowed airspeed of 250KIAS while being in approach configuration with flaps extended.

This would also explain the steep kink in the beginning of the F100 fuel curve, as the model is forced to enter

at an airspeed of 250KIAS.
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5.2. AIRCRAFT SEQUENCING

5.2.1. THE STATIC ASP - VERIFICATION OF SCHEDULING SOLUTIONS

Firstly, in order to verify whether the designed optimization algorithm in Module-2 to solve the ASP is working

correctly, the scheduling solution of a static 8-aircraft approach case will be analysed and compared for the

minimum-fuel, minimum-delay and minimum-time objectives. The approach case properties are given in

table 5.1 below. The corresponding results can be found in figures 5.6 to 5.9 and table 5.2. These figures show

the fuel curves of each individual aircraft in the scheduling horizon with their respective target time of arrival

(TTA) that was computed to be optimal. Remember that, as discussed in section 4.6.3, the minimum-fuel

objective is the only optimization objective that yields a unique optimal scheduling solution. The reason

for this is that for both, the minimum-time and minimum-delay objectives, there often are more than one

possible solution resulting in the same minimum latest time of arrival or minimum average delay. If for

example multiple solutions exist with the same latest time of arrival, all of these solutions (i.e. sequences)

will be post-optimized for minimum-fuel, while keeping the latest time of arrival fixed.

Aircraft Entry 1 2 3 4 5 6 7 8

Freeze Horizon entry-time [sec] 41.19 80.99 122.20 165.40 205.49 249.66 290.14 335.65

Aircraft Weight Class C D B D C A A D

Earliest Time of Arrival [sec] 840.16 880.12 922.57 964.53 1004.45 1050.78 1092.25 1134.78

Latest Time of Arrival [sec] 1160.16 1200.12 1232.57 1284.53 1324.45 1360.78 1401.25 1454.78

Table 5.1: Static 8-aircraft approach case properties

Optimization Objective Minimum-Fuel Minimum-Delay Minimum-Time Minimum-Time
(minimum-fuel post-optimization) n.a. enabled disabled enabled

Last aircraft arrival time [sec] 1455 1346 1300 1300

Total Fuel Consumption [kg] 25006 25736 27428 27091

Average Delay [sec] 8.125 0 0 0

Found optimal sequence [place in queue] 1 2 4 3 5 6 7 8 1 3 2 4 6 7 8 5 1 2 3 5 4 7 8 6 1 2 4 3 5 7 8 6

Table 5.2: Static 8-aircraft approach case results

• Minimum-Fuel.Starting off with the minimum fuel solution given in figure 5.6, as expected the aircraft

of the highest weight classes are given priority and thus scheduled as close as possible to their minimum

fuel consumption arrival times. For this reason the last entering aircraft (AC-entry 8), which is of the

lowest weight class, was scheduled at its latest possible arrival time at 1455 seconds in order to make as

much room as possible for the higher weight class aircraft. The downside of this is that aircraft 8 must

therefore be delayed by 65 seconds.

• Minimum-Delay. The minimum average delay solution of the same approach case, given in figure

5.7, is not much different to the minimum fuel solution, except for the fact that the delay of aircraft 8

is removed. To do so aircraft 8 is scheduled to land fifth in the queue right before the higher weight

class aircraft 5, 6 and 7, which were delayed as much as possible. Delaying them further would cause

aircraft 8 to be delayed. The removal of the 65 second delay of aircraft 8 resulted in a 2.92% increase in

overall fuel consumption but decreased the time to land all 8 aircraft by 109 seconds, with respect to

the minimum-fuel scheduling solution.



5.2. AIRCRAFT SEQUENCING 53

• Minimum-Time without fuel post-optimization. The minimum-time scheduling solution is radically

different with respect to the previously discussed solutions. For solely the minimum-time objective all

that matters is that the last aircraft arrival is scheduled as early as possible. As explained earlier, it is

possible that multiple solutions exist that yield the same minimal latest arrival time. Figure 5.8 shows

one of these solutions. The scheduling solution managed to land all 8 aircraft 155 seconds sooner than

the minimum fuel solution but at the cost of a 9.69% increase in overall fuel consumption. No delay is

caused.

• Minimum-Time with fuel post-optimization. Lastly, if all minimum-time solutions are post optimized

for minimum-fuel a unique scheduling solution is found where the last arriving aircraft still arrives

at 1300 seconds but the corresponding overall fuel consumption is minimized. This minimum-time

scheduling solution that was post-optimized for minimum fuel consumption can be found in figure

5.9. The increase of overall fuel consumption with respect to the minimum-fuel schedule is 8.34%.
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Figure 5.6: Minimum-fuel scheduling solution for a single (thus static) optimization run.
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Figure 5.7: Minimum-delay scheduling solution for a single (thus static) optimization run. (Min-fuel post optimization enabled)
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Figure 5.8: Minimum-time scheduling solution for a single (thus static) optimization run. (Min-fuel post optimization disabled)
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Figure 5.9: Minimum-time scheduling solution for a single (thus static) optimization run. (Min-fuel post optimization enabled)
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5.2.2. THE STATIC ASP - NORMALISED FUEL CURVE BASED SCHEDULING

As discussed in section 5.1.3 there is an option to base the scheduling solutions on the normalised fuel

curves. Although leading to less fuel-optimal scheduling solutions this would maintain a sense of fairness

between different aircraft weight classes. This section briefly discusses how the fuel-minimal scheduling re-

sults change when computed based on normalised fuel curves. Figure 5.10 shows the minimum-fuel solution

of the same static approach case that was tested in previous section in figures 5.6-5.9.
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Figure 5.10: Minimum-fuel scheduling solution based on normalized fuel curves. (latest arrival: 1455s; total fuel consumption:
25006kg )

Comparing the scheduling solution based on the actual fuel curves in figure 5.6 to the solution based on

the normalised fuel curves 5.10, no change is found, neither in the arrival sequence nor in the exact landing

times within this sequence. However, one specific 8-aircraft approach case is insufficient to draw a decisive

conclusion from. For this reason 100 unique static 8-aircraft approach cases were tested to compare the re-

sults using actual fuel curves and normalized fuel curves, that can be found in table 5.3.

Used Fuel Curves Average Fuel Consumption Average Delay Total Time
[kg] [sec] [min]

Actual Fuel Curves 2295.90 (100%) 8.3716 (100%) 842.505 (100%)

Normalized Fuel Curves 2310.67 (100.64%) 8.7588 (104.63%) 841.026 (99.82%)

Table 5.3: Minimum fuel scheduling performance based on actual- and normalized fuel curves for 100 static 8-aircraft approach cases
and an average required runway throughput of 48 AC/hr
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As expected, the total fuel consumption increases when using the normalized curves with respect to the

actual fuel curve based scheduling. Surprisingly, this increase in fuel consumption is only 0.64%. The average

delay increased by almost 5%. Although no conclusions can be drawn from this since only static cases were

tested, it could be interesting to see how this affects the scheduling performance of dynamic test cases due

to the propagation of delay. Time-wise no significant difference can be observed between using normalized-

and actual fuel curves.

However, most interesting of applying normalized fuel curves when scheduling for minimum fuel is to see

how this affects the fuel consumption amongst the individual weight classes by moving the scheduling prior-

ity away from the heavier aircraft and basically treating all aircraft types equally. This change in priority can

be observed in figure 5.11 below, where for all 5 weight classes the increase in fuel consumption with respect

to the aircraft’s fuel-optimal landing time is plotted. Using the actual fuel curves for scheduling one can see

that the fuel consumption of lighter aircraft increases significantly more than for heavy aircraft. Normalizing

the fuel curves leads to a more equal increase in fuel consumption amongst all weight classes.
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Figure 5.11: Fuel consumption increase with respect to minimum fuel landing times - Normalized Fuel Curves and Actual Fuel Curves

5.2.3. THE DYNAMIC ASP - SCHEDULING HORIZON SIZE

Now that the proper working of the scheduling algorithm in Module-2 has been verified by analysing the

results of static approach cases, dynamic test cases can be tested in order to make a decision on both, the

scheduling horizon size and the maximum position shift (MPS) that will be used to compute optimal arrival

schedules in Module-2. As explained in section 4.8.1, the scheduling horizon size is limited to a maximum of

8 aircraft since a larger scheduling horizon would exceed the available system memory. The minimum tested

scheduling horizon size of 4 aircraft is because this is the minimum size required to allow for a MPS of 3 places.
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As explained in section 4.8.1 the optimization performance of different scheduling horizon sizes can best

be compared by finding the maximum achievable average required runway throughput. As mentioned ear-

lier, the arrival schedule must be achievable without the need for aircraft holding. Since computation times

are found to be very acceptable, even for a scheduling horizon size of 8 or 9 aircraft, the scheduling per-

formance with respect to the achieved throughput is decisive in choosing a scheduling horizon size for the

ASP-solver (i.e. Module-2). This was tested by running Module-2 in a dynamic environment with approach

cases of 200 aircraft, while incrementally increasing the average required throughput by 0.6AC /hr whenever

5 consecutive test runs were completed successfully.

The results in figure 5.12 show that the highest average required throughput of 48AC /hr was achieved

using an 8-aircraft scheduling horizon with a MPS of three positions. For this reason it was decided to use an

8-aircraft scheduling horizon with a 3-position MPS for the schedule optimization in Module-2.
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Figure 5.12: Maximum achieved average throughput level by the ASP-solver for various aircraft pool sizes and maximum position shifts
(MPS) for 5 different weight classes using the same runway

The results in figure 5.12 also clearly show the potential increase in effective runway capacity that can be

gained by optimal arrival scheduling with respect to the currently used FCFS scheduling strategy. It was found

that the maximum achievable average throughput of the traditional FCFS scheduling strategy (i.e. MPS=0: no

position shifting is allowed) is around 42AC /hr . Naturally, the scheduling horizon size does not affect this

value since no position shifting is allowed. This means that ultimately, by using this arrival scheduling tool a

14.3% higher runway throughput can be achieved than when using the FCFS strategy.
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However, it has to be noted that this is only an estimation since the maximum achieved throughput is very

case specific when aircraft holding is not allowed. Actual throughput levels vary within a case since aircraft

do not enter the TMA in fixed time intervals and much higher throughput levels can be achieved temporarily.

Just as an example, the static approach case that was tested in section 5.2.1 managed to land 8 aircraft within

the time interval of 41−336 seconds, which comes down to a required throughput of 1.63 aircraft per second.

This also clearly points out the difference between static and dynamic approach cases and shows the impor-

tance of considering the effect of delay propagation.

This section will examine the scheduling performance of the different scheduling objectives in a dynamic

optimization environment. The performance of the scheduling objectives can best be compared at the high-

est throughput level that is commonly achievable by all objectives since optimal scheduling is more effective

at higher traffic density levels. For this reason it is important to first find out what the theoretical limit of the

achieved runway throughput is for each of the scheduling objectives. Finally, it will be examined whether

it is possible to increase the scheduling performance by applying dynamic scheduling objectives aiming to

choose the right optimization objective before each iteration based on current throughput requirements.

5.2.4. THE DYNAMIC ASP - THEORETICAL THROUGHPUT LIMITS

The theoretical required throughput limit for each of the scheduling objectives in a dynamic optimization en-

vironment is plotted in figure 5.13. As was established in previous section, section 5.2.3, a scheduling horizon

size of 8 aircraft was applied with a maximum allowed position shift of 3 places in the landing queue. Again,

a throughput level is considered achievable if the optimization tool is able to schedule at least 200 aircraft

without the need for aircraft holding for each of 5 consecutive test runs, after which the average required

throughput is increased by 0.6AC /hr . The achieved throughput of the 3 scheduling objectives is also com-

pared to the First-Come First- Served (FCFS) scheduling strategy which was modelled as a minimum-fuel

objective with a maximum position shift of MPS = 0.
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Figure 5.13: Theoretical Limits: Maximum achieved average throughput of each scheduling objective using actual- and normalized fuel
curves. (SH-size: 8 aircraft, MPS: 3).
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The results in figure 5.13 show that optimizing for minimum fuel achieved the lowest required throughput

level of 42AC /hr which is actually the same as the throughput level achieved by the FCFS scheduling strategy.

This lies within the expected, since the minimum-fuel objective does not consider throughput at all and is

solely focused on finding the most fuel-optimal landing schedule. For the minimum fuel objective, using

normalized fuel curves has no effect on the achieved throughput level. As expected and tested before in

figure 5.12, the minimum time objective achieved the highest required throughput of 48AC /hr . Again, using

normalized fuel curves does not affect the achieved throughput. The minimum delay objective performs

more average with an achieved throughput level of 46.2AC /hr . Interestingly, using normalized fuel curves

increases the achieved throughput to 46.8AC /hr . However, this performance increase is likely a coincidence

and caused by an unfortunate combination of aircraft entries that could not be solved due to earlier made

scheduling choices. Apart from this it would have been much more likely to see different results between

the actual- and normalized fuel curves of the minimum fuel and minimum time scheduling objectives, since

these objectives do actually prioritize between aircraft weight classes whereas the minimum delay objective

does not. For these reasons it can be concluded that using normalized fuel curves will not significantly affect

the maximum achievable throughput level of the scheduling objectives.

5.2.5. THE DYNAMIC ASP - SCHEDULING PERFORMANCE

Now that the theoretical throughput limits are known for each scheduling objective, the scheduling perfor-

mance of these objectives can be compared at the highest commonly achievable required throughput, which

is 42AC /hr . The results of this comparison are given in table 5.4. Same as for the static case, the total fuel

consumption and the average delay is compared. However, since this test case is a dynamic case it makes no

sense to compare the last arrival times because new aircraft are continuously arriving. For a dynamic case it

is only of importance whether the required throughput was achieved without accumulating and propagating

delay. Further, the number of position changes in the landing sequence is compared between the scheduling

objectives. This number represents the amount of times an aircraft was scheduled to land in a different or-

der as it entered the freeze horizon. Since positions changes require two or more aircraft to pass each other

during their final descent, the number of position changes is the most important indicator for the amount

of conflicts that are to be expected. Since resolving trajectory conflicts increases the fuel consumption, this

must be taken into account when choosing a scheduling objective once conflicts will be accounted for as well

during the combined optimization of the ASP and the ATOP in section 5.4.

Scheduling Objective (Applied fuel curves) Total Fuel Consumption Average Delay Number of Sequence Position Changes
[kg] [s] [-]

FCFS n.a. 3.007e+07 (100%) 0.040 0

Minimum Fuel Actual fuel curves 2.670e+07 (88.8%) 6.369 87

Normalized fuel curves 3.010e+07 (100.1%) 1.288 184

Minimum Delay Actual fuel curves 2.742e+07 (91.2%) 0.249 243

Normalized fuel curves 3.109e+07 (103.4%) 0.000 162

Minimum Time Actual fuel curves 2.953e+07 (98.2%) 0.864 311

Normalized fuel curves 3.175e+07 (105.6%) 0.257 131

Table 5.4: Scheduling performance using various optimization objectives (five 200-aircraft dynamic approach cases were tested with an
average required throughput of 42AC /hr )

The results in terms of fuel consumption are within the expected. Interesting is that the FCFS schedule

consumes even more fuel than the minimum time scheduling objective. However, since the FCFS schedule

does not perform any sequencing changes, the expected lower number of conflicts will compensate for this

to some extend.

The average delay is negligible for the minimum time and minimum delay objectives. Only when scheduling

for minimum fuel using the actual fuel curves the average delay is a little higher which is due to the fact the

heavier aircraft are forced to land exactly at their fuel-optimal landing time and therefore lighter aircraft have

to be moved to allow for this and are likely to be delayed in the process.

Lastly, there is an interesting difference in the behaviour the required number of position changes between
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the 3 scheduling objectives. While applying normalized fuel curves during fuel-minimal scheduling dou-

bles the number of position changes, applying normalized fuel curves for post-optimization of the delay and

time objectives tends to decrease the required position changes. The reason for this is that applying nor-

malized fuel curves only removes the fuel-based priority that is given to the heavier weight class aircraft.

When scheduling for minimum fuel, this results in more scheduling options since the optimal schedule is

no longer dictated by the largest aircraft. However, the minimum time and minimum delay scheduling ob-

jectives prioritize between weight classes based on their required time-based wake separation. Therefore,

applying normalized fuel curves does only affect the scheduling solution when post-optimizing for mini-

mum fuel. The reason why the required position changes are actually lower when applying normalized fuel

curves for the minimum time and minimum delay objectives is because these time-based objectives tend to

prioritize lighter aircraft before heavier aircraft to reduce wake separation times. Since this priority is exactly

the opposite of the fuel-based scheduling priorities, removing the fuel-based priorities by applying normal-

ized fuel curves prevents excessive position changes trying to meet both priorities.
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5.2.6. THE DYNAMIC ASP - DYNAMIC SCHEDULING OBJECTIVES SWITCHING

As explained in section 4.8.2, it makes sense to not use the same optimization objective for each optimiza-

tion iteration during the entire aircraft approach case. By choosing the minimum fuel scheduling objective

whenever the available capacity allows for it and switching to the minimum time objective whenever this is

necessary to cope with the required throughput level, one could schedule for minimum fuel but still provide

an option to overcome temporary traffic peaks.

As mentioned before in section 4.8.2, this section will test two different strategies that define the condi-

tions that must met deciding whether to apply the fuel-minimal or the time-minimal scheduling objective.

Both dynamic scheduling strategies will be tested for average required throughput levels above the theoretical

throughput limit of the minimum fuel scheduling objective and up to the theoretical limit of the minimal time

scheduling objective. Therefore the tested average throughput will range from 42.6AC /hr to 48AC /hr , as

was determined in section 5.2.4 using the same dynamic 200-aircraft dynamic approach cases for the tested

throughput levels as those that were used to determine the theoretical throughput limits.
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Figure 5.14: Example of currently required throughput for each scheduling iteration over a 200-aircraft scheduling test case (Based on
uniformly distributed entrance times, as described in section 4.3)

• Strategy 1 - Based on currently incoming throughput. The first strategy chooses between fuel-optimal

scheduling and time-minimal scheduling based on the throughput that is required by all aircraft that

currently are within the scheduling horizon. An example of this required throughput over an entire

200-aircraft scheduling test case is shown in figure 5.14. Since the theoretical throughput limit of the

minimum fuel objective (limit = 42AC /hr ) has been determined in section 5.2.4, one might be able to

predict whether this objective will be able to cope with the required throughput. In order to do so a

throughput threshold level (TTL) must be determined at which the scheduling objective is switched to
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time-minimal scheduling as soon as the required throughput exceeds this TTL. Since it is very likely

that, in order to prevent the build-up of delay, time-minimal scheduling must be applied even before

the fuel-minimal limit threshold of 42AC /hr is reached, TTLs ranging from 36−42AC /hr will be tested.

• Strategy 2 - Based on expected delay. The second strategy is delay based. Theoretically, as long as delay

does not propagate on to the next incoming aircraft (an aircraft that has not yet entered the schedul-

ing horizon), which would lead to reduced optimization potential for the next scheduling iteration,

it is perfectly fine to schedule for minimum fuel, even during temporary traffic peaks. Therefore this

strategy will apply time-minimal scheduling whenever delay propagation is detected. This is done by

scheduling for minimum fuel first and then re-scheduling for minimum time only when the last aircraft

entering the freeze horizon is scheduled to be delayed.

The scheduling performance in terms of fuel consumption of these two dynamic scheduling strategies

are plotted in figure 5.15 and are compared to the scheduling results when solely running the time-minimal

scheduling objective over the entire approach case. Note that the legend of this figure also displays whether

the applied scheduling strategy managed to schedule all aircraft without the need for aircraft holding.
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Figure 5.15: Fuel-performance comparison of 2 dynamic scheduling strategies for increasing average required throughput. (5
200-aircraft dynamic approach cases tested per throughput level)

Before comparing the dynamic objective strategies to each other it must be noted that although the av-

erage fuel consumption increases with the average required throughput, it does not do so consistently. The

minimum time solution, for example, shows a significantly higher average fuel consumption at 44.4AC /hr
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than at 45.0AC /hr . The reason for this is that this fuel-performance is very case specific. Referring back to

figure 5.14, it can be noticed that the current required throughput differs a lot over the time of the test case.

Since most fuel is "lost" during the high traffic peaks within a test case, test cases with more extreme peaks

tend to cost more fuel than test cases with more constant required throughput, even if the average required

throughput is lower. With that said, it can be expected that the average fuel consumption will increase more

consistently with the required throughput if many more test cases would have been evaluated per throughput

level.

Starting off with the delay-based strategy 2, it is clear that this dynamic objective scheduling strategy did

not work as intended. As can be seen in the legend of figure 5.15, 17 out of the 50 200-aircraft approach cases

had to be aborted because the scheduling strategy could not find a feasible landing time solution for an air-

craft, which would require the aircraft to be put in holding. The reason why this strategy was unable to solve

some of the approach problems is because delay propagated already earlier within the scheduling horizon

and fixed in the previous scheduling iterations. Often, the minimum time objective will not be able to re-

move the delay within one scheduling iteration. Unfortunately, early in the scheduling horizon it is very hard

to distinguish between delay caused by delay propagation and delay caused by objective based scheduling

decisions. Therefore it can be concluded that a delay-based dynamic scheduling strategy is consistent and a

more predictive strategy is required.

Strategy 1, the dynamic scheduling strategy that bases its scheduling objective decisions on the currently

required throughput is a much more predictive strategy, especially for lower throughput threshold levels

(TTLs). As can be seen in figure 5.15, choosing T T L = 36AC /hr results in a dynamic scheduling strategy

that manages to consistently schedule all of the 50 approach cases. Although much more consistent than the

delay-based strategy, increasing the TTL above 36AC /hr again leads to infeasible scheduling solutions. In-

teresting to see is how the fuel benefit of dynamic scheduling objectives decreases for increasing required

throughput. The higher the average throughput, the less often the currently required throughput in the

scheduling horizon will drop below the defined TTL, which means that at some point only the minimum

time objective will be applied. For T T L = 36AC /hr one can clearly see how the fuel consumption of the dy-

namic objective equals the fuel consumption of the fixed minimum time objective from average throughputs

of 45.6AC /hr and upwards.

To conclude, by switching from fuel-optimal scheduling to the minimum time scheduling objective when-

ever the incoming throughput exceeds a threshold of 36AC /hr a slight decrease in fuel consumption was

achieved with respect to scheduling for minimum time only. More significant fuel benefits seem to be possi-

ble, however a more sophisticated strategy is required to avoid infeasible scheduling solutions more consis-

tently.
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5.3. CONFLICT RESOLUTION
Now that Module-1 and Module-2 have been tested and optimal tool settings, in terms of scheduling hori-

zon size, maximum position shift and throughput threshold level, have been established, Module-3 will be

tested. This section will investigate how conflicts are resolved, how often conflicts actually occur and how

much the resolution of conflicting trajectories affects the fuel consumption. The results obtained in the sec-

tion are based on dynamic objective scheduling with the TTL set to 36AC /hr as explained in previous section.

5.3.1. CONFLICT RESOLUTION

This section presents a typical approach trajectory conflict between two aircraft and shows how module-3 re-

solves this conflict. Since conflicts are caused by position changes within the landing sequence and approach

trajectories are computed and fixed in order of this landing sequence, almost all conflicts that occur are be-

tween an already fixed approach trajectory and an aircraft that is scheduled to land later but will enter the

freeze horizon at an earlier point in time. This means that the the approach trajectory that is still open must

find a way to let the aircraft with the fixed trajectory pass in order for it to land at an earlier time. Therefore

the open trajectory aircraft will have to descend to a lower altitude earlier than it would do following its fuel-

optimal trajectory. This way the trajectory will provide sufficient vertical separation for the fixed trajectory

aircraft to pass during the time interval in which the horizontal separation is violated due to overtaking.

Figure 5.16 shows this typical trajectory conflict by plotting the track distance and altitude at each point in

time respectively. As can be noticed in figure 5.16(a), the horizontal separation is violated between 7368-7860

seconds due to the overtake. At the same time, figure 5.16(b) shows that during this entire interval vertical

separation is violated as well and thus a trajectory conflict exists. Since the overtake manoeuvre and the con-

sequential horizontal separation violation is mandatory in order to meet the computed landing schedule, the

vertical separation violation must somehow be resolved.

Figure 5.17 shows how this vertical separation is maintained to resolve the trajectory conflict. As expected,

the descend occurs directly after entry into the freeze horizon. Interesting is that the computed fuel-optimal

conflict-free trajectory loses more altitude than necessary to maintain vertical separation. The reason for this

is that due to the loss of altitude the interval in which the horizontal separation is violated also moves for-

ward in time by a few seconds. This was necessary to allow for the vertical separation violation that has to

take place in the last part of the descent.

To allow for an easier visualization of the found trajectories, a 2-dimensional plot over time of the conflict-

neglected trajectory and the conflict-free trajectory is shown in figures 5.18 and 5.19 respectively.
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Figure 5.16: Typical conflict between fixed trajectory (red) and planned fuel-optimal approach trajectory (blue)
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Figure 5.17: Conflict Resolution by early loss of altitude
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Figure 5.18: 2-dimensional fuel-optimal conflicted trajectory over time
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Figure 5.19: 2-dimensional fuel-optimized conflict-free trajectory over time
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5.3.2. EFFECT OF CONFLICTS ON FUEL CONSUMPTION

Figure 5.20 shows how many of the scheduled aircraft have conflicting approach trajectories that have to

be resolved for various levels of required average throughput. Together with the average fuel cost of resolv-

ing a conflict, this information gives an estimation of how much the caused conflicts will affect the fuel-

performance of the scheduling solutions. This is tested to make sure that the fuel consumption benefit ob-

tained by optimal arrival scheduling is not negated by the caused conflicts.
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Figure 5.20: Percentage of conflicting approach trajectories, for various required average throughput levels (SH-size: 8ACs, MPS: 3, TTL:
36AC /hr )

Figure 5.20 shows that the average amount of trajectories that need to be altered to resolve conflicts in-

creases with the level of required throughput and ranges between 8% and 26%. Interestingly, FCFS-scheduling

does never cause any conflicts, which means that conflicts are solely caused as a result to arrival sequencing.

Figure 5.21 shows the average percentage of extra fuel consumption that is necessary to resolve a trajectory

conflict. The average of 200 randomly encountered trajectory conflicts for each weight class was taken. The

extra fuel consumption ranges from 3.2% to 5.4% depending on the aircraft weight class. As expected, the

lower weight aircraft are more efficient at manoeuvring around a conflict than the higher weight classes.

Considering these results, when scheduling with dynamic scheduling objectives an average fuel con-

sumption increase between 1-2% is expected after resolving conflicts. Therefore, referring back to earlier

scheduling results in table 5.4, it can be expected that at a required throughput of 42AC /hr the fuel consump-

tion of FCFS-scheduling will match the fuel consumption when scheduling using dynamic objectives. How-

ever, for lower levels of required throughput, dynamic objective scheduling will apply fuel-minimal schedul-

ing more often which will not only result in more fuel-optimal scheduling results but will also cause less

conflicts and thus lower the conflict-induced fuel consumption increase. A required throughput higher than

42AC /hr cannot be achieved by FCFS-scheduling as explained earlier.
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Figure 5.21: Average percentage of added fuel consumption due to conflict resolution for each weight class (SH-size: 8ACs, MPS: 3, TTL:
36AC /hr )
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5.3.3. UNSOLVABLE CONFLICTS

Unfortunately, not all of the encountered trajectory conflicts could be resolved to fully meet the required

minimum radar separation. In a few cases, the combination of close TMA entry times and similar weight

classes of the corresponding incoming aircraft leads to landing times that are scheduled so closely together

that the trajectory optimization module simply cannot find a conflict-free trajectory solution that still meets

the scheduled landing times. Figure 5.22 shows the percentage of conflicts that could not be resolved for

different levels of required throughput. As expected, the higher the required throughput, the more often the

scenario explained above appears, leading to an unsolvable trajectory conflict. Unfortunately, this increas-

ing behaviour of unresolvable conflicts in figure 5.22 is very inconsistent with respect to the corresponding

required throughput. The reason for this is the limited amount of unresolvable conflict data from the per-

formed approach test cases. Much longer approach cases must be computed in order to yield results that are

statistically significant.
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Figure 5.22: Percentage of Conflicts that could not be resolved, for various throughput levels

Figure 5.23 shows an example of a conflict that could not be solved. Again an approach trajectory must

be found such that a following aircraft can overtake while respecting both, the separation distances and the

scheduled times of arrival. As figure 5.23(a) shows, the fuel-optimal approach trajectory violates the horizon-

tal separation to the fixed aircraft trajectory over almost the entire freeze horizon time span, since both the

entry time and the arrival time are extremely close to each other.

The reason why this conflict cannot be solved lies mainly in the applied path constraints to ensure contin-

uous descent approaches, explained in section 4.5.3. These constraints do not allow an aircraft to accelerate

or climb. However, by acceleration the aircraft could generate enough of a time difference to lose altitude

before the fixed aircraft trajectory enters the freeze horizon. Climbing would be another option to resolve

the conflict by letting the other aircraft pass below instead of above. This latter option would prevent both

aircraft to cross the same altitude at given point in time and would thus solve the horizontal separation vio-

lation problem. Figure 5.24 simulates this solution by allowing the aircraft to enter at a higher flight level to

prevent crossing altitudes. As can be noticed, a continuous descent approach profile is found that maintains

separation and meets the scheduled arrival time.
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Although all unsolved conflicts could be resolved this way, it is far from optimal since this would mean

that aircraft would occasionally have to climb within the scheduling horizon, which would impair continuous

descent operations. For future research two far more fuel-optimal solutions come to mind. Firstly, conflict

resolution should be done cooperatively. This would mean that before fixing the other aircraft’s trajectory it

could slow down just enough to provide space for the foregoing aircraft to lose altitude. Secondly, the freeze

horizon should be enlarged which requires earlier arrival scheduling. This way aircraft would have more

space and thus time to lose or gain distance and thus have more options the solve an occurred trajectory

conflict.

Again, to allow for an easier visualization of the found trajectories, a 2-dimensional plot over time of the

conflict-neglected trajectory and the conflict-free trajectory is shown in figures 5.25 and 5.26 respectively.
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Figure 5.23: Unsolvable conflict between fixed trajectory (red) and planned fuel-optimal approach trajectory (blue)
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Figure 5.24: Conflict Resolution by allowing freeze horizon entry at a higher flight level (+1000ft)
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Figure 5.25: 2-dimensional fuel-optimal conflicted trajectory over time
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Figure 5.26: 2-dimensional fuel-optimized conflict-free trajectory over time
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5.4. SIMULTANEOUS OPTIMIZATION OF ASP & ATOP
Finally, after verifying the correct working of the 3 individual models and finding optimal scheduling settings

in terms of scheduling horizon size, maximum allowed position shift and throughput threshold level, it is

time to run the developed optimization tool in its entirety. This section will present the results achieved by

the simultaneous optimization of the arrival schedule and the corresponding approach trajectories, in terms

of consumed fuel for a range of average required throughput levels. By comparing the results of the applied

dynamic objective scheduling strategy to the results of fuel-minimal and time-minimal scheduling, the main

research question can be answered as to whether a balance between time-optimality and fuel-optimality has

been found for any given required runway throughput.

The following final optimization tool settings were established in previous sections:

• Scheduling Horizon Size:
A fixed number of 8 aircraft are considered for scheduling for each optimization iteration.

• Maximum Position Shift (MPS):
Arrival aircraft must land within a maximum of 3 positions of their respective place in the TMA entry

sequence (i.e. the FCFS-sequence).

• Throughput Threshold Level (TTL):
A TTL of 36AC /hr was found to achieve the most fuel-optimal scheduling results, while still allowing

maximum throughput levels to be achieved.

– Current required throughput <= 36 AC/hr: Fuel-minimal scheduling based on actual fuel curves

is applied.

– Current required throughput > 36 AC/hr: Time-minimal scheduling based on actual fuel curves

is applied.
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Figure 5.27: Effect of conflicts on average fuel consumption (SH-size: 8ACs, MPS: 3)
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Before analysing and comparing the achieved results, it makes sense to shortly refer back to section 5.3.2

and find out how much the average fuel consumption is actually affected by resolving the caused trajectory

conflicts. Figure 5.27 shows the difference in average fuel consumption between neglecting conflicts and re-

solving caused conflicts. As expected, resolving the conflicts between the scheduled approach trajectories

increases the average fuel consumption around 1.2%. Although one would expect the fuel cost of resolving

conflicts to rise with increasing throughput levels, no significant fuel cost increase can be noticed.
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Figure 5.28: Fuel-optimality of the developed optimization tool for various levels of required throughput (SH-size: 8ACs, MPS: 3)

Figure 5.28 shows the average fuel consumption results that were achieved by the developed optimization

tool, for a range of average required throughput levels. The plot also shows the solutions that would result

from scheduling solely for minimum fuel or minimum time and the solution that would be achieved if no

position changes within the landing sequence were allowed (i.e. the FCFS-sequence).

As was aimed for, the fuel consumption resulting from dynamic objective scheduling is close to the mini-

mum fuel solution at lower throughput levels and slowly increases towards the minimum time solution with

increasing throughput levels. At around 45.5AC /hr the fuel consumption resulting from dynamic objective

scheduling meets the minimum time solution since from here on it is necessary to solely optimize for mini-

mum time to cope with the high required throughput.

Apart from this, comparing the dynamic objective scheduling solution to the solution obtained by the

FCFS-sequence scheduling, a fuel consumption benefit of 4.8% is achieved at 30AC /hr which is slowly de-

creasing to about 2.2% at 42AC /hr . Higher average throughput levels of up to 48AC /hr can only be achieved

by dynamic objective scheduling.
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To conclude, the developed optimization tool has successfully found a balance between fuel-optimal

arrival scheduling at lower traffic levels and time-optimal scheduling whenever traffic levels increase. An

average fuel consumption benefit of 2.2-4.8% was achieved with respect to the currently prevailing FCFS-

sequence scheduling for throughput levels. Also, a 14% higher average throughput was achieved than the

FCFS-scheduling was able to cope with. Finally, it has to be mentioned that potentially more fuel-optimal

scheduling solutions can be found using a more sophisticated strategy for scheduling using dynamic objec-

tives. Especially for throughput levels between 36AC /hr and 42AC /hr , the dynamic objective scheduling

solution performs significantly worse than the solution that is obtained by scheduling solely for minimum

fuel, which indicates that potentially more fuel benefits can be gained.



6
CONCLUSION

The combination of rapidly growing air traffic, limited airport runway capacity and the always present drive

for more fuel-economic air transport raised the interest in the topic of Arrival Scheduling and Trajectory Op-

timization. Continuous Descent Approaches are known to significantly lower fuel consumption and noise

during the descent phase but are currently only be performed during low traffic night time hours due to lack-

ing trajectory predictability leading to larger required separation distances. Assuming Trajectory Based Op-

erations, more time-efficient arrival sequencing and scheduling within the TMA could significantly increase

the effective runway capacity, compared to the currently prevailing first-come first-served (FCFS) scheduling

strategy.

This thesis project addresses an important research gap in the field of Arrival Scheduling, which is the

simultaneous optimization of the arrival scheduling problem (ASP) and the aircraft trajectory optimization

problem (ATOP), optimizing the corresponding approach trajectories in a dynamic optimization environ-

ment. By simulating a dynamic optimization environment a key aspect of arrival scheduling, namely the

effective runway capacity must be taken into account since accumulated delay will propagate onto future

aircraft arrivals. This effective runway capacity introduces an interesting trade-off between fuel-optimality

and time-optimality of scheduling solutions.

The purpose of this thesis project is to balance this trade-off between fuel consumption and time-efficiency

based on the presently required runway throughput aiming to achieve the most fuel-efficient arrival sched-

ules without accumulating delay. In order to perform the task of throughput-based combined optimization

of arrival schedules and approach trajectories in a dynamically changing arrival environment, an optimiza-

tion tool is developed that couples fuel information of travel time based trajectories to the scheduling process

by means of aircraft-specific fuel curves. Consequently the tool performs a second trajectory optimization to

resolve conflicts between the trajectories corresponding to the found arrival schedule. The Freeze Horizon

concept is applied together with Constrained Position Shifting to confine the scheduling problem down to a

size that the optimization tool can solve in real-time.

The scope of this thesis project is limited to the last approach phase within the TMA only and will as-

sume a single runway system. All incoming arrival aircraft will follow an identical lateral approach path

with an individually optimized vertical path, applying continuous descent operations. Schiphol’s night ap-

proach route, the ARTIP-3B transition, is used as the lateral approach path model for the test cases, since this

route is already being used for continuous descent approaches during night time hours at Schiphol Airport.

The scheduling- and trajectory optimization process is performed in the scheduling horizon, just outside the

TMA-entry at around 60 miles away from the runway at flight level FL100. Once an aircraft enters the TMA,

which serves as the freeze horizon, the aircraft’s trajectory and therefore its place in the landing queue is fixed.

77
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Lastly, uncertainties such as lacking trajectory predictability and variable wind speeds are not taken into ac-

count.

The designed optimization tool is able to successfully balance between fuel-optimality and time-optimality

by dynamically switching between a fuel-minimal and a time-minimal scheduling objective, based on the

currently required throughput level. The optimization tool applies a hybrid optimization method, solving the

ASP by means of a sequential quadratic programming algorithm while solving the corresponding approach

trajectories as an optimal control problem using GPOPS, a Matlab-based software which employs a class of

methods that is referred to as hp-adaptive Gaussian quadrature collocation.

A throughput threshold level (TTL) is chosen to define at what required throughput level fuel-optimal

scheduling must be switched to time-optimal scheduling, to cope with the higher levels of incoming traf-

fic. Although the theoretical throughput limits were tested to be 42AC /hr for fuel-minimal scheduling and

48AC /hr for time-minimal scheduling, it is found that the TTL must be set to 36AC /hr in order to be able

to consistently schedule arriving aircraft up to the maximum achieved average throughput limit of 48AC /hr .

Switching to time-minimal scheduling later by increasing the TTL will remove accumulated delay too late and

result in infeasible landing schedules. As a reference, the prevailing FCFS-scheduling reached a limit thresh-

old of 42AC /hr for the same test cases. A delay-minimal scheduling objective was considered as well, how-

ever it was found that delay is mostly caused by accumulation and propagation which is countered more ef-

fectively by the time-minimal scheduling objective. To conclude, the designed optimization tool consistently

achieves a 14% higher effective runway capacity than the FCFS-scheduling. In terms of fuel consumption

the optimization tool provides a 2.2-4.8% benefit over the FCFS-schedule. This benefit is shown to decrease

with increasing levels of required throughput since the higher the required throughput level is, the more the

optimization priority shifts towards time-optimality, minimizing wake separation distances.

Conflicts between approach trajectories, that result from the found optimal schedules, are resolved by

solving the ATOP with an additional penalty function that dramatically increases the cost function of the

optimal control trajectory problem whenever the minimum radar separation between two trajectories is vi-

olated. The optimization tool is able to resolve 98% of the caused conflicts, which on average results in a

3.5%-5.5% increase in fuel consumption, depending on the aircraft’s weight class. It is shown that the un-

solved conflicts can be resolved by increasing the initial altitude of the approach trajectory in most cases.

An important design choice for the developed optimization tool is the application of constrained position

shifting. Limiting the maximum position shift (MPS) an aircraft is allowed to shift within the sequence of

incoming arrival aircraft significantly lowers the amount of possible arrival sequences that need to be tested

for optimality and therefore cuts valuable computation time. This report shows that setting the MPS to 3

positions is optimal, as it does not negatively affect the optimality of the scheduling solutions and is not over-

bearing overbearing in terms of the required computational power.

To further confine the scheduling problem, the Freeze Horizon concept is applied. Traditionally the

Freeze Horizon concept defines an area-based scheduling horizon, only considering aircraft within this area

in the scheduling process. However since this thesis project bases its scheduling decisions on dynamically

changing levels of required throughput, it was chosen to base the scheduling horizon size on a fixed number

of incoming aircraft. The scheduling horizon was chosen to contain a fixed number of 8 aircraft to be consid-

ered in each scheduling iteration. This number is shown to be sufficient to use the full scheduling potential

of the optimization tool. Increasing the number of considered aircraft further results in a too large number of

possible arrival sequences and cannot be handled by the available amount of memory of the used computer.

Also, scheduling based on normalized fuel curves is tested, as this maintains a sense of fairness between

different weight classes of aircraft. However, when neglecting conflict resolution, this is shown to significantly

increase the overall fuel consumption by 8%-12%, depending on the applied scheduling objective. Even when
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accounting for conflicts, which are caused less when scheduling based on normalized fuel curves, this does

not compensate for the scheduling-induced fuel increase. Therefore a different solution must be found to

compensate lighter weight class aircraft for their lower scheduling priority.

Lastly, as the next chapter will explain, future research could try to improve the fuel optimality of the

scheduling solutions by accounting for the caused conflicts within the scheduling process and by developing

a more sophisticated dynamic scheduling objective strategy. Lastly, the conflicts that were not solvable by

the designed optimization tool could be solved by performing a cooperative conflict resolution as well as

scheduling arrival aircraft further away from the runway. Both of these recommendation would increase the

fuel-optimality of the trajectory- and scheduling solutions at the same time, either by resolving a conflict

more fuel-efficiently or preventing the caused conflict entirely.





7
RECOMMENDATIONS & FUTURE WORK

In order to continue research on the combined topic of arrival scheduling, trajectory optimization and con-

flict resolution, this chapter contains recommendations on how to improve on choices made in this thesis

research and on what aspects could be interesting to explore in more detail in future research. These recom-

mendations are listed below.

• Global Optimum of the combined ASP and ATOP.

In optimization one generally aims at finding the absolute best possible solution to the optimiza-

tion problem, the global optimum. However in large complex optimization problems such as this ar-

rival problem, where the solutions of multiple sub-problems are dependent on each other, finding the

global optimum is impossible, especially since the dynamic optimization environment creates a non-

deterministic situation. In this thesis research pre-computed aircraft-specific fuel curves were used to

link the expected fuel consumption of the ATOP to the ASP. Although the designed optimization tool

is able to find the globally optimal solution to the ASP itself by checking every possible sequence for

optimality, it does so based on incomplete information. The missing information is the effect of po-

tential conflicts to the fuel consumption. The used fuel curves assume that the approach trajectory

corresponding to the computed travel time is free of conflicts. Therefore it is possible that a less fuel-

optimal scheduling solution would ultimately result in a lower fuel consumption, if the corresponding

approach trajectories cause less conflicts.

The only way to find a more fuel-optimal solution to this arrival problem is by solving the ATOP for

every single feasible arrival sequence, after which the best solution is chosen. Unfortunately, it is safe

to say that this will be far to computationally expensive for real-time use. However, it could be interest-

ing to explore whether more optimal scheduling results can be achieved by, for example, counting the

caused conflicts of the best 5 scheduling solutions and accounting for these conflicts in the expected

fuel consumption, before choosing one of these scheduling solutions.

• Earlier Arrival Scheduling.

For this thesis research only the final phase of the descent within the TMA was considered, starting at

about 10000ft altitude and 60NM away from the runway. This was done in order to find out whether

sequencing within the TMA and thus within current approach procedure designs would provide a sig-

nificant benefit in terms of fuel consumption and effective runway capacity and to check whether this
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is possible at all without causing unsolvable problems. As was pointed out in section 5.3.1, to prevent

unsolvable conflicts it would be beneficial to sequence arrival aircraft earlier, especially at a higher al-

titude.

More importantly however, scheduling incoming aircraft further away from the runway would extend

the interval of achievable landing times, bounded by the earliest- and latest achievable landing time,

which would significantly increase scheduling optimization potential. Since this scheduling time-interval

for the considered approach route in this thesis research is in the range of 320 seconds a maximum po-

sition shift of 3 positions would not always be possible. Therefore, in order to test the full potential

that arrival scheduling can provide, a longer approach route has to be chosen which means that the

scheduling process has to take place further away from the runway.

• Cooperative Conflict Resolution.

As explained in section 4.7.3, the decision was made to solve conflicts non-cooperatively in order of the

trajectory’s corresponding landing times. This decision was made because the GPOPS optimal control

software is not compatible with a cooperative conflict resolution which would require the amount of

state variables to change within the optimization phase as conflicting aircraft feature different initial-

and final times (i.e. entry times and landing times). Unfortunately non-cooperative conflict resolution

is a less fuel-efficient way of solving a conflict and also leads to unnecessary situations in which con-

flicts cannot be solved at all while a cooperative solution would be possible.

Fortunately this limitation to the used optimal control method is only a limitation of the GPOPS soft-

ware and not a limitation of the optimization method itself. The Gaussian quadrature collocation

method that GPOPS applies is theoretically able to work with variable numbers of state variables. There-

fore it would be interesting for future research to see how the fuel based objective performance would

change when solving conflicts cooperatively.

• Dynamic Scheduling Objective Strategies.

Lastly, a very interesting topic to dive into for future research is the application of dynamic scheduling

objective strategies, where for each scheduling iteration an optimization objective is chosen based on

the currently available information of the incoming traffic stream (e.g. the required runway through-

put). Although this thesis research already showed that more fuel-efficient scheduling can be achieved

by using dynamic scheduling objectives, especially at higher traffic throughput levels, it can safely be

assumed that a much more significant reduction in the average fuel consumption can be achieved by

using a more sophisticated dynamic objective strategy. However, performing a sensitivity analysis in

order to derive a more sophisticated strategy will require many more test case optimization runs than

the number of runs that were performed in this thesis project, which in turn will require adequate com-

putation power.
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A.1. SCHIPHOL AIRPORT - NIGHT INSTRUMENT APPROACH CHART (PART 1)

Night Instrument Approach Chart Part 1 (from AIS-Netherlands [42])
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A.2. SCHIPHOL AIRPORT - NIGHT INSTRUMENT APPROACH CHART (PART 1)

Night Instrument Approach Chart Part 2 (from AIS-Netherlands [42])
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A.3. SCHIPHOL AIRPORT - STANDARD ARRIVAL CHART

Standard Arrival Chart - Schiphol Airport (from AIS-Netherlands [42])
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