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ABSTRACT
Crowd-powered conversational systems (CPCS) solicit the wisdom
of crowds to quickly respond to on-demand users’ needs. The very
factors that make this a viable solution —such as the availability of
diverse crowd workers on-demand— also lead to great challenges.
The ever-changing pool of online workers powering conversations
with individual users makes it particularly difficult to generate
contextually consistent responses from a single user’s standpoint.
To tackle this, prior work has employed conversational facts ex-
tracted by workers to maintain a global memory, albeit with limited
success. Through a controlled experiment, we explored if a conver-
sational agent, dubbed ContextBot, can provide workers with the
required context on the fly for successful completion of affective
support tasks in CPCS, and explore the impact of ContextBot on
the response quality of workers and their interaction experience.
To this end, we recruited workers (N=351) from the Prolific crowd-
sourcing platform and carried out a 3×3 factorial between-subjects
study. Experimental conditions varied based on (i) whether or not
context was elicited and informed by motivational interviewing
techniques (MI-adherent guidance, general guidance, and no guid-
ance), and (ii) different conversational entry points for workers
to produce responses (early, middle, and late). Our findings show
that: (a) workers who entered the conversation earliest were more
likely to produce highly consistent responses after interacting with
ContextBot; (b) showed better user experience after they interacted
with ContextBot with a long chat history to surf; (c) produced more
professional responses as endorsed by psychologists; (d) and that
interacting with ContextBot through task completion did not nega-
tively impact workers’ cognitive load. Our findings shed light on
the implications of building intelligent interfaces for scaffolding
strategies to preserve consistency in dialogue in CPCS.

CCS CONCEPTS
• Human-centered computing → Interactive systems and tools.

KEYWORDS
Crowd-powered Conversational Systems, Motivational Interview-
ing, Dialogue Context, Chatbots, Real-time Crowdsourcing
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1 INTRODUCTION
Crowd-powered conversational systems (CPCS) leverage real-time 
human computation, allowing synchronized workers to collabo-
ratively help the user with crowdsourcing tasks through conver-
sations [27, 35]. An interactive two-way conversation with mul-
tiple workers who act as a single operator enables the user to 
receive more personalized and diverse assistance than traditional di-
alogue systems. Chorus is a text-based conversational agent where 
synchronized workers participate in the response generation and 
voting, assisting end-users with information retrieval tasks [35]. 
Evorus builds on Chorus by adding an automated module to select 
high-quality responses from workers [25]. Despite these filtering 
mechanisms to control responses, empirical results of Chorus on 
a small scale have revealed the potential challenge of maintaining 
response consistency across constantly changing workers [26]. The 
pool of online workers in current CPCS requires on-demand re-
cruitment, which makes it intrinsically difficult for new workers to 
quickly understand all historical contexts in CPCS.

Figure 1: Conversation flow between an end-user and crowd
workers in CPCS. New workers constantly enter and exit
the conversation. Their entry points (early, middle, and late)
directly affect the number of historical contexts that work-
ers need to understand before coherently and effectively
responding to the end-user.
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Meanwhile, the time spent on understanding the context can 
lead to delays in responses. It remains challenging to maintain the 
trade-off between response quality and latency. Figure 1 illustrates 
the conversation flow between an end-user and crowd workers. 
Previous research has adopted self-help approaches to maintain 
global worker memory by allowing workers to record and track 
context collaboratively. In addition to providing the chat history, 
a “fact board” with facts of current conversations selected or sum-
marized by workers is updated [35]. However, this approach either 
increases the task burden of current workers beyond replying to 
users or the costs of recruiting additional workers to collect context. 
The memory curated by previous or other parallel workers mostly 
includes subjective assumptions about the important information 
needed in the current dialogue turn, which inhibits new workers 
from following the context in a procedural way. Another concern 
is that for affective crowdsourcing where emotional intelligence 
of crowds is applied to peer-to-peer mental health support [43], 
workers are involved in counselling conversations that demand 
higher comprehension than information retrieval tasks. Existing 
crowd-powered systems about affective support focus more on the 
effectiveness of counselling strategies [45] and the availability of 
real-time recruitment [2], thus ignoring that inconsistent worker 
responses may fail to relate to users’ feelings and problems men-
tioned in the chat history. This can be particularly harmful in online 
psychological interventions.

We investigate how to systematically provide context with a 
text-based conversational interface driven by a chatbot to help new 
workers quickly grasp key information from an affective support 
conversation in a procedural way. As an alternative to traditional 
web interfaces, conversational interfaces increase the engagement 
of workers in crowdsourcing tasks without negatively impacting 
execution time and output qualities [39]. Researchers have explored 
the efficacy of chatbots in training workers to complete therapeutic 
tasks [3], demonstrating the potential of conversational interfaces 
in taking on pragmatic roles. Inspired by [53, 54], we developed 
a chatbot called ContextBot to help workers systematically track 
context about the current dialogue without recording it themselves.

Our goal in this paper is to address response inconsistency in 
affective support tasks in CPCS with a context-tracking tool me-
diated by a conversational interface. We employed an affective 
crowdsourcing task, which required workers to deliver affective 
support by Motivational Interviewing (MI) [42]. To this end, work-
ers used a client-centred conversation to stimulate users to change. 
Typically, in MI, the context of an ongoing conversation is com-
prised of the user’s disclosures to the therapist and the therapist’s 
inquiries. New workers who play the role of a therapy coach need to 
simultaneously grasp facts about the user, the therapist’s intentions, 
and other contextual factors. Therefore, we decomposed context 
into multiple dimensions to model the chat history systematically. 
In CPCS, new crowd workers are required to participate in the 
discussion at any stage; it might be an earlier stage when the user 
is just joining CPCS and revealing his problems (early entry point). 
A worker can participate in the midst when crowd workers pose 
well-targeted inquiries to analyze users’ concerns further (middle 
entry point). Or, it may occur in the last stages, when the crowd has 
already examined and comprehended the user’s challenges and is 
now offering pragmatic steps based on the user’s skills (late entry

point). It is essential to understand how effectively an intelligent
interface can provide contextual cues to workers based on the con-
versation stage in CPCS. We anticipate that a ContextBot can be
more effective in assisting workers in the middle and late entry
points when they must analyze a significant amount of information
to make sense of a continuing conversation.

In addition, since we employed stress management tasks, we
also investigated the efficacy of providing suggestions based on
psychological interventions from Psychology (such as Motivational
interviewing (MI) [42]) to guide workers towardmore consistent an-
swers. These counseling strategies offer specific recommendations
for connecting effectively with users and what types of inquiries
to ask at each conversational stage (e.g., focusing or evoking ques-
tions). Therefore, an intelligent interface that can guide workers
based on the counseling stage may be more effective and assist
workers in generating more consistent and high-quality responses.
Thus, we used three different variants of ContextBot; one based on
MI skills, one based on general guidelines (e.g., being compassionate
with users), and one that does not involve any help or indication
about affective support.

We designed a 3×3 between-subjects study to understand the
role of contextual guidance in shaping the consistency of responses
in CPCS. We considered three entry points (early, middle, late) and
three types of contextual guidance (MI-adherent guidance, general
guidance, and no guidance). All data pertaining to our research is
accessible from this anonymous link.1 We addressed the following
research question — RQ: How does ContextBot used for provid-
ing context in CPCS affect the response quality and interaction
experience of workers in emotion-centric dialogues?
• Contextual guidance did not significantly affect response consis-
tency, but workers who entered the conversation earliest tended
to generate highly consistent responses after interacting with
ContextBot. This lay in contrast to those who did not interact
with ContextBot.

• There was a trade-off between response consistency and execu-
tion time by using ContextBot. When workers interacted with
ContextBot, it did not takemore time to generate highly consistent
responses in conversations of short to medium length.

• MI-adherent guidance can help yield more professional responses
that are compliant with counselling requirements.

• Better user experience levels from workers were associated with
interacting with ContextBot. Workers who entered the system
late reported significantly increased user experience after the
interaction.

• Regardless of the entry points, the interaction with ContextBot
did not negatively affect cognitive load.

2 BACKGROUND AND RELATEDWORK
2.1 Crowd-Powered Conversational Systems
Our research is closely related to solutions for providing context in
CPCS, which allow workers to help users with online tasks through
an interactive conversation. Chorus enabled a group of synchro-
nized workers to help users retrieve information in a conversational
interface [35]. New workers were guided to a “Working Memory”

1https://osf.io/wr4ea/?view_only=603a84a247ca423ebaf90db8a137e608
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section for important aspects of the current conversation. A voting
mechanism was also developed to guarantee consistent and most
agreed-upon responses were selected to users. Evorus further in-
cluded a machine learning module to automatically select responses
from workers [25], thereby reducing real-time latency and improv-
ing output qualities. Guardian was a spoken dialogue system that
asked crowd workers to identify parameters from web APIs and
convert the query results to responses [27]. A similar voting sys-
tem was implemented to help achieve a consensus on responses
among active workers. InstructableCrowd was a dialogue system
where synchronized workers collectively programmed IF-THEN
rules based on users’ needs [24]. Their interface and experiments
also followed the setup in Chorus. Although the above systems are
designed for information retrieval tasks, it is evident that combining
the voting mechanism and the memory board maintained manually
by workers is still the primary approach to providing context in
the current CPCS.

Applications of affective crowdsourcing [43] extend the use
of crowd-powered systems to online psychological interventions.
They solicited the collective emotional intelligence of crowds and
implemented the concept of peer-to-peermental health support [48],
which has been demonstrated in systems such as in-person and
online support forums [5]. The web-based system, Panoply, trained
crowd workers to perform cognitive reconstructing and gener-
ate new appraisals for users who sought emotional help [45, 46].
KokoBot further extended the idea and acted as a computer agent
to guide users by predicting appropriate responses from an existing
crowdsourced peer support corpus [44]. However, such research
required users to log in to the system or get help from peers through
agents [34]. Crowd of Oz (CoZ), by contrast, enabled the real-time
two-way interaction between a stressed user and synchronous
crowds by employing real-time, synchronous crowdsourcing (RTC)
techniques [2]. These chatbot-based affective support systems have
become important alternatives to traditional one-to-one health con-
sultations due to their cost-effective advantages such as the 24-hour
accessibility, privacy and anonymity. However, previous studies of
delivering affective support have focused more on the effectiveness
and real-time features. So far, no attempts have been made to ap-
ply context-tracking tools to crowd-powered systems for working
memory maintenance in real-time affective conversations. We built
our study upon the work of [26, 35], addressing the challenge of
uncovering important context from the lengthy chat history while
not burdening workers in affective support.

2.2 Context in Conversations
The concept of “context” was originally used in linguistics to refer
to accompanying text [19], and was later extended to refer to the sit-
uation in which the discourse events and actions take place. We ex-
amine the role of context in coordinating communicative behaviour
from a linguistic perspective, in which Bunt believed that the un-
derstanding of the context is relevant to five factors [8], namely the
linguistic, semantic, cognitive, social and physical context. Different
context dimensions contribute to the pragmatic knowledge [60]
about the current situations and mutual understanding for both the
speaker and the addressee [11].

Context modelling in current dialogue systems models the con-
text as persona-specific statements [36, 64] or the entire chat history.
Despite its simplicity from a computational perspective, it cannot
comprehensively link the current utterance with multi-dimensional
contexts, such as semantic facts and speaker intentions. Moreover,
both participants in dialogue usually perform specific actions to
pursue a communicative goal [40] while existing research in auto-
mated dialogue systems ignores the contextual information that
drives the goal. We decide to guide workers to explore the conver-
sation by our contextual guidance, where specific cognition of the
conversation from them is expected.

2.3 Motivational Interviewing
Motivational Interviewing (MI) is a client-centred, collaborative
conversation widely used in behaviour change [7, 47] and psy-
chotherapy [58]. Miller and Rollnick described four basic processes
for using MI: engaging, focusing, evoking and planning [42]. Each
stage requires a different amount and type of context to be focused
on and elicited. In engaging, the therapist develops a safe, interac-
tive environment where the patient can seek support. In focusing,
the therapist attempts to work with the patient to establish a central
goal and focus of the conversation. In evoking, the therapist uses
various questions to explore the deep reasons for the change. In
planning, the therapist helps the patient decide on an associated
action plan to change. Micro-skills including open questions, affir-
mations, reflective listening and summaries (OARS) are commonly
used to facilitate a deep understanding of the patient and help move
the conversation forward.

Previous research has shown that MI could be integrated into
chatbots to deliver psychological interventions where promising
users’ acceptance and perceived enjoyment have been achieved [37],
but more contextualized responses were still required [50]. There-
fore, we adopted MI-adherent guidance in our crowd-powered
system to emphasize contextual understanding when workers re-
sponded to users with empathy.

2.4 Conversational Interfaces in Crowdsourcing
Text-based conversational interfaces in microtask crowdsourcing
have been effectively used in various tasks such as image annota-
tion and information finding [39], yielding comparable results and
satisfaction from workers compared to traditional web interfaces.
Crowdsourced studies in decision-making tasks with conversa-
tional interfaces have also been shown to yield relatively more
user trust [21]. The impact of conversational styles on the output
quality, user engagement, and cognitive load was investigated in
conversational interfaces [53]. The results revealed that with a more
enthusiastic conversational style, workers generated better output
and experienced less cognitive load in more difficult microtasks [52].
Worker avatars and metaphors for conversational agents have also
been proposed to increase worker engagement with varying effects
across tasks [31, 51]. Besides traditional tasks, Trainbot adopted
conversational interfaces to train workers on MI to provide emo-
tional support for stressed users [3]. Workers reported less stress
and performed better in answering quizzes when taking the test.
Building upon such prior work [3, 39], we introduced the conversa-
tional interface as a tool for providing context and investigated how
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Figure 2: Conversational interfaces of the system with the task panel on the left and assistance from ContextBot on the right.

the interface affected the output quality and interaction experience
in the microtask of delivering support in MI.

3 METHOD
To answer our research questions, we developed different experi-
mental conditions and manipulated ContextBot to provide dialogue
context within CPCS systematically. As described earlier, we se-
lected a counselling dialogue using MI as the treatment to verify
the role of the system in delivering affective support. Our study
received approval from our institutional ethics review board.

3.1 Task Design
The task goal for the worker was to join an online conversation
as a therapy coach to provide a depressed user with consistent
responses based on the chat history. Figure 2 shows the system
interfaces. A live chat window A1 with a complete chat history
to date was presented to new workers, who could scroll up and
down to read the previous chat before writing responses in the
input box A2 . Workers then compose a message and send it to the
user based on the guidance from ContextBot. Due to the scripted
nature of the task, we allowed one response from workers; however,
since humans tend to convey their message in fragments through
multiple turns, we allowed them to edit their answers multiple
times A3 and only submit the task when satisfied. Next to the
live chat window, ContextBot was displayed as a chatbot icon B1 .
Workers could freely choose whether to click the icon to enter a
conversation with ContextBot in B2 .

3.2 Design of ContextBot
We designedContextBot based onChatbot-driven dialogue instead of
User-driven dialogue [16]. A chatbot-driven dialogue function with
a highly specified interaction design, i.e., the interaction is primarily
directed or driven by the chatbot. This strategy is beneficial for
tasks with a transactional nature, in which we want the chatbot to

persuade users to accomplish a goal. On the other hand, user-driven
dialogues allow for a greater variety of user input options and are
more sensitive to fluctuations in user input. This latter style is more
suitable for small social talk than the former. Therefore, for this
study, the locus of control was transferred toContexBot by providing
workers with a limited number of options for standard content and
by employing scripted dialogue. The scripted nature of the dialogue
was desirable for this controlled study, where we wish to account
for differences in user input and ContextBot instruction. In the
following sections, we describe how we structured the dialogue’s
content.

3.2.1 Conceptualizing Context. Different context dimensions are
related to each other and together constitute the factors for com-
prehending the current sentence. We consider four dimensions of
context mentioned in earlier work [8]: social context, linguistic
context, semantic context, and cognitive context. Physical context
involves the non-verbal behaviour of the dialogue, which is not
applicable to our text-based conversational interface. Figure 3 pro-
vides an overview of all dimensions of context.

Social Context provides the type of dialogue (e.g., information-
seeking dialogue) and the roles (e.g., employer-employee) that par-
ticipants need to play from a global perspective, which is helpful
for eliminating a new worker’s uncertainty about the current topic.
It is placed in the first step of interaction to give global goals (e.g.,
engage a user; evoke a user’s desire to change).

Linguistic Context refers to the surrounding utterances that have
been said in the previous conversational turns. Uncertain refer-
ences can be elucidated by directly giving the previous sentences,
which contain events, places, and pronouns that have been referred
to in the current sentence. The authors of our paper jointly de-
termined the relevant linguistic context that should be extracted
from the selected current utterance. The criteria include, (i) finding
an unspecified noun or pronoun in the current utterance; (ii) and
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Figure 3: This figure illustrates a summary of different dimensions of context based on the work of Bunt [8]. The first node
describes the context, the next node briefly explains it, and the final node provides examples of how we operationalized it in
ContextBot.

identifying sentences related to the unspecified word in the pre-
ceding text. Finally, all of the authors reached an agreement on the
identified sentences as linguistic context.

Semantic Context is known to be “specific facts in the domain of
discourse; the current state of the underlying task” [8]. It is derived
from the underlying goal of the communicative task where specific
facts andmeanings are involved.We assume that the facts contained
in the semantic context can guide the worker to formulate a big
picture of the current state of the ongoing chat, thus facilitating
consistent discussion on change-focused talk. Specific facts until
the current utterance would be summarized to help workers grasp
what psychological issues or the situation of the user have been
discussed in a faster way than reading the entire chat history. We
manually summarized the corresponding number of facts based on
the position of the current utterance in the chat. Text summarization
can be performed automatically by advanced natural language
processing tools [18]. However, this was not the current focus of
our research.

Cognitive Context reflects the intention and attentional state of
participants toward the current utterance. Grosz and Sidner pro-
posed the attentional state as the “information about the objects,
properties, relations, and discourse intentions that are most salient
at any given point” [20]. The attentional state of a local utterance
has very close relations to the cognitive context, where “current par-
ticipants’ beliefs, intentions, and other attitudes” are reflected [8].

Due to the subjectivity and elusiveness of cognitive states, dif-
ferent crowd workers may have different impressions of the same
piece of dialogue. They tend to perceive the information from one’s
own given point, which makes it more difficult to maintain the
consistency delivered to the same user, especially when they do

not know the intentions of previous workers. For example, some
workers may respond with an intention of being emotional while
some workers may have the intention of presenting a practical
solution. Therefore, we explicitly summarized the intentions of the
three roles involved in the current dialogue, the user, the previous
workers, and the current worker. The user’s intention is related
to the type of help that he/she tried to seek in specific MI stages,
which can also help the current worker understand why the current
query was uttered by the user. The previous workers’ intention
provides a consistent standard for the current worker to refer to.
The indication of the intention of the current worker then guides
the worker to think in a consistent and desired way.

MI Techniques are suggested by ContextBot after all contexts
are provided to the worker, aiming to help the worker respond
in a more professional and empathetic manner. We modified the
templates previously used in [3, 50] and added instructions relevant
to the corresponding MI stage.

3.2.2 Mapping Conversation Flow. We aim to provide contextual
information in a procedural way, overcoming the weakness in tradi-
tional crowd-powered systems where separate facts are presented.
To decompose the cognitive burden of workers understanding a
large number of contexts at once, we use a linear way to sequentially
provide four context dimensions. We chose the specific sequence
(social → linguistic → semantic → cognitive) based on the follow-
ing reasons. We draw on the idea of analyzing the context from both
global and local perspectives in the work of [8]. For instance, it was
vital to provide the social context up front to familiarize workers
with the broader objectives of interacting with ContexBot. Then,
based on past work in the CPCS [35], we supplied linguistic context
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that reveals the most important lines from previous conversations. 
This allows workers to be directed to the most crucial portions of 
a conversation without having to go through long conversational 
history. Providing social and linguistic context may be sufficient 
for shorter conversations with a limited number of facts. Still, for 
longer and more complex discussions, such as emotion-centric di-
alogues, workers must comprehend what has been talked around 
the most significant conversational exchanges. When workers read, 
“I simply feel like I’m dragging around this heavyweight with me 
all the time,” they cannot determine what is wrong with the person. 
Consequently, it is essential to summarize a list of stressors that 
induce stress (e.g., “The user has broken up with her boyfriend”). 
Therefore, we added semantic context next to the linguistic context. 
Finally, the preceding three contexts train a worker for consistent 
response. Still, they do not account for differences in the work-
ers’ beliefs, which might result in bias and inconsistent responses. 
Therefore, we added cognitive context to address this. Please note 
that the precise order and content was decided after multiple itera-
tions of testing and brainstorming by the authors of this work to 
arrive at the final better sequence.

ContextBot adopts a rule-based method in selecting and gen-
erating answers [28]. Three components are taken into account 
to program the process: a responder to control the interface, a 
classifier to group the input, and a graphmaster for information 
storage [4]. The interface receives the worker’s input, which is then 
parsed and matched with the predefined pattern designed for de-
termining whether the input is positive or negative to the previous 
question. Finally, the corresponding responses from a predefined 
static knowledge base are selected and sent to the interface. More 
advanced techniques such as AIML (Artificial Intelligence Mark-up 
Language) can be added to build a conversation flow allowing more 
flexible inputs from workers [28].

1 Once the worker clicks the ContextBot icon for help, the greet-
ing from ContextBot is first displayed to ask if he/she would like to 
continue the dialogue. 2 After receiving the acceptance, ContextBot 
first introduces the global social context, including what role the 
worker should generally act as and the corresponding requirement 
for the specific dialogue stage (i.e., engaging, focusing, evoking, 
planning). As the conversation is often viewed as a joint activity 
that requires turn-taking and grounding [40], we designed quick 
reply buttons for workers to request further clarification from the 
bot. If the request is triggered, ContextBot will rephrase the context 
again and initiate the next prompt to carry on the dialogue [59].
3 Next, ContextBot prompts the guidance of exploring linguistic 
context. Another turn of rephrasing is provided as well. 4 After 
the confirmation, the worker is prompted to read the summarized 
semantic context. 5 Then, ContextBot guides the worker to explore 
each participant’s (i.e., the user, the previous workers, the current 
worker) intentions as the cognitive context. 6 The final prompt 
for MI techniques comes after the acknowledgement of the current 
information from the worker.

3.2.3 Rationale for Choosing Stress Management task. We focus on 
stress management tasks since stress-related disorders are becom-
ing more prevalent [12]. Therefore, we must support this societal 
need by building technological innovations. Given the limitation 
of AI, improving the consistency of responses in mental-health

CPCS is desirable. Secondly, we added the stress task because of its
open-ended nature. These types of tasks do not have an objective
answer and require answering user complaints by comprehending
complicated and multi-layered stressors and entail higher cognitive
complexity and time investment. As a result, it is critical to investi-
gate the usefulness of intelligent user interfaces in improving the
quality of affective support activities by assisting crowds toward
quick input and minimizing their cognitive strain. Furthermore, it
is easier to extrapolate the results of this complex task to any other
conversational tasks that demand an organized debate where the
dialogue systematically moves from one topic to another. For e.g., a
moderator chatbot for deliberative debate is one example [33].

3.3 Experimental Conditions
A 3 × 3 between-subjects design was implemented to study the
impact of entry points (early, middle, and late) and contextual guid-
ance (MI-adherent guidance, general guidance, and no guidance)
on response quality and interaction experience with ContextBot.
For the study data, we selected a complete conversation 2 which
covered the four stages of MI by describing how a therapist helped
a depressed user from understanding her problems to developing
a plan for change. We chose this professional case because it con-
tained the full four stages of MI. The rich explanations on the use
of micro-skills in the original case also helped us form MI prompts
and extract relevant context.

3.3.1 Entry Points. We considered three entry points for newwork-
ers: early, middle, and late. The later the workers entered the system,
the more chat history they had to read. The difference was also
reflected in the linguistic context referred by the current utterance
and the amount of semantic context. We divided three different
dialogue entry points according to the MI processes the stage it was
in, corresponding to engaging, evoking, and planning respectively.
For each stage, we selected the current user utterance having more
ambiguous meanings as the experimental object because replying
to such a sentence required more context from the history and the
understanding of the MI stage, which also helped explore the roles
played by different dimensions of context. Table 1 shows the user’s
current utterance selected for the three stages. The total number
of conversational turns in our dialogue is 37. We gave the specific
number of turns used in our conversation to mark each stage.

3.3.2 Contextual Guidance. We aim to understand how ContextBot,
with or without MI-adherent guidance, affects workers’ behaviour.
We created two versions of ContextBot (with MI-adherent guid-
ance, with general non-MI guidance) and one version without Con-
textBot but only the chat history (indicated as history group in
later discussions). The displayed context and amounts of contextual
information shown by ContextBot under MI and non-MI conditions
were the same. Differences would only occur in the specific content
provided by social context and cognitive context directly related
to corresponding MI stages. We chose these two contexts because
social context played the role of setting global conversational goals
for workers, while cognitive context set local goals related to the
current sentence. Specifically, cognitive context concretized the

2https://www.guilford.com/add/miller2/julia.pdf

https://www.guilford.com/add/miller2/julia.pdf
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Table 1: Choice of entry points corresponding to the user’s utterance in each experimental condition.

Entry Point MI Stage User’s Utterance

Early Beginning of engaging (4th turn) Yes! It is so bad.
Middle Half way of focusing (25th turn) Yes it would. Do you think it’s possible for me?
Late End of planning (33rd turn) I might just take a walk or see my friends. But like I said, it seems like they don’t want to

be around me so much anymore because I bring them down with me. Do you have some
suggestions on what I should do?

worker’s speech act in the pursuit of the conversation goal. In addi-
tion, we adapted the psychotherapy techniques to MI techniques in
the MI condition. In the non-MI condition, only general techniques
about how to respond empathetically were provided for workers.
In the control condition, there was only one chat history window
and no ContextBot.

3.4 Participants
We recruited 351 participants (∼35 for each condition) via the Pro-
lific.co platform. We only considered participants whose first lan-
guage was English and those who came from the US or the UK.
To limit the bias caused by work environments [17], participants
can only join the study if they were using a laptop. We estimated
£7.54/h for the task. Each worker was finally paid £8.63 per hour on
average, which was considered good according to Prolific.co. After
removing 13 workers who failed the attention check questions and
15 workers who interacted with ContextBot only after responding
to the user, we finally had 323 unique workers (75.5% female, 23.5%
male, 0.9% unknown gender). Their average age was 38.6 years old
(SD=13.4).

3.5 Procedure
(1) Introduction. Participants were first informed about the goal
of the study and how their data would be used. Once they gave
their consent, they were randomly assigned to one of the nine
experimental conditions. Specific instructions on how to interact
with the system were provided to introduce the participants to the
main components of the system.
(2) Main Task.When workers clicked the “Start Task” button, they
started the main task as described in Section 3.1. The end of the task
was marked by clicking the “Submit Task” button after messages
were sent.
(3) Post-task Questionnaire. Workers were redirected to a post-
task questionnaire after finishing the task. We asked workers to fill
in a short User Experience Questionnaire (UEQ-S) to understand
their perceived pragmatic and hedonic quality of the system de-
sign [56]. Next, workers were asked to report the cognitive load by
completing the NASA Task Load Index (NASA-TLX) [23], which
contained six items (mental demand, physical demand, temporal
demand, self-performance, effort, and frustration). We further in-
cluded several questions for measuring the user perceptions of
general chatbots and design choices of ContextBot on a 7-point Lik-
ert scale. Finally, workers were allowed to give a satisfaction score
on a 10-point Likert scale and leave comments about ContextBot
and the system design.

3.6 Evaluation Metrics and Hypotheses
Standardized survey tools for examining response qualities in af-
fective support tasks have not yet been developed. Existing works
adopt metrics from information retrieval (IR), using ranking meth-
ods to compare generated responses with the expected response [49,
61, 62]. Manual evaluations may also be included, which requires
subjective scoring inputs from multiple annotators. Jadeja and
Varia [29] proposed four evaluation perspectives: user experience,
IR, linguistic and AI perspectives. We designed survey questions
to evaluate the consistency and professionalism of responses from
the linguistic perspective, supplemented by standardized UEQ-S
and NASA-TLX questionnaires. To establish a standardized survey
tool for future studies, an exhaustive list of evaluation criteria that
captures key aspects of response qualities is needed. Then a survey
instrument to incorporate these criteria into structured questions
is expected for diverse psychotherapy use cases. The tool will be
finalized after testing the reliability and validity [13].
Response Consistency. Automated dialogue systems usually con-
sider whether the generated responses are consistent with the facts
describing the speaker’s role, by regarding the consistency as a
natural language inference (NLI) problem by calculating the in-
ference relation scores of responses with the facts for each given
persona [41, 57]. While the inference score is often used as a metric
to compare with baseline models, human evaluation is still heavily
used as an adjunct in judging context consistency [32]. Random
samples are selected and provided for humans to assign labels. Since
we value the consistency between the response and the chat his-
tory where multiple dimensions of context are involved, existing
NLI frameworks which are mostly trained on fact-based datasets
are ill-suited to our measurement [62]. Therefore, we recruited
crowd workers from Prolific.co to rate the consistency of generated
responses. To decide the number of responses to sample, we ob-
served that the number of workers interacting with ContextBot was
around 15 for each condition. The number of those who did not
interact with ContextBot was almost twice of those who interacted.
Considering the balance of responses generated after interaction
and without interaction, all responses from those who interacted
with ContextBot and 15 responses from those who did not were
randomly sampled under each entry point from the MI and non-MI
conditions, respectively. Also, we randomly sampled 15 responses
from the history condition under each entry point. Each response
was rated by three unique crowd workers. The consistency was
measured on a 7-point Likert scale (1:Highly inconsistent, 7:Highly
consistent) while considering the following criteria:

• the extent to which the response is related to the user’s
concern;
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• whether or not the persons/events referred to by the response
have been talked about in the dialogue;

• whether or not the response is natural without being obtru-
sive when embedded in the dialogue.

Since ContextBot was expected to convey context more effec-
tively, we formed the following hypothesis:

Hypothesis 1 (H1). Interacting with ContextBot yields more con-
sistent responses as compared to other conditions, across varying entry
points and contextual guidance.

Professionalism in Responses. The evaluation of a task-oriented
chatbot usually considers the goals required by the task [38]. For
example, in negotiation tasks, the percentage of games in which ne-
gotiation decisions are agreed upon is used to evaluate the chatbot’s
performance [63]. We explored whether workers have followed the
contextual guidance and counselling techniques applicable to the
MI stage. We recruited two qualified psychologists on Fiverr to
rate 5 sampled responses from those who fully interacted with
ContextBot in MI and non-MI conditions, respectively. Since dif-
ferent entry points required different MI techniques to focus on,
customized evaluation criteria were designed for each condition.
While the responses from the early entrywere evaluated onwhether
the worker engaged the user with empathy, the middle entry was
evaluated on whether the worker evoked the user to make changes.
Each response was rated based on a 7-point Likert scale (1: Highly
unprofessional, 7: Highly professional). MI-adherent guidance was
expected to help workers respond more professionally than general
guidance, we thus hypothesized:

Hypothesis 2 (H2). When using ContextBot with MI-adherent
guidance, crowd workers respond with more professional responses
than those who interact with general guidance.

User Experience.Wemeasured eight constructs by using the UEQ-
S where each item was scored on a 7-point Likert scale. The eight
constructs were divided into four items measuring the pragmatic
level of the system and four items measuring the hedonic level.
Based on prior work, we expected workers to obtain a better user
experience after interacting with ContextBot, especially when they
had to read a long chat history to follow the context. Therefore, we
formed the hypothesis:

Hypothesis 3 (H3). When workers enter the dialogue late, inter-
acting with ContextBot yields a better user experience compared to
other conditions.

Cognitive Load. To evaluate the perceived cognitive load for each
task, workers were asked to answer six NASA-TLX questions where
each was in 5-point increments, ranging from 0 to 100. The lower
the score, the lower the worker perceived the cognitive task load.
Compared to only reading the chat history, although the interac-
tion with ContextBot required some effort, it was not expected to
significantly increase the cognitive load of finishing the whole task.
Thus, we hypothesized:

Hypothesis 4 (H4). Interacting with ContextBot does not increase
the cognitive load of workers as compared to the condition of only
providing chat history.

4 RESULTS
4.1 Response Quality
We did not force workers to engage with ContextBot, resulting in
two classes of workers: those who did interact and those who did
not. To understand the impact of interaction types (interacted
with ContextBot, not interacted with ContextBot) on re-
sponse consistency in all groups with ContextBot available, we first
compared response consistency between the interacted groups
in MI and non-MI conditions under three entry points. The results
of the two-tailed independent T-test showed that the contextual
guidance did not significantly affect the consistency at any en-
try point (early,p=.490; middle,p=.219; late,p=.745). Next, we com-
puted response consistency across three entry points by combin-
ing the MI and non-MI conditions, as shown in Figure 4. Without
considering the specific contextual content of the interaction and
the stage where the interaction finally ended, we observed that
workers who entered the early dialogue after the interaction pro-
duced more consistent responses compared to not interacted
and history groups. The difference was significant (p<.001) under
the one-way ANOVA test at 𝛼=.05 level. A post-hoc analysis with
the Tukey–Kramer test showed that the interacted group and the
not interacted group were significantly different (p<.001) under
𝛼=.05 level while the interacted group and the history group
did not show the significant difference (p=.054). When we extracted
only the samples that completed the entire interaction flow from
all the samples having interactive behaviours, we found that the
difference was still significant (p=.002) for the early entry point.

Figure 4: Response consistency scores across interacted types
and entry points by combining theMI and non-MI conditions.
* = statistically different (interacted vs. not interacted vs.
history).

However, although we expected that workers who entered the
conversation at a late point would grasp the long context faster
and produce more consistent responses after interacting with Con-
textBot, the difference was not significant for the late entry point.
To explore the potential reasons why we found partial support for
H1, we examined other factors related to the consistency scores,
such as the percentage of workers using different types of context
during the interaction, their familiarity with chatbots, their satis-
faction with the system, etc., reported by workers in the post-task
questionnaire. Two subgroups (lower than the average consistency
score vs. higher than the average consistency score) were extracted
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from samples who had interactive behaviours in the MI and non-MI
conditions, respectively.

Table 2: Execution time (𝑚𝑒𝑎𝑛 ± 𝑠𝑡𝑑 , in seconds) of different
conditions. Responses with consistency scores higher than
4 are regarded as “High” level of consistency. * indicates no
samples in this group.

Contextual
Guidance

Consistency Entry Points
Early Middle Late

MI High 267.35 ± 186.38 252.21 ± 105.07 428.98 ± 208.47
Low * 406.32 ± 268.82 387.37 ± 119.18

Non-MI High 208.81 ± 100.04 178.20 ± 38.28 434.29 ± 261.72
Low 238.58 ± 34.66 298.80 ± 156.73 253.02 ± 116.65

History High 120.45 ± 94.54 140.50 ± 49.84 136.74 ± 53.88
Low 180.85 ± 245.19 114.95 ± 47.35 225.26 ± 120.08

Table 3: Professionalism in responses (𝑀𝑒𝑎𝑛 ± 𝑆𝑡𝑑 , measured
by a 7-point Likert scale) for groups with and without con-
textual guidance across three entry points.

MI Non-MI
𝑀𝑒𝑎𝑛 ± 𝑆𝑡𝑑 𝑀𝑒𝑎𝑛 ± 𝑆𝑡𝑑

Early 5.60 ± 1.24 4.40 ± 1.24
Middle 5.60 ± 0.58 5.30 ± 0.98
Late 5.10 ± 1.32 4.50 ± 0.95

Overall 5.43 ± 1.12 4.73 ± 1.14

We examined the difference between each subgroup and the
history group underMI and non-MI conditions by using theMann-
Whitney test and calculating the Hedges’ g effect size 𝑔. We found
that for the MI condition, the group with lower consistency (N=8,
p=.001, g=1.284) and higher consistency (N=5, p=.020, g=1.612) both
spent longer time than the history group (N=36). Interestingly, the
group with lower consistency scores reported higher UEQ (p=.012,
g=1.048) and hedonic scores (p=.011, g=1.080) than the history
group in the MI condition. For the non-MI condition, we also ob-
served significant differences in the UEQ (p=.015, g=1.050) and prag-
matic scores (p=.005, g=1.074) between the lower consistency group
(N=8) and the history group (N=36). Moreover, workers from both
MI and non-MI conditions with above-average consistency scores
had higher percentages of finishing the whole interaction. The
results suggest that the perceived user experience and complete-
ness of interacting with ContextBot could potentially relate to the
consistency level of responses.

4.1.1 Trade-Offs Between Response Consistency and Execution Time.
We measured the time between loading the main task page and
the submission of a task from the worker as execution time (in
seconds). The average time required to complete the task is shown
in Table 2. As expected, when workers entered a conversation later,
they tended to spend more time on the main task. The response
time in the history condition was also comparable to that of exist-
ing real-time CPCS [35], where a worker spent 103.4s on replying.
Next, we examined whether interacting with ContextBot produced
highly consistent responses at the expense of more time. Since we
used a 7-point Likert scale to evaluate consistency, we considered

(a) (b)

(c) (d)

Figure 5: Boxplots of UEQ-S scores (Fig (a), (b), * = statistically
significant between interacted group and not interacted
group) and NASA-TLX scores (Fig (c), (d), * = statistically sig-
nificant among early, middle, and late groups in the History
condition in Fig (c)) in terms of the interacted types across
different conditions. Black points indicate the average value
of this group.

responses with a score higher than 4 as highly consistent responses.
We divided the samples that interacted with ContextBot under each
entry point and contextual guidance into two groups, with consis-
tency scores higher than 4 and less than or equal to 4. We compared
the time differences of high consistency groups between MI and
history conditions, and non-MI and history conditions, respectively.
The Mann-Whitney tests showed the difference was significant for
all entry points between MI and history conditions (early,p=.003;
middle,p=.041; late,p=.004) under 𝛼=.05 level. For the comparison
between non-MI and history conditions, we only compared the
early and late entry points since the sample size was too small
(N=3) for the middle entry. The difference was significant for both
groups(early,p=.045; late,p=.030). Our results indicate a trade-off
between response consistency and execution time. It is feasible to
introduce ContextBot to CPCS in real-time at the cost of response
delays, provided that mitigation techniques could be employed to
reduce the annoyance caused by waiting [1].

In terms of the consistency level, we found that for the early
and middle conditions, workers who were able to provide highly
consistent responses spent less time on average. In contrast, when
the dialogue became longer, generating highly consistent responses
required more time. The trend implies that for the conversation of
short to medium length, not interacting with ContextBot not only
impairs response consistency but may also result in a longer time
to read the chat and come up with replies.
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4.1.2 Professionalism in Responses. Table 3 shows the average 
scores for sampled responses assessed by two professional psycholo-
gists. Since hiring psychologists was expensive, we limited our sam-
ple size in each condition to N=5. Workers following MI-adherent 
guidance consistently produced more professional responses across 
three entry points as shown in Table 1. These results support H2 
but a larger scale validation with more samples is required in the 
future to evaluate the effectiveness of MI-adherent guidance on 
improving the professionalism of responses.

4.2 Perceived Interaction Experience with
ContextBot

User experience. The user experience scores obtained by aver-
aging the eight items of UEQ-S are shown in Figure 5. We found 
that the choice of whether or not to interact with ContextBot sig-
nificantly affected the user experience perceived by workers un-
der different conditions. Workers who interacted with ContextBot 
reported higher scores than those who did not interact, regard-
less of being provided with MI-adherent or general guidance (Fig-
ure 5 (a)). Based on the data distributions, we performed a two-
tailed independent T-test and Mann-Whitney test respectively to 
test the difference in MI condition (interacted (M=5.01, SD=0.82), 
not interacted (M=4.60, SD=0.94), p=.020) and non-MI condi-
tion (interacted (M=5.12, SD=0.95), not interacted (M=4.62, 
SD=0.88), p=.017 ) under 𝛼=.05 level. When workers entered into 
long conversations with longer chat history (Figure 5 (b)), workers 
who interacted with ContextBot experienced a better user experi-
ence (M=5.34, SD=0.66), which was significantly different (p=.011) 
by the Mann-Whitney test. Interestingly, we also observed that 
the above results were consistent at the pragmatic level when we 
divided the user experience items into four pragmatic and four he-
donic items. This suggests that ContextBot can be practically used 
with contextual guidance to help workers and we found support 
for H3.
Cognitive load. Figure 5 (c) and (d) show the effect of different 
conditions on the cognitive load perceived by workers. Workers 
at different entry points did not report significantly different cog-
nitive load when ContextBot was available. When only the chat 
history was provided, the Kruskal-Wallis test indicated that there 
was a significant difference (p=.010) among three entry points under 
𝛼=.05 level. A post-hoc analysis with Dunn’s test using the Bon-
ferroni correction further showed that workers who entered the 
conversation in the late state (M=37.27, SD=10.27 ) reported more 
cognitive load (p=.007 ) than those who entered the conversation 
at medium length (M=29.27, SD=9.42). In terms of entering stages, 
workers who interacted with ContextBot showed higher cognitive 
load on average compared to those who did not, but the difference 
was not significant at 𝛼=.05 level using a Mann-Whitney test. These 
results support H4, reflecting that increasing interaction with Con-
textBot does not significantly increase the perceived cognitive load 
of workers.
• To conclude, our results on response consistency, execution time,
UEQ, and cognitive load show the potential benefits of interacting
with ContextBot. Figure 6 presents the relations between the four
variables and the context type.

• Constrained by sample sizes, we observed that workers who
read all contexts on average could systematically produce more
consistent responses, had better user experience, comparable
cognitive load, and less execution time.

4.3 Qualitative Analysis
We followed an inductive thematic analysis approach to analyse the
open-ended comments from 20 workers who have interacted with
ContextBot [6]. To this end, we carried out the thematic analysis
process. Through iterative deliberations, we identified and reviewed
themes from the codes to capture important narratives in relation
to our system design. The worker IDs in the following example
excerpts are pseudonymized representations.
Positive Experience with ContextBot. 55% of workers reported
positive experiences with ContextBot as being helpful, easy, clear,
interesting, and supportive.

W3: I thought it was a very clear and easy system to
understand and use.
W1: I found the suggestion of what kind tone to adopt
helpful and was glad there were a couple of example
phrases.

Effectiveness of Guidance. 15% of workers felt that ContextBot
provided them with limited information, resulting in a lack of ef-
fective guidance to help them.

W9: The options were a bit too limited and formulaic.
W18: It was just stating facts, it didn’t feel like it was
actually supporting or helping if I didn’t know what
to say.

Confidence in Affective Support Tasks. 25% of workers ac-
knowledged the difficulty of being a coach without enough training.
Similar concerns could be addressed by pre-training workers with
online exercises [3].

W7: I can’t help but think itmay bemore ethical/responsible
if the replies/counsel was coming from someone with
enough experience to know how to phrase, reflect
and support the user appropriately without the use
of ContextBot.
W11:Not ever having been in the position of a “coach"
it was still quite difficult to know how to respond.

Low Latency and Collective Identity in CPCS. Two workers
have mentioned the challenge of deploying ContextBot in CPCS,
which lies in reducing the response latency and maintaining collec-
tive identity across workers [26].

W2: However, if this exchange between counsellor
and depressed user was real time, I wonder how pro-
fessional it would be to disturb the flow with having
to look up, read and digest the information given by
the chatbot? In some cases this pause could be misin-
terpretated by the user.
W6: it was quite difficult to pretend i [sic] was the
same person as previous people.
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Figure 6: Relations between context types (social, linguistic, semantic and cognitive) and relevant variables (samples were
selected from those who had interacted with ContextBot).

Table 4: Summary of our key findings.

Hypothesis Supported? Main Takeaways
H1: Interacting with ContextBot yields more consistent re-
sponses as compared to other conditions, across varying
entry points and contextual guidance.

Partially
• Contextual instruction had no significant effect on consistency at any entry point.
• Workerswho entered the early dialogue following the interactionwithContextBot pro-
vided more consistent responses.

• In the early and middle entry point conditions, workers who were consistent took
less time on average.

H2: When using ContextBot with MI-adherent guidance,
crowd workers respond with more professional responses
than those who interact with general guidance.

Supported Workers following MI-adherent guidance consistently produced more professional
responses across the three entry points.

H3: When workers enter the dialogue late, interacting with
ContextBot yields a better user experience compared to other
conditions.

Supported Workers who interacted with ContextBot reported a better user experience in long
chats.

H4: Interacting with ContextBot does not increase the cog-
nitive load of workers as compared to the condition of only
providing chat history.

Supported ContextBot had no discernible effect on workers’ perceived cognitive load.

5 DISCUSSION
Our results suggest that ContextBot can serve as an effective tool
for providing context in CPCS in affective support tasks. Con-
textBot does not have the ability to automatically generate re-
sponses, but checks workers’ inputs and retrieves multiple dimen-
sions of contexts manually predefined by annotators. The setting
of MI-adherent contextual guidance in this paper initially realized
the future prospect of [50], providing a strategy for generating
responses consistent with MI to avoid naive reflections towards
the user’s concerns. The task of contextual understanding was
embodied as the perception of specific contextual factors and MI-
adherent templates which could help workers generate custom
responses. Generally speaking, human chats often occur in a nat-
ural conversational flow, which may appear chaotic and illogical.
Contexts are hidden in different sentences throughout the chat.
Even with the help of advanced statistical models, it remains chal-
lenging to identify contexts from chat histories and link contexts
to the current utterance [64]. Moreover, there is currently no suffi-
cient evidence showing that organizing chat histories in a way that
follows a specific contextual structure can lead to easier navigation.
The value of ContextBot is thus to provide a possibility of struc-
turally segmenting hidden contexts in chat histories and guiding
the user in a humanized way. In fact, the comprehension of context
is indispensable in many counselling techniques, such as skilled

questioning where the therapist needs to recall and integrate the
previous context while planning for further questioning [30].

Our findings of the response quality corroborated results from
the work of [39] where the difference in the output quality was not
significant as a result of using conversational interfaces. However,
the entry points we considered suggest that interacting with short
conversations and contexts helps yield more consistent responses.
When the chat becomes long, higher completion of the context flow
and lower perceived entertainment may be helpful for high consis-
tency in MI-centered dialogue but large-scale studies are needed to
validate the significance. Aligned with our expectations, workers
are more likely to follow the chatbot’s guidance if they can view
ContextBot as an assistant with informative benefits, rather than an
entertaining feature. In terms of the execution time, it does not nec-
essarily take longer to generate highly consistent responses when
workers interact with ContextBot. However, results in Table 2 have
revealed that more time may be required when workers enter the di-
alogue late. Despite the trade-off between response consistency and
execution time, introducing ContextBot to long conversations could
help improve the user experience of workers without burdening
them with significantly increased cognitive load. It is therefore ap-
plicable to use ContextBot in CPCS where techniques of mitigating
waiting time or asynchronous models are present.
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Our takeaway from adopting a conversational interface to pro-
vide the context in CPCS is that the trade-off between context 
amount and context quality is essential. When the task requires 
specific guidance (e.g., MI-adherent techniques), the conversation 
flow should take into account both stated facts and effective guid-
ance where the amount of utterances presented by the chatbot is 
controlled appropriately. In addition, enhancing the confidence and 
collective identity of workers in performing affective support tasks 
cannot be ignored.

5.1 Implications for Designing Intelligent
Crowd Agents for Mental Health

Given the shortage of resources (e.g., lack of therapists, stigma)
[9], several research communities are becoming interested in de-
veloping mental health chatbots to meet the rising demand for 
mental health support [14, 22, 55]. The limitations of AI, on the 
other hand, contribute to a high attrition rate and a poor adoption 
rate for these mental health chatbots [10]. Although the CPCS has 
the potential to bridge this socio-technical gap, it is essential to note 
that sustaining quality might be difficult when using labor markets 
such as MTurk, Prolific, or Toloka. ContextBot contributes to the 
broader goals of constructing intelligent user interfaces for crowd 
computing to support mental health tasks by proposing a chatbot 
built on a structured approach using motivational interviewing 
and employing different dimensions of context. The ContextBot can 
assist workers in providing appropriate and high-quality emotional 
support in near real-time while reducing cognitive load.

This strategy can also surpass standard training methods that 
train workers before the primary conversational task, such as Train-
bot [3] or cognitive reappraisal technique [46], by training workers 
while they are busy crafting a response. Thus, our proposed solution 
can potentially reduce the logistical costs involved with maintain-
ing a separate pool of workers for training and the delay caused 
by training, thereby assisting in developing CPCS for real-time 
emotional support.

Moreover, given that crowd-powered systems rely on diverse 
workers with different backgrounds and skills, providing them 
with varying levels of context and MI-adherent guidance has the 
potential to eliminate cognitive bias in stress management tasks. 
This technique can also help preserve the consistent personality of 
CPCS by guiding workers to build on each others’ answers, which is 
essential for a positive user experience. Furthermore, existing work 
in this area maintains consistent dialogues using only linguistic 
context (such as keeping critical facts). We enhanced this work 
by applying several context dimensions developed from language 
theory and employing a chatbot as a mediator to support and coach 
workers toward quality input.

This study’s findings apply to numerous application domains 
that allow workers to engage in structured discussions that follow 
a set sequence or plan. Kim et al. [33], for instance, built a chatbot 
named DebateBot, which leverages the Think-pair-share technique 
to facilitate deliberate dialogue and persuade reluctant individuals 
to participate. Similarly, ContextBot can be utilized when we want 
a group of individuals to reach a conclusion using a “pre-authored 
structure”, making the conversation more focused, and facilitating 
a small group’s decision-making [15].

6 CONCLUSIONS AND FUTUREWORK
Online peer-to-peer psychological support has the advantages of
instantaneity and easy availability that cannot be easily replaced by
traditional counselling. CPCS used in affective support tasks pro-
vide a chance to solicit emotional intelligence from crowds to help
users in real-time. However, it is difficult to maintain global worker
memory, and new workers may give inconsistent responses as a re-
sult of not being able to quickly identify and understand the context
of the chat history. In this paper, we introduced a conversational
interface, ContextBot, to provide workers with systematic context
and guidance adherent to a counselling dialogue, and explored the
impact of this interface on response quality and interaction expe-
rience. We verified the effectiveness of ContextBot in MI-centered
dialogue and found that with short chat histories, interacting with
ContextBot improved response consistency, but with longer chat
histories, response consistency may still be affected by contextual
completion and perceived entertainment level. In addition, workers
who interacted with ContextBot did not feel the increased cognitive
load, but showed better user experience across different contextual
guidance, and also when faced with a longer chat history. Future
research needs to focus on the effect of conversational interfaces in
other task types, where automated methods could be adopted to
extract contextual guidance from the dialogue and embed different
context dimensions into the conversation flow.
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