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Summary

Advancing simulation-based driver training

Road traffic crashes of young drivers are a major public health problem in all motor-
ized countries. Research has shown that current on-road driver training is not effec-
tive in reducing these crashes, warranting the need for advancement. Driving simu-
lators offer complementary advantages to on-road training: free control over training
conditions, standardization, and objective driver assessment. Contemporary simu-
lator developers do not fully exploit these possibilities; focus is often on the improve-
ment of hardware and software in order to provide a realistic driving experience.
However, it is unclear what level of realism (i.e., fidelity) is required for effective
training. This is especially true for physical motion cueing: Although motion plat-
forms have been useful for increasing user acceptance and for improving in-simula-
tor performance, they are a major cost driver in the simulation industry and it is
unknown whether they improve drivers’ proficiency.

The first objective of this thesis is to exploit the driver assessment possibilities of
simulators. In particular, the aim is to develop a method that can process raw meas-
urement data into meaningful indicators about the learner driver, which can subse-
quently be used for student-adaptive feedback, instructions, and guidance. The
second objective is to develop knowledge regarding how simulator fidelity – espe-
cially motion cueing – relates to training effectiveness.

First, this thesis presents a literature study on driver behaviour models and an
analysis of experimental data in order to find out what model is suitable for con-
structing a student-profile. It is found that adequately understanding driver behav-
iour is not possible through a qualitative motivational model, nor can it be achieved
with an adaptive control model that tries to describe what a driver exactly does at a
certain moment. Instead, exploratory factor analysis is proposed; a statistical method
for explaining individual differences. This method uses the matrix of correlations
amongst diverse measures to describe these data by means of a small number of
underlying factors.

Next, factor analysis is applied on data of a large number of participants who
completed a driver-training programme in a simulator. From the task failures and the
mean task completion times, three factors are extracted that are interpreted as er-
rors, violations, and speed. Errors are unintentional, whereas violations represent
intentional deviations from normal or recommended behaviour. Previous studies have
used questionnaires for investigating the distinction between violations and errors.
The present study is probably the first to extract the violation-error distinction from
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driving simulator data. Speed represents an individual characteristic that underlies
the task completion times. Speed was found to have a positive correlation with vio-
lations but a negative correlation with errors. The validity of the three factors is as-
sessed by investigating their relationships with gender, age, and the results of the
on-road driving licence test. In accordance with literature about on-road driver be-
haviour, men were found to have a higher speed-score, a higher violation-score,
and a lower error-score than women. Older participants had a lower violation-score
and a lower speed-score than younger participants. Earlier licensure was statisti-
cally associated with a higher speed-score, a lower error-score, and a lower viola-
tion-score. It is recommended to employ the factor-scores in a student-profile which
can be used for student-adaptive training.

Next, a literature study is provided on the relationship between driving simulator
fidelity and training effectiveness. It is found that fidelity requirements are deter-
mined by a compromise, in which positive effects of an intervention (validity, trans-
fer, and user acceptance) should be weighted against negative effects (cost, com-
plexity, distraction, cue artefacts/conflicts). This thesis subsequently investigates
whether low-cost motion cueing systems can satisfy this compromise of advan-
tages and disadvantages. The following seven systems are experimentally tested in
elementary braking and cornering tasks: a motion seat, a seatbelt tensioning sys-
tem, a stiff brake pedal, a vibrating steering wheel, screeching tyre sound, a vibrat-
ing seat, and a pressure seat. The results show that most of these systems increase
participants’ ratings of realism, improve in-simulator performance, or result in lower
vehicle decelerations. Hence, these systems satisfactorily fulfil the examined func-
tions of motion platforms at a lower cost, thereby providing a good solution to the
aforementioned compromise. Experiments are still needed that compare different
motion systems regarding the transfer of training from the simulator to the roads.

A shortcoming of low-cost simulators is the limited amount of available sensors to
record driver behaviour. Current driving simulators do not have eye-tracking sys-
tems and therefore cannot provide feedback on important visual tasks such as mir-
ror-checking. Therefore, an experiment is conducted to investigate the effect of feed-
back on mirror-checking in a driving simulator. The results show that feedback led to
improved learning for experienced drivers, but there was no benefit for inexperi-
enced drivers. It is recommended to improve the didactic aspects of the simulator
before augmenting the simulator with complex eye-tracking hardware.

This thesis concludes that factor analysis is a valuable method for constructing a
student-profile on driving skill and driving style. The second conclusion is that low-
cost motion cueing systems are valuable substitutes for more complex motion plat-
forms. For future work, it is recommended to develop methods to suppress violating
behaviour, to investigate transfer of training from the simulator to the roads, and to
study the predictive validity of simulators regarding a person’s accident proneness.

Joost de Winter
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Samenvatting

Verbeteren van op simulatie gebaseerde rijtraining

Verkeersongevallen van jonge bestuurders vormen een groot volksgezondheids-
probleem in alle gemotoriseerde landen. Onderzoek heeft aangetoond dat de huidige
rijtraining op de weg niet effectief is in het verminderen van deze ongevallen; er is
behoefte aan verbetering. Rijsimulators bieden voordelen complementair aan train-
ing op de weg: vrije controle over de trainingscondities, standaardisatie en een
objectieve beoordeling van de bestuurder. De ontwikkelaars van simulators maken
nu niet optimaal gebruik van deze mogelijkheden; de focus ligt veelal op de
verbetering van hardware en software met het doel een meer realistische rijervaring
te creëren. Het is echter onduidelijk welke graad van realisme nodig is voor een
effectieve training. Dit geldt vooral voor fysische bewegingsinformatie. Hoewel
bewegingsplatforms nuttig zijn gebleken voor het verhogen van acceptatie onder
gebruikers en voor het verbeteren van prestaties in de simulator, zijn ze duur en is
het onduidelijk of ze de vaardigheid van bestuurders verbeteren.

Het eerste doel van dit proefschrift is het benutten van de mogelijkheden van
prestatiebeoordeling van rijsimulators. Meer in het bijzonder is het doel een methode
te ontwikkelen die rauwe meetgegevens kan verwerken tot betekenisvolle indicatoren
over de leerling, die gebruikt kunnen worden voor leerling-adaptieve training,
instructies en sturing. Het tweede doel is kennis te verkrijgen in de wijze waarop de
graad van realisme van een simulator – bewegingsinformatie in het bijzonder –
samenhangt met de effectiviteit van de training.

Eerst wordt in dit proefschrift een literatuuronderzoek uitgevoerd naar bestuur-
dersmodellen en worden experimentdata geanalyseerd om te achterhalen welk model
geschikt is voor het opstellen van een leerling-profiel. Geconcludeerd wordt dat
bestuurdersgedrag niet adequaat begrepen kan worden met behulp van een
kwalitatief motivatiemodel en ook niet met een adaptief controlemodel dat tracht te
beschrijven wat de bestuurder precies doet op een bepaald moment. Er wordt
daarentegen een statistische methode geadviseerd voor het onderzoeken van
individuele verschillen, namelijk exploratieve factoranalyse. Deze methode gebruikt
de correlatiematrix van verschillende maten om deze data te verklaren door middel
van een klein aantal onderliggende factoren.

Vervolgens wordt factoranalyse toegepast op de data van grote groepen deel-
nemers die een rijtrainingsprogramma hebben doorlopen in een rijsimulator. Uit de
taakfouten en de gemiddelde duur van de taken worden drie factoren geëxtraheerd,
die geïnterpreteerd zijn als fouten, overtredingen en snelheid. Fouten zijn onop-
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zettelijk, terwijl overtredingen opzettelijke deviaties van normaal of geadviseerd
gedrag voorstellen. Eerdere studies naar het onderscheid tussen fouten en
overtredingen maakten gebruik van vragenlijsten. De huidige studie is waarschijnlijk
de eerste die het onderscheid tussen fouten en overtredingen heeft geëxtraheerd
uit simulatordata. Snelheid is een persoonskenmerk dat onderliggend is aan de
duur van taken. De resultaten laten zien dat snelheid een positieve correlatie heeft
met overtredingen, maar een negatieve correlatie met fouten. De validiteit van de
drie factoren is beoordeeld door het onderzoeken van het verband met geslacht,
met leeftijd en met de resultaten van het rijexamen op de weg. In overeenstemming
met literatuur over rijgedrag op de weg, hadden mannen een hogere snelheidscore,
een hogere overtredingscore, en een lagere foutscore dan vrouwen. Oudere
deelnemers hadden een lagere overtredingscore en een lagere snelheidscore dan
jongere deelnemers. Het eerder behalen van het rijbewijs hing statistisch samen
met een hogere snelheidscore, een lagere foutscore en een lagere overtredingscore.
Het wordt aanbevolen om de factorscores te implementeren in een leerling-profiel,
dat gebruikt kan worden voor leerling-adaptieve training.

Dit proefschrift beschrijft vervolgens een literatuurstudie naar de relatie tussen
de graad van realisme van een rijsimulator en de effectiviteit van de training. Ge-
concludeerd wordt dat de vereiste graad van realisme bepaald wordt door een
compromis, waarin de positieve effecten van een interventie (validiteit, trainings-
overdracht, acceptatie van gebruikers) moeten worden afgewogen tegen de
negatieve effecten (kosten, complexiteit, afleiding, onvolkomenheden/conflicten in
de aangeboden informatie). Hierna is onderzocht of goedkope systemen die
bewegingsystemen aanbieden kunnen voldoen aan dit compromis van voor- en
nadelen. De volgende zeven systemen zijn experimenteel getoetst tijdens elementaire
rem- en stuurtaken: een bewegende stoel, een aanspannende riem, een stijf
rempedaal, een vibrerend stuurwiel, piepend bandengeluid, een trillende stoel en
een drukstoel. De resultaten geven aan dat de meeste van deze systemen zorgen
voor een door de deelnemers hoger ingeschat realisme, voor verbeterde prestaties
in de simulator of voor kleinere remvertragingen. Ofwel, deze systemen vervullen
de onderzochte functies van bewegingsplatforms naar tevredenheid tegen lagere
kosten en vormen daarmee een goede oplossing voor bovengenoemd compromis.
Er is nog behoefte aan experimenten die een vergelijk maken tussen simulators met
verschillende bewegingssystemen met betrekking tot de overdracht van training
van de simulator naar de weg.

Een tekortkoming van goedkopere simulators is dat daarin een beperkt aantal
sensors aanwezig is om het bestuurdersgedrag te registreren. De huidige simula-
tors hebben geen kijk(richting)registratieapparatuur en kunnen daarom geen feed-
back geven op belangrijke visuele taken zoals het controleren van de spiegels.
Daarom is een experiment uitgevoerd dat de effecten van feedback op het gebruik
van de spiegels onderzoekt in een rijsimulator. De resultaten geven aan dat feed-
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back leidt tot verhoogde leerprestaties bij ervaren bestuurders, maar er was geen
voordeel voor onervaren bestuurders. Het wordt aanbevolen om de didactische
aspecten van de simulator te verbeteren, alvorens de simulator te voorzien van
complexe kijkregistratieapparatuur.

Dit proefschrift concludeert dat factoranalyse een waardevolle methode is voor
het opstellen van een leerling-profiel over rijprestatie en rijstijl. De tweede conclusie
is dat goedkope systemen die bewegingsinformatie aanbieden nuttige alternatieven
zijn voor complexere bewegingsplatforms. Voor toekomstig onderzoek wordt
aanbevolen om methoden te ontwikkelen die overtredinggedrag kunnen onder-
drukken, te onderzoeken of de vaardigheden die geleerd zijn in de simulator
overdraagbaar zijn naar de weg, en de voorspellende waarde van simulators te
onderzoeken met betrekking tot iemands kans op een verkeersongeval.

Joost de Winter
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De Winter, J.C.F., De Groot, S., Mulder, M., & Wieringa, P.A. (2008b). Issues in on-
road driver training and prospects for simulation-based training. Parts of this manu-
script have been submitted for consideration in the Journal of Safety Research,
Elsevier.



Prospects for simulation     33333

1. Introduction
1.1. Young driver problem

Road traffic crashes are a major health problem in all motorized countries. World-
wide, approximately 1.2 million fatalities occur in road traffic every year and millions
more get injured or disabled. The high-income countries account for about 10–15%
of the deaths and annual disability-adjusted life years (Peden et al., 2004). If the
European Union countries were able to prevent all road traffic crashes and associ-
ated costs, a 162 billion Euro socioeconomic benefit would arise annually (Euro-
pean Transport Safety Council, 2003), about 2% of the gross domestic product.

Figure 1 shows the number of victims of car crashes in the Netherlands with a
severity of injury that led to hospitalization. It can be seen that younger people,
particularly men, are overrepresented. The overrepresentation of young drivers in
car crashes is also referred to as the young driver problem (Organisation for Eco-
nomic Co-operation and Development [OECD], 2006). In the OECD countries, fa-
talities in road traffic per million population occur twice as frequently among drivers
who are younger than 25 years as compared to older drivers (OECD, 2006). Glo-
bally, road traffic crashes are the leading cause of death among 15–19-year-olds
(Toroyan & Peden, 2007). Figure 1 also shows that, during the last decades, the
number of crashes decreased considerably. Because this decrease was more pro-

Figure 1. Number of police-registered victims of car crashes in the Netherlands with a
severity of injury that led to hospitalization, as a function of age, gender, and year

(SWOV, 2008).
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nounced for older persons, the crash involvement of younger persons has become
relatively more prominent. Based on Figure 1, when comparing the period 1990–
1999 with the period 2000–2007, the crash risk of the 26–80 age group declined
with 22%, whereas the crash risk of the 16–25 age group declined with only 1%.
Similar trends, based on fatal crash data per kilometre travelled, have been ob-
served in other countries as well (OECD, 2006; Twisk & Stacey, 2007). A possible
explanation for the relative increase of the young driver problem is that generic
safety measures, such as improved crashworthiness of vehicles and better enforce-
ment, had positive effects for particularly the older drivers, whereas measures that
were specifically aimed at young drivers, such as changes in driver education, had
no effect on crash statistics (Vlakveld, 2006a).

As a simplification, it is assumed that the three main contributing factors to the
young driver problem are age, inexperience, and gender (OECD, 2006). With re-
gard to age: Younger drivers have a higher tendency for sensation seeking behav-
iour and unsafe lifestyles than older drivers (Arnett, 1996; OECD, 2006). The sec-
ond contributing factor, interacting with age, is inexperience. Learning to drive needs
extensive practice to reach a sufficient level of skill (OECD, 2006). As a novice
driver gains experience, mental models are formed, perceptual skills improve, and
fewer mental resources are required for executing driving tasks correctly (e.g.,
Drummond, 1989; Nyberg, 2007). The third contributing factor is gender. Young
men drive more than young women, and have higher tendencies for risk factors
such as fast driving and violating traffic rules (OECD, 2006). In addition to these
three factors, specific risk factors have been identified, such as distraction by
infotainment systems (J.D. Lee, 2007) and sleep deprivation (Groeger, 2006).

The interacting effect of age and experience is illustrated in Figure 2 (adapted
from Maycock & Lockwood, 1993). It can be seen that age has a positive effect on
crash risk, but driving experience has a stronger influence. Crash risk decreases
sharply within the first few months (or thousands of kilometres) after passing the
driving test (see also Emmerson, 2008; Mayhew et al., 2003; McKnight & McKnight,
2003; Vlakveld, 2005a). In other words, although newly licensed drivers have expe-
rience in the form of driving lessons, they start driving independently at a safety
level considerably lower than that reached after only a few months of independent
driving. Major safety benefits would result if the learning now occurring during the
first months of independent driving could be achieved under protected training con-
ditions.

1.2. The role of simulation-based training

Currently, an important trend in driver training is the increased use of technological
aids. A number of CD-ROM-based training packages have been developed
(Senserrick & Haworth, 2005), and driver-training simulators are becoming com-
monplace (e.g., Allen et al., 2007a; Welles & Holdsworth, 2000). In the EU-funded
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TRAINER project, research was conducted into the use of driving simulators as a
means to improve road safety (Dols et al., 2001). Another EU-funded project, called
TRAIN-ALL, aims to develop a cost-effective driver training and assessment system
(Panou & Bekiaris, 2007). The increasing role of simulators in driver training is a
phenomenon that warrants further investigation.

In this chapter, we provide an overview of the effectiveness of current on-road
driver training with regards to road safety. Moreover, we explore the potential role of
simulation-based driver training to improve training effectiveness. We show which
issues are to be tackled in on-road driver training and what opportunities and chal-
lenges lie ahead in simulation-based training. Finally, we make recommendations
regarding research needed to improve training effectiveness, to the benefit of safety
on the road.

2. On the effectiveness of on-road driver training
The original Holy Trinity of traffic safety measures comprised the three E’s: Educa-
tion, Enforcement, and Engineering. Today, many interventions of the latter two E’s
have shown to be effective, such as improved crashworthiness of cars, guardrails,
yield or stop signs at intersections, speed humps, mini roundabouts, setting and

Figure 2. The predicted effect of age and driving experience on accident liability for
drivers whose annual mileage is 7,500. The figure is constructed from a model based on
questionnaire responses of 13,519 drivers. The dashed line represents the effect of age
on accident liability. The solid lines represent the effects of experience for drivers who

start to drive at the ages shown in the figure.

Adapted from Maycock, G., & Lockwood, C.R. (1993). The accident liability of British car drivers.
Transport Reviews, 13, 231–245, Figure 2. Reuse offered by Taylor & Francis.
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enforcing speed limits, seatbelt legislation and enforcement, as well as the introduc-
tion and enforcement of laws on blood alcohol concentration (Elvik & Vaa, 2004;
Toroyan & Peden, 2007). However, education in the form of formal driver training is
generally not in the list of effective crash countermeasures.

2.1. The effectiveness of formal driver training

The primary goal of driver training and testing should be to ensure that new road
users drive safely. A meta-analysis of Elvik and Vaa (2004) concluded, however, that
formal driver training is not an effective road safety measure. The analysis included
16 studies that compared formal driver training by driving schools with informal
driver training, that is, self-training or training provided by family or friends. After
selecting the methodologically best studies (i.e., experiments that distributed par-
ticipants randomly between formal and informal driver training), results showed that
formal driver training resulted in 0% difference in the number of crashes per driver
and 11% more accidents per kilometre driven as compared to informal training. In
addition, experiments showed that the more lessons one had taken, the more the
crash rate increased (Elvik & Vaa, 2004). One may argue against the validity of the
meta-analysis of Elvik and Vaa (2004) as it comprised many older studies, such as
the large DeKalb study from the 1980s (see Lund et al., 1986). Psychological proc-
esses that are currently known to contribute to the ineffectiveness of formal driving
training (see section 2.5) were not used in designing these older curricula. In addi-
tion, many studies had been carried out in the United States and (oppositely to
European curricula) were characterized by lots of classroom education and little on-
road training (see Vlakveld, 2006a, for a discussion).

Several research papers are more optimistic about driver training. For example, a
study from Denmark stated that nationwide changes of the training curriculum in
1986, including incorporation of hazard perception and defensive driving, were (par-
tially) responsible for a decrease in crash risk (Carstensen, 2002). Unfortunately,
that study, as many others, was not a controlled trial and therefore methodologically
weak. According to Elvik and Vaa (2004), the results of their meta-analysis cannot
be explained because poorer training schemes were evaluated. It was far more
probable that the evaluated studies were relatively well thought-out programmes.
The results cannot be explained by the fact that the research was of poor quality
either. On the contrary, there was a tendency that the methodologically better stud-
ies yielded less favourable effects on road safety.

Various other overviews exist showing that formal driver training is ineffective
(e.g., Brown, 1997; Christie, 2001; Mayhew et al., 1998). Scientific reviews and meta-
analyses have not been optimistic on the safety-benefits of the post-licence Defen-
sive Driving Course in the United States (Lund & Williams, 1985), high school driver
education (Vernick et al., 1999), and post-licence driver education programmes
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(Ker et al., 2005). Summarized, current formal training programmes appear to offer
no benefits in terms of safe driving as compared to informal training.

2.2. The effectiveness of other types of training

Elvik and Vaa (2004) also meta-analysed the effects of knowledge training, special
skills training, and training of certain groups of drivers. No clear statistical relation-
ship between driver’s theoretical knowledge and crash rates was found. Skid train-
ing and night driving courses significantly increased the number of crashes, which
is remarkable, considering that the majority of such courses intend to teach skills in
avoiding crashes, such as evasive manoeuvring. Courses for older drivers did not
appear to affect the number of crashes per driver either. However, formal training of
professional drivers, in particular training in defensive driving taught at the workplace
combined with motivation and incentive systems, did reduce crash rate. Other ex-
perimental studies showed that teaching defensive driving to drivers who had been
previously convicted for traffic offences reduced the number of crashes (see also
Masten & Peck, 2004, for a meta-analysis demonstrating a positive effect; however,
Ker et al., 2005, for a meta-analysis describing that there is no effect). To summa-
rize, the effects of other types of driver training are rather mixed. Training of techni-
cal driving skills in some cases increases crash risk, whereas safety benefits are
observed in some intensive attitude related training programmes.

2.3. The effectiveness of accompanied practice

As mentioned, inexperience is a key contributing factor to the young driver problem.
Therefore, recent guidelines recommend high levels or extended periods of pre-
licence accompanied practice (referred to as lay instruction, e.g., with parents)
(Hatakka et al., 2003; OECD, 2006). At present, accompanied practice is allowed in
15 of the 27 European Union countries, but few countries actively encourage prac-
tice to increase novices’ experience by the time they start driving independently
(Twisk & Stacey, 2007). Positive associations between accompanied practice and
road safety have been found in Sweden, Finland, and Austria (Gregersen et al.,
2000; Twisk & Stacey, 2007); mixed results were found in France and Norway (Twisk
& Stacey, 2007). In all cases, causal relationships were not evident as they were no
randomized controlled trials. That is, those drivers who chose to drive with parents
could be inherently safer than those who did not choose to do so.

Although researchers’ opinions about accompanied practice are often positive,
there exist important drawbacks that should be mentioned. Disadvantages are that,
firstly, not everyone has the possibility of doing so. Low popularity and stress be-
tween parents and teens can be problematic as well (Simons-Morton & Ouimet,
2006; Twisk & Stacey, 2007). Second, there is lack of standardization. Focus is on
learning by doing, whereas goals, contents, and structure of training are subject to
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wide variability (Hatakka et al., 2003). This may lead to the acquisition of bad habits.
In France, the lack of success of accompanied practice was attributed to the fact
that the trips undertaken were more standard (e.g., shopping and holidays), whereas
for more demanding tasks the responsibility was delegated to the supervisor (Page
et al., 2004; Twisk & Stacey, 2007). Third, although accompanied practice has been
reported to be as much as 10–35 times safer than independent driving after obtain-
ing a licence, it is not completely safe. Research from Sweden has shown that about
three fatalities occurred per year during supervised practice (Gregersen et al., 2003).
Fourth, a number of studies exist that have cast doubts on the effectiveness of
accompanied practice (Simons-Morton & Ouimet, 2006). Groeger and Banks (2007)
believed that there is little foundation for the hypothesis that what is learned under
protective conditions (either accompanied driving or restrictions such as a nighttime
curfew during the intermediate phase of graduated driving licensing) will have a
safety benefit in later driving. Although crash risk drops when the protective meas-
ures are applied, drivers remain at risk when the restrictions are eased (Groeger &
Banks, 2007; Males, 2007). To summarize, it is uncertain whether pre-licence ac-
companied practice is an effective remedy to the young driver problem. More re-
search is needed.

2.4. Does formal training help to pass the driving test?

The most important reason why novices want to learn to drive is likely to obtain a
driving licence, not to drive safely per se. Although there is substantial evidence
that driving skills improve during formal training (e.g., Groeger & Clegg, 2007), it is
questionable whether formal training is more effective than accompanied practice
(per hour of driving) in letting students pass the driving test. Hatakka et al. (2003)
concluded that pass rates tend to be higher in professional training than in more
structured training models. However, causal effects are not evident. A study of Forsyth
(1992) showed that, for more than 10 hours of training, those students who had
received more hours of professional training had a lower chance of passing the
driving test. Similarly, Hall and West (1996) found that instructors’ ratings of the
chance of passing the driving test in the first attempt was positively associated with
prior hours of practice and negatively associated with prior formal tuition. In these
studies, the direction of causality was difficult to ascertain. Groeger (2001) con-
cluded that it is likely that worse drivers gradually gravitate towards professional
instructors, but that the amount or nature of the tuition they then receive is not suffi-
cient to enable them to improve as much as they need to.

2.5. Causes of the ineffectiveness of on-road driver training

It was shown that the effectiveness of current on-road driver training is rather poor,
and at best, mixed. Numerous scientific studies have investigated the causes of the
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ineffectiveness of on-road driver training. Literature provides several possible inter-
related reasons why formal driver training on the road does not improve traffic safety,
which are described below.

2.5.1. Drivers adapt

Elvik and Vaa (2004) considered that drivers adapt their behaviour according to
their perceived ability. Training may lead to earlier licensure and may create
(over)confident drivers who are tempted to drive less carefully. Indeed, many stud-
ies stated that crashes are particularly related to poor safety strategies and commit-
ting of violations, not to poor basic vehicle handling skills per se (e.g., Clarke et al.,
2005; Parker, 2007).

2.5.2. Safety is ignored in training

Another popular explanation is that current training is essentially guided to obtain-
ing the driving licence as quickly as possible, and that it ignores much of the safety-
relevant behaviour. Amongst others, Hatakka et al. (2003) recommended that driver
training should put more emphasis on higher order skills such as risk-assessment,
self-assessment, and the development of a responsible attitude.

2.5.3. Necessarily experience-based

Some have suggested that there is no foundation for the assumption that what is
learned under restricted conditions will have a safety benefit (e.g., Groeger & Banks,
2007). Harrison (1999) asserted that the development of automaticity and internal
models is necessarily experience-based and that it is difficult to conceive a training
method which could replace the need for experience. Harrison noted that it might
be possible to use a driving simulator for this purpose but recommended that more
research into simulator fidelity, that is, its capability to provide a realistic driving
experience, is required.

2.5.4. Psychologically unsound

Brown (1997) suggested that driving instruction might be psychologically unsound.
Explanations were sought in the effectiveness of part-task training versus whole-
task training, or distributed practice (short driving lessons) versus massed practice
(long driving sessions). In addition, it may be difficult to learn whilst simultaneously
performing a task and receiving declarative information from a human instructor.
Furthermore, driving under supervision may prevent learning of autonomous deci-
sion-making and may make pupils anxious compared to driving with nonprofession-
als. Drummond (1989) criticized the limited sophistication of course content. Courses



1010101010     Chapter 1

covered a wide range of areas, but educational objectives were based neither on
empirical evidence nor did they have a substantive theoretical foundation.

2.5.5. Too little training

Simons-Morton and Ouimet (2006) considered that an important cause of the inef-
fectiveness of current driver training in the United States is that far too few hours of
professional road instruction were applied. Similarly, Brown (1997) considered that
there are too few opportunities to practise and automate behaviour. A recent report
from the United Kingdom provided disconcerting conclusions about the lack of var-
ied training: “From a road safety perspective, it is worrying that one in twenty (5%)
respondents who passed the test had no experience on country roads, given that a
high proportion of casualties occur on rural roads. One in eight (12%) respondents
who actually passed their practical test admitted that they had no experience at all
of driving in darkness” (Emmerson, 2008, p. 11).

Figure 3. Pass rates on the first attempt on the official Dutch driving licence test as a
function of testing location. The 56 regions are sorted on the pass rate in the period April
2006–March 2007. The lowest pass rates were observed in the more densely populated
regions (e.g., Amsterdam, Rotterdam). The pass rates were approximated using publicly
available data of all driving schools in the Netherlands (CBR, 2008). Because the pass

rates and the number of students of driving schools were listed as categorical data (e.g.,
0–5%, 6–10%, …), the most probable number for each category was used in the

approximation.
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2.5.6. No objective data

Fairness and reliability are crucial aspects in psychological education and testing
but are compromised during on-road training. Human performance assessments
and corresponding feedback are inevitably subjective and sensitive to individual
differences. Indisputably, subjective measures often contain valuable information
that cannot be captured by objective performance measures. However, using a
combination of objective and subjective measures can reveal more about task per-
formance than a measure taken in isolation (Brookhuis & De Waard, 2002).

Groeger and Rothengatter (1998) described that feedback and error-correction
procedures were not systematically applied, which may be one of the causes of the
poor results of formal driver training. The discrepancy between human perform-
ance assessments (including self-assessments) and actual driving behaviour has
been discussed extensively in the literature (e.g., Groeger, 2000a; Hatakka et al.,
1997; Sundström, 2008). Baughan et al. (2005) found that there were substantial
differences in the durations of the driving tests, addressed items, and pass rates
between countries and test centres. Conditions on the road as well as driving test
results were largely random. Figure 3 shows the approximated pass rates on the
official driving test for the 56 testing regions in the Netherlands. It can be seen that
fairly large and consistent differences in pass rates existed between testing loca-
tions. The causes of this unevenness cannot be inferred from these data. Possible
explanations are regional differences in road infrastructure, amount and quality of
driving lessons, or demographics. Nonetheless, these results do suggest that train-
ing or testing conditions differ across the country.

Performance assessment during on-road driver training is inevitably subjective.
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2.6. New perspectives

The rather pessimistic state-of-affairs of current driver training methods does not
imply that it is impossible to create a more effective training strategy. Extensive
research is undertaken to improve driver-training models. Many underscore the im-
portance of research in traffic safety and driver training (e.g., Johnston, 1992; Mayhew,
2007; OECD, 2006; Peden et al., 2004). In a recent report (European Commission,
2007), a list of best practices was provided for improving driver training. The EU-
project BASIC (Hatakka et al., 2003) as well as Williams (2006) recommended that
diverse training methods need to be applied together because one method alone is
not effective enough.

3. Simulation-based driver training
The use of driving simulators for training purposes is on the rise. At present, about
100 driving simulators are operational in the Netherlands for basic driver training
(Kappé & Van Emmerik, 2005). The present section elaborates on past research,
advantages, disadvantages, and unexploited opportunities of simulation-based driver
training. Note that the essentials of training in driving simulators, such as the char-
acteristics of simulator software and hardware, are introduced elsewhere (e.g., Kappé
& Van Emmerik, 2005; SWOV, 2006).

3.1. Is simulator training effective?

There are several indications but no compelling evidence that simulator training
speeds up skill acquisition of unlicensed drivers as compared to on-road training
(Kappé & Van Emmerik, 2005; Vlakveld, 2006b). A study has shown that it is possi-
ble – at least for some individuals – to pass the driving licence test after just 9 hours
simulator training in combination with about 30 minutes on-road practice (Wierda,
1996; described in Vlakveld, 2005b). In addition, studies have demonstrated trans-
fer of training from the simulator to the road. Roenker et al. (2003) found that simula-
tor training enhanced performance of at-risk older adults on particular driving tasks,
although some of these gains disappeared over time. Simulator training showed
transfer to the road of fuel-efficient driving (Strayer & Drews, 2003; Strayer et al.,
2005) and manoeuvring of a truck (e.g., Uhr et al., 2003).

Few studies have investigated the effects of simulator training on drivers’ crash
involvement. An early study from 1973 (Jones, 1973; described in Elvik & Vaa, 2004)
found that there was no significant difference in crash rate between drivers who had
training in a simulator and drivers who were trained in regular traffic. Experiments
found positive effects of computer-based training on hazard awareness and atten-
tion control in the simulator and on the road (e.g., Diete, 2008; Fisher et al., 2006;
Senserrick & Haworth, 2005, for an overview). It has also been found that the results
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of computerized hazard perception tests were predictive of drivers’ crash involve-
ment on the road (Congdon, 1999; Vlakveld, 2008; Wells et al., 2008). Recently,
Allen et al. (2007a) found that those individuals who had completed a simulator
training programme involving repeated exposure to critical hazards in a wide field of
view instrumented cab, had a post-licence crash risk that was only one third of that
of the general teen population. However, the study was not a randomized controlled
trial and a causal relationship was therefore not established. The only randomized
controlled trail we could find that evaluated the effect of simulator training on crash
risk was conducted by Strayer et al. (2005, 2008). These authors evaluated a pur-
pose-developed training programme involving 4 hours of simulation for snowplough
operators. The simulator curriculum incorporated part-task training and variable pri-
ority training methods. Results showed that in the 6-month period following training,
the chance of being involved in an accident were lower for the drivers who had
received training as compared to a matched control group that had not received
training. Moreover, user ratings were high, with drivers indicating that the training
helped them prepare to drive safely. For future research, it would be interesting to
compare the effectiveness of simulation-based training to traditional training with a
human instructor.

To summarize, there exists no evidence that pre-licence simulator training is more
(or less) effective than on-road training. However, for professional snowplough driv-
ers, it has been demonstrated that simulator training can reduce future crash risk.
Finally, it can be said that simulation-based training is relatively new and unstudied
compared to driver training on the roads.

3.2. Advantages of driving simulation

Driving simulators offer advantages and complementary possibilities to formal driver
training on the road. These include (a) operational advantages, (b) control over
training conditions and standardization, (c) novel possibilities for feedback and in-
struction, and (d) objective performance measurement.

3.2.1. Operational advantages

Simulators can prepare drivers to handle unpredictable or safety-critical tasks that
are inappropriate to practise on the road, such as collision avoidance or risky driv-
ing (Hoeschen et al., 2001). Making mistakes may be a key dimension to learning.
Flach et al. (2008) stated: “This is likely to be one of the values of simulators – they
offer an opportunity to learn from mistakes in a forgiving environment” (p. 134). Allen
et al. (2007a) made similar remarks: “Motor vehicle crashes are significantly higher
among young drivers during the first year of licensure, and crash risks decline with
increased experience …. This produces an interesting dilemma about how to pro-
vide young drivers with driving experience without significantly increasing their crash
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risk. Driving simulation may be the solution to this dilemma, since exposure to haz-
ardous driving conditions can be simulated in a controlled and repetitive way with-
out risk.” The sheltered conditions in a simulator provide another desired effect.
Results of interviews with simulator students and driving school owners indicated
that reduced nervousness was regarded as one of the primary advantages to start
training in a simulator instead of a real car (Van der Snee, 2005).

Training in a simulator can be cheaper than training in the operational environ-
ment. In flight simulation, the corresponding cost ratios between real training and
simulation-based training far exceed 1:20 (see Verstegen, 2003). Obviously, these
cost ratios will be less beneficial for a task as car driving (Wheeler & Trigs, 1996).
Nonetheless, driving simulators are being used for driver training on a cost-effective
basis (e.g., Kappé & Van Emmerik, 2005). One of the main cost-savings of using a
simulator stems from the fact that – with a well-developed intelligent tutoring system
– a human driving instructor in the traditional sense is not needed anymore (Kappé
et al., 2003; Weevers et al., 2003b). Then again, not all simulators are cost-effective
devices. It has been suggested that the investments that were required for certain
(research) driving simulators may have been unjustified (Evans, 2004). Finally, simu-
lators do not consume fuel and do not use the road infrastructure. Although quanti-
tative data are unavailable, it is likely that fixed-base simulators use less energy and
are responsible for less CO2 emissions than a real car.

3.2.2. Control over training conditions and standardization

Simulators provide complete control over training conditions. Behaviour of other
vehicles, weather conditions, or the virtual environment can be manipulated in real
time according to the training needs (Wassink et al., 2006). It is also possible to
confront a trainee with novel technical devices such as adaptive cruise control, front
wheel drive or rear wheel drive, or vehicles of different masses, which can make
them aware that they should adapt their behaviour (Hoeschen et al., 2001). Further-
more, it is possible to (partially) automate driving tasks. For trainees who practise
steering, use of throttle and gear changing can be assisted or automated, reducing
workload and allowing more attention allocated to the main training task. Virtual
environments are purpose-developed as well, making it possible to practise many
manoeuvres in a short training session. In addition, simulators offer the possibility of
standardization of training conditions. Students at different locations can drive un-
der the exact same conditions, if the simulators have identical hardware and soft-
ware.

3.2.3. Novel possibilities for feedback and instruction

De Groot et al. (2007) provided an overview of the didactic possibilities of driving
simulators. Simulators can show demonstrations, replays, and video instructions to
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present courseware of real-world scenarios. Simulators allow for the possibility of
performing part-task exercises. Finally, simulators have the possibility to provide
feedback and instructions in modalities other than speech, such as visual inter-
faces, auditory signals, tactile feedback (such as a vibrating seat), or augmented
cueing and feedback (Hoeschen et al., 2001; Van Emmerik, 2004). A recent study
found beneficial effects from multimodal instruction in driving simulation. Here, visual
route instructions were provided complementarily to traditional preprogrammed route
instructions, diminishing the number of driving errors (De Groot et al., 2006).

3.2.4. Objective performance measurement

A driving simulator can measure performance automatically, objectively, and accu-
rately. Multiple channels (e.g., steering wheel angle, vehicle speed, intervehicle spac-
ing) can be recorded and stored in memory. As this PhD thesis will demonstrate,
these data can be used for objective diagnosis of student performance, statistical
analyses, and predictions of future driving performance. Objective measurement
and data storage is hardly possible during on-road training, unless an instrumented
vehicle is used. McCall et al. (2004) provided insight into the significant amount of
technological systems that are needed to record a real vehicle’s state and its near
surroundings.

3.3. Disadvantages of driving simulation

Most criticism on driving simulators boils down to their limited realism. Per definition,
driving in a simulator is not the same as driving in the real world. In other words,
simulators have limited fidelity. The following fidelity-related disadvantages of driv-
ing simulation have been identified:

1. It has been argued that particular skills, such as vehicle manoeuvring, cannot be
properly trained in a simulator because of the discrepancy between the cues
offered by the simulator and the cues offered in reality (Kappé & Van Emmerik,
2005). More generally, insufficient transfer from what has been learned in the
simulator to later activities is a concern of all simulation-based training.

2. Simulator sickness symptoms may undermine training effectiveness (see e.g.,
Mollenhauer, 2004).

3. Students may be less motivated by a limited-fidelity simulator and prefer a real
vehicle instead. That is, there is the issue of user acceptance.

4. There is a lack of social context with other road users, which makes it difficult to
train informal rules and human interaction (Kappé & Van Emmerik, 2005).

5. Real danger and real consequences of actions do not emerge (Käppler, 1993).
6. Learning more or less incidentally in varied real environments may leave an im-

pression considerably longer than learning in a virtual environment (SWOV, 2006).
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A possible downside of highly repetitive and structured training is that, although
one may quickly learn a task, one may also quickly forget what has been learned.
Nevertheless, a recent study has shown that part-task simulator training did in
fact reduce drivers’ future crash involvement (Strayer et al., 2008).

7. A computer can assess only performance on simple tasks. A human instructor is
needed for more complex assessments such as performance in the appropriate
use of the mirrors (Kappé & Van Emmerik, 2005).

8. Simulators are effective in assessing driving skills. However, road safety is pri-
marily determined by driving style, what a driver chooses to do (Evans, 2004).
Evans: “It is exceedingly unlikely that a driver simulator can provide useful infor-
mation on a driver’s tendency to speed, drive while intoxicated, run red lights,
pay attention to non-driving distractions, or not fasten a safety belt. Twenty-year-
olds perform nearly all tasks on simulators better than the 50-year-olds, but it is
the 50-year-olds who have sharply lower crash risks” (p. 188).

Other disadvantages of simulators are that they can be technically complex and
expensive, that they may require support facilities for editing software, and that
developing a simulator may be a time-consuming process (Jamson et al., 2007;
Verstegen, 2003). These issues particularly apply to high-fidelity simulation. Low- or
medium-fidelity simulators, on the other hand, are often less complex and less ex-
pensive than a real vehicle.

3.4. Fidelity: a complicated matter

Self-evidently, training will be ineffective when the simulation deviates too much from
reality. A seemingly rational method is therefore to replicate the operational environ-
ment to a high accuracy. Indeed, many researchers and developers spend consid-
erable effort doing so, for instance, by introducing progressively sophisticated visual
display systems, motion actuators, and motion cueing algorithms. However, research
has shown that a highly realistic simulator is not desirable per se (e.g., Alessi, 2004;
Salas et al., 1998). High-fidelity simulation of cues that are irrelevant to learning and
have no functional purpose, such as detailed scenery, could be a misuse of re-
sources or even detrimental to training effectiveness.

Physical motion constitutes a discrepancy between simulation and on-road driv-
ing that is especially worth mentioning. The accelerations that are provided by a six
degree-of-freedom platform (during a stopping manoeuvre) do not accurately re-
semble those in the real vehicle (Tomaske et al., 2001), which may justify the use of
even more sophisticated solutions such as centrifugal devices or gliding rails. Mo-
tion platforms have been widely used in flight simulation for years to train profes-
sional pilots. Although motion generally improves in-simulator performance and in-
creases user acceptance, no objective evidence exists on whether simulator mo-
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tion positively contributes to performance in the operational environment (Bürki-
Cohen et al., 1998; McCauley, 2006). The need for further research into simulator
motion has been expressed (e.g., Bürki-Cohen et al., 1998; Hays et al., 1992). A
relevant research question remains whether fully realistic simulation of physical motion
is needed. Perhaps much cheaper solutions, such as vibrations or limited-ampli-
tude cueing, can be equally or even more valuable.

Several purported disadvantages are of paradoxical nature. For example, the
reported disadvantage that real danger does not exist in simulation has been men-
tioned as an advantage as well. Interestingly, Turpin et al. (2007) found that the
occurrence of simulator discomfort during training of police officers was actually
less than the occurrence of dropout due to discomfort reported while driving real
vehicles on the testtrack. In addition, although a simulator’s ability to show a replay
of driving performance is not feasible on the road and therefore not realistic, it could
be effective for training.

Research into simulator fidelity is highly scattered, as also evidenced by the many
expressions encountered in literature, including (but not limited to) physical fidelity,
objective fidelity, perceptual fidelity, behavioural fidelity, functional fidelity, psycho-
logical fidelity, absolute fidelity, relative fidelity, statistical fidelity, and selective fidel-
ity. It has been suggested that effective training can be acquired with low/medium-
fidelity driving simulators (Allen et al., 2007a; Welles & Holdsworth, 2000), whereas
others assert that high fidelity is a prerequisite (e.g., Harrison, 1999). A review on
human perception in driving simulation indicated that past experiments have pro-
vided substantial insights, yet many questions remain unanswered about how simu-
lator characteristics affect driving behaviour (Kemeny & Panerai, 2003). Blana (1996)
and Kaptein et al. (1996) provide overviews of driving simulator fidelity.

To summarize, there are many unknowns regarding how simulator fidelity – and
motion cueing in particular – affects training effectiveness.

3.5. Unexploited opportunities

As pointed out by various sources, current practice in research and development of
simulation-based (driver) training is centred too much towards hardware specifica-
tions, and the real potential of simulators is not fully used (De Groot et al., 2007;
Salas et al., 1998; Verstegen, 2003). Van Emmerik (2004) described a distinction
between the traditional design perspective and the training perspective: “The tradi-
tional simulator design viewpoint is very much oriented towards fidelity …. they [its
adherents] consider the characteristics of the hardware and the mathematical mod-
els to be the main determinants of the simulator’s potential to make training effective
and efficient …. The risk that looms for this approach is the neglect of instructional
factors” (p. 10). Salas et al. (1998) noticed an identical problem in flight simulation
training and described the distinction between the interests of engineers and com-
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puter scientists on the one hand, and psychologists and training specialists on the
other. According to Salas et al. (1998), instructional features, such as feedback,
performance measurement, and scenario design are important aspects of learning
but not systematically applied.

Verstegen (2003) came to similar conclusions after conducting research on 44
relatively high-fidelity training simulators, mostly on military training sites. The study
evaluated simulators of vehicles such as helicopters and ground vehicles as well as
communication and navigation systems. Several shortcomings of these simulators
were described. For example, less than 10% of the simulators featured automatic
feedback or scoring, implying that the amount and quality of feedback depended
very much on the instructor’s expertise and experience (Verstegen, 2003). Only one
simulator featured facilities for long-term data storage. Verstegen: “The lack of facili-
ties to support feedback is remarkable …. Frequently occurring errors in procedural
tasks are often easily detectable or measurable. In these cases, the simulators could
provide feedback automatically …. The instructor could be supported with, for ex-
ample, data about the trainees’ performance in the past, standard explanations for
often occurring errors, or system warnings when trainees are not performing at the
expected level or show uncommon behaviour …. Not registering and storing per-
formance data also means that trainee performance and the simulator itself cannot
be evaluated over a longer period of time” (p. 22). It is remarkable that the evalu-
ated simulators, costing between 0.5 and 35 million Euro, did not include these
essential features. A number of more low- and medium-fidelity driving simulators,
however, feature automatic feedback and long-term data storage (e.g., Turpin et al.,
2007).

To summarize, current focus in simulation-based (driver) training primarily re-
volves around fidelity and corresponding hardware specifications, whereas the true
potential of simulation remains relatively unemployed.

4. Problem statement and aims
Young drivers’ road traffic crashes are a major public health concern. The introduc-
tion of various engineering and enforcement measures has led to substantial im-
provement of road safety in the high-income countries. On-road driver training, on
the other hand, is generally regarded as safety-ineffective. Different causes of this
ineffectiveness have been reported in the literature: higher order skills are insuffi-
ciently trained, training is psychologically unsound, there are insufficient opportuni-
ties to practise, and there is a lack of standardization and objectivity in assessment
and feedback. Driving simulators are increasingly recognized throughout the world
as tools for training and assessment. In the Netherlands, about 100 simulators are
used for initial pre-licence driver training (Kappé & Van Emmerik, 2005). It is impor-
tant to recognize advantages of simulators, which include free control over the train-
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ing conditions, standardization, augmented feedback and instruction, and objec-
tive performance measurement.

We recognize the problem that these advantages of driving simulators are not
optimally exploited. This thesis will focus on driver assessment in particular. Simula-
tors offer accurate measurements of driver performance; every second, a simulator
provides an abundance of information from sensor systems and from the simulated
vehicles. It is possible to calculate simple measures related to steering and speed
control, speed limit exceedances, turn indicator usage, lane deviations, time-to-
collision, and so forth. As explained by Allen et al. (2005b), various algorithms can
be applied to these measures, such as means, standard deviations, or power spec-
tra. Based on these performance measures, a Virtual Driving Instructor (also re-
ferred to as Intelligent Tutoring System or Personal Information Assistant) can pro-
vide automatic feedback and instructions for student-adaptive training. However,
the myriad of possible performance measures are intricately related and often re-
dundant. The question remains what performance measures truly convey about the
driver. As outlined by Brookhuis (2008), the challenge for the ergonomists in the
coming decades is collecting information from operators and the operating environ-
ment, and integrating and filtering this information, in order to provide adaptive com-
munication and driver support.

The first aim of this thesis is to develop a method that can process data obtained
from driving simulators into a valid student-profile on driving skill and driving style.
Research is conducted that investigates how to get the most out of objective driver
data with the aim of answering the question: Who is the student? What are his or her
strengths and weaknesses?

Current research and development in simulation-based training (also including
defence and aviation) makes continuing progress in the area of hardware and soft-
ware, so as to provide a more realistic virtual experience. We recognize the problem
that no agreement exists regarding what levels of fidelity (i.e., realism) are required
for effective simulation-based driver training. Therefore, the second aim of this the-
sis is to develop fundamental knowledge regarding how simulator fidelity relates to
training effectiveness. Motion cueing represents one of the most widely reported
discrepancies between simulation and the operational environment and is a major
cost driver in the simulation industries. Therefore, this thesis specifically focuses on
investigating the value of low-cost motion cueing systems with respect to training
effectiveness.

5. Thesis outline
The thesis includes ten chapters and two appendixes. Chapters 2–9 have been
included with minor changes from their original publications in journals or confer-
ence proceedings. This makes the chapters fairly self-contained so that they can be



2020202020     Chapter 1

read in random order. Some of the chapters have been updated to make them more
consistent with the current state-of-the-art.

The following chapters are included:

2. Towards a model for deriving measures of individual driver behaviour
This chapter provides a literature review of driver behaviour models, with the
aim of investigating what type of model/method is most suitable for constructing
a student-profile.

3. Violations and errors during simulation-based driver training
This chapter provides a first step toward the construction of a student-profile by
using the statistical technique factor analysis. A violation factor, an error factor,
and a speed factor are extracted from student performance records.

4. Relationships between driving simulator performance and driving test results
This chapter aims to investigate the relationships between the factor scores
derived from simulator performance on the one hand, and the on-road driving
test, on the other. Hence, this chapter aims to provide support for the factor
model extracted in chapter 3.

5. Advancing simulation-based driver training: Lessons learned and future per-
spectives
This chapter describes how to improve the effectiveness of simulation-based
driver training, evaluates the construction of a student-profile, and describes
how the results in this thesis are used in current driver training curricula in the
Netherlands.

6. Driving simulator fidelity and training effectiveness: A literature study of stereo
presentations
This chapter includes a literature study to obtain insight into the relationships
between the realism of a driving simulator and the effectiveness of training, in-
cluding a case study on the value of stereo presentations. This chapter provides
a framework for decision-making with respect to driving simulator fidelity.

7. The fun of engineering: A motion seat in a driving simulator &
8. The search for higher fidelity in fixed-base driving simulation: Six feedback sys-

tems evaluated
These chapters describe experiments in which we test seven low-cost systems
for providing motion information to the driver. It is investigated whether such
systems can act as a substitute for more complex motion systems.
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9. Feedback on mirror-checking during simulation-based driver training
This chapter includes a study that is independent from the other chapters. As
mentioned above, driving simulators do not assess viewing behaviour and con-
sequently cannot provide feedback on important tasks such as mirror-check-
ing. It has been suggested that this is detrimental to training effectiveness (Kappé
& Van Emmerik, 2005; SWOV, 2006), but no objective evidence exists for this
assertion. For that reason, we performed an experiment that investigates the
value of feedback on mirror checking during simulation-based driver training.

10. Conclusion, discussion, and recommendations
This chapter provides conclusions, discusses the results in this thesis, and places
these results in context of the theoretical outlines presented in chapters 2 and 6.
Future perspectives are presented for improving simulation-based driver train-
ing.

The following studies do not explicitly involve driving simulators and have therefore
been included as appendixes:

Appendix A. Gender differences in driving licence theory test scores in the Nether-
lands
This study investigates gender differences during the driving licence theory test
and discusses the importance of standardization in testing of drivers.

Appendix B. Exploratory factor analysis with small sample sizes
The results of chapters 2, 3, and 4 rely to a large extent on the use of the statis-
tical method exploratory factor analysis (EFA). Unfortunately, the available books,
manuals of software packages, and many scientific studies do not explain in
sufficient detail the conditions under which EFA should yield reliable results. For
example, it is often recommended to have a high ratio between the sample size
and the number of variables (e.g., Lingard & Rowlinson, 2006), whereas others
state that this proposition is false (MacCallum et al., 1999). In addition, literature
is inconsistent with respect to sample size requirements. Therefore, a series of
simulations were conducted, extending the fundamental knowledge of the con-
ditions under which it is possible to conduct a reliable factor analysis.
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CHAPTER 2

Towards a model of
driver behaviour
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Abstract
Intelligent tutoring systems in driving simulators need to process vast amounts of
raw sensor data into reliable and valid indicators about the learner driver in order to
provide personalized feedback, instructions, and assistance. The aim of this chap-
ter is to investigate what type of driver behaviour model should be used for con-
structing a driver profile. Based on a literature survey, and illustrated by four driving
simulator experiments, this chapter evaluates the potential of three categories of
driver behaviour models: motivational models, adaptive control models, and trait
models. It is shown that motivational models, although comprehensive, lack specificity,
which makes them inadequate for constructing a driver profile. Adaptive control
models, although quantitative and precise, are often overly specific and psycho-
logically implausible. Trait models have been criticized for relying on simple correla-
tions, without incorporating a theory or a multifactorial structural approach. We pro-
pose an improved approach to trait models by using the statistical method explora-
tory factor analysis (EFA). An example is provided of how EFA can be used for
driver assessment by extracting a speed factor from a series of diverse perform-
ance measures in a complex driving task in a driving simulator. It is concluded that
EFA is a useful tool in adaptive support and potentially valuable in further develop-
ments towards a generic model of driver behaviour.

De Winter, J.C.F. (2008). Towards a model of driver behaviour. Unpublished manu-
script.
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1. Introduction
Driving simulators are increasingly used as a tool for pre-licence driver training.
They allow for complete control over the environment and for objective driver as-
sessment. The data of a simulator can be used for the diagnosis of student compe-
tence, statistical analyses, and predictions of future driving performance (e.g., De
Winter et al., 2006b). Some driving simulators make use of intelligent tutoring sys-
tems to provide feedback and instructions (Kuiken et al., 1992; Weevers et al., 2003b).
At the same time, advanced driver assistance systems (ADAS) have been intro-
duced on the market. ADAS provide some similar possibilities for feedback and
instruction, but on the road. According to Carsten (2007), the potential of a system
that “understands” the driver would be huge. It could give feedback and assistance
to the driver, or adapt the operation of the vehicle according to the driver’s needs.

A driving simulator or an ADAS can produce vast amounts of raw data regarding
an individual’s driving behaviour. The challenge that researchers face is how to trans-
late these raw data to valuable and useful measures of the driver and how to con-
struct a student-profile. A valid model of driver behaviour can assist in this process
by capturing meaningful patterns and allow a systematic approach to adaptation.
During the last decades, a large number of driver models have been proposed in
the literature (Carsten, 2007). Modelling driver behaviour has attracted the interest
from both the engineering and psychology communities, and the discrepancy of
their models has generated interesting debates (Brackstone & McDonald, 1999).
Yet, there exists no agreed general framework or a properly validated model with
respect to driver behaviour.

The present chapter provides a literature study that investigates what category of
model is most useful for generating valid measures of driver behaviour. We adopt
the driver model classification by Michon (1985), who proposed a two-dimensional
arrangement (behaviourally oriented vs. psychologically oriented, and taxonomic
vs. functional) to define four basic types of driver behaviour models: (a) task analy-
ses, (b) trait models, (c) mechanistic/adaptive control models, and (d) motivational/
cognitive models. Michon’s driver model categories are illustrated in Figure 1.

Michon (1985) defined a taxonomic model as an inventory of facts. The relations
in a taxonomic model are those of pertinent structure, for example, subordination,
identification, sequential relations, proportions, and likelihood. Contrary to taxonomic
models, the components of a functional model interact dynamically; a functional
model describes what a driver actually does in traffic situations. Input-output mod-
els focus on observable behaviour and mathematical functions. Psychological mod-
els, on the other hand, are based on presumptions regarding the processes taking
place inside the head of the driver.
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The present chapter evaluates three types of models: (a) motivational models, (b)
adaptive control models 1, and (c) trait models 2. The aim is to investigate what type
of driver model could be the most effective for generating valid and useful meas-
ures of driver behaviour. The strength and weaknesses of the different categories of
models will be evaluated using information available in the literature. In addition, the
results of previously conducted experiments in driving simulators will be used as an
illustration to the line of reasoning in the text.

2. Motivational models
Motivational driver models are defined as psychological constructs that make ex-
plicit assumptions about a driver’s internal or mental state (Michon, 1985). Motiva-
tional models have qualitative components that dynamically interact. A recent over-
view of driver behaviour models shows that motivational models of various forms
are widely used (Cacciabue, 2007). A thorough chronological overview of motiva-

1) Michon (1985) used the term “adaptive control models” to characterize models that include
functional components that capture behavioural changes. The more traditional definition of adaptive
control refers to a class of controllers that have the possibility of modifying their own parameters, for
example to facilitate learning (e.g., Flach, 1990). In the present study, we follow Michon’s definition
and regard an adaptive control model as any functional computational model that makes
assumptions about driver behaviour. This also comprises models that only include the (simplistic)
driver’s aim to minimize speed difference with the car in front.
2) Task analyses are not evaluated in the present chapter. A task analysis is essentially an inventory
of facts about driving tasks, performance objectives, and ability requirements. Task analyses can
be used for driver assessment by comparing the driver’s performance to the ability requirements of
the driving task (i.e., the norms). However, a central thesis of this work (see chapter 1 and
experiment 4 in this chapter) is that driver assessment should go beyond such single performance
measures in order to recover what lies underneath the data. Therefore, using a trait model in
combination with a task analysis could be a useful strategy for constructing a driver-profile (Michon,
1985; Quenault et al., 1968; chapters 3 & 4).
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Figure 1. Summary of driver behaviour model types (taken from Michon, 1985).

From Michon, J.A. (1985). A critical view of driver behavior models: What do we know, what should
we do? In L. Evans & R.C. Schwing (Eds.), Human behavior and traffic safety (p. 490, Figure 3),
New York: Plenum. Reprinted with kind permission of Springer Science and Business Media.
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tional models was provided by Vaa (2007), starting with the field of safe travel con-
cept of Gibson and Crooks (1938) and ending with the task difficulty model of Fuller
(2005).

The risk homeostasis theory (RHT) is likely the most familiar motivational model
(Wilde, 1988). The RHT posits that a driver acts based on a target level of accident
risk. This target risk level is determined by four subjective utility factors: (a) the
expected advantages of risky behaviours, (b) the expected costs of these, (c) the
expected benefits of cautious behaviours, and (d) the expected costs of these. At
any moment of time, the road user compares his or her personal target level of risk
with the level of risk experienced or anticipated and attempts to reduce any differ-
ence to zero. The theory further states that whenever a technical, educational, or
other intervention is introduced that does not alter the target level of risk, short-term
fluctuations in the traffic accident loss per capita may occur, but these will be even-
tually eliminated after a small delay so that crash rate returns to the pre-intervention
level (Wilde, 1988). The RHT has triggered extensive debates that continue in re-
cent overviews of driver models (Cacciabue, 2007; Wilde et al., 2002). Although the
RHT has been criticized (e.g., O’Neill & Williams, 2004), it cannot be considered
unproductive, as it contributed in bringing the concept of behavioural adaptation
and the use of driver incentives on the agenda of the traffic safety research commu-
nity (Elvik & Vaa, 2004; Trimpop, 1996).

A more recent and well-cited motivational model is Fuller’s (2005) task-capability
interface (TCI), which describes the interaction between the determinants of task
demand and driver capability. Herein, task difficulty homeostasis is proposed as a
key subgoal in driving and the choice of speed is argued to be the main solution to
the problem of keeping task difficulty within the driver-preferred bounds.

Motivational models often take the form of a comprehensive theory, covering the
entire driving task, which could be regarded as evidence for their totality. Oppo-
nents, however, have been critical about the overreliance on confirmation instead of
refutation, lack of specificity (Ranney, 1994), and impreciseness (Rothengatter, 2002).
Lack of specificity can lead to underdetermination of the models, meaning that there
exist rival models that are inconsistent with each other, but that are both consistent
with the available evidence. For example, the RHT has been found to compete with
the zero-risk theory, which argues that subjective risk is zero most of the time when
driving (Näätänen & Summala, 1974). Janssen and Tenkink (1988) argued that phe-
nomena presented as supportive for the RHT can also be adequately explained in a
utility-maximization model. Indeed, multi-utility theories of car driving have been
proposed earlier (e.g., Blomquist, 1986; O’Neill, 1977). Another uncertainty has been
whether the RHT applies to individual drivers or to aggregate behaviour of a popu-
lation of drivers (Huguenin & Rumar, 2001). Clearly, it is important to accurately
distinguish between individual and collective behaviours. For example, in the quan-
titative field of elementary reaction time tasks, the speed-accuracy relation is well
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known as a within-subjects trade-off. However, between subjects, a positive corre-
lation has been found. That is, the persons who react more quickly are also gener-
ally those who make fewer errors (Jensen, 2006). The critiques about the lack of
specificity do not apply only to models that use risk as the primary mental state but
to other motivational constructs as well. For example, the popular concept of
affordances, which can be used to characterize Gibson’s field of safe travel (Gibson
& Crooks, 1938; Vicente, 1999), has received comparable account, namely that the
concept is too ambiguous (Oliver, 2005).

As a response to the risk-oriented models, Ranney (1994) proposed hierarchical
models, which he also referred to as the second generation of motivational models.
Literature contains several driver hierarchies, mostly comprising three levels (e.g.,
Michon, 1985; Rasmussen, 1983; Van der Molen & Bötticher, 1988) or four levels
(e.g., Hatakka et al., 2002; Hollnagel et al., 2003; Panou et al., 2007). Researchers
have also proposed to combine hierarchies or taxonomies into a two-dimensional
matrix (Hale et al., 1990) or a three-dimensional cube (Summala, 1996; Theeuwes,
2001). However, lack of specificity remains a concern. Hierarchies are often pre-
sented without thorough quantitative support. Moreover, it remains unclear how the
multiple-level hierarchies should be interpreted in relation to two-level distinctions
that are also found in literature. Examples are accuracy and speed (Zhai et al.,
2004), errors and violations (Reason et al., 1990), driving skills and driving style
(Elander et al., 1993), driver performance and driver behaviour (Evans, 2004), skills
and safety-motives, (Lajunen & Summala, 1995), and automatic and willed control
of behaviour (Norman & Shallice, 1986).

Experiment 1. The RHT and TCI during simulation-based training

As mentioned above, motivational models are attractive because of their entirety.
Suppose that the RHT would be valid during driving. An individual’s target risk level
would then most likely be the all-embracing variable determining driver behaviour
and therefore a very valuable indicator to be used in driver-adaptive feedback and
instructions.

We reanalysed data of a previous study (De Winter et al., 2006d) to investigate
whether the RHT or the TCI are valid during simulation-based driver training. The
experiment was conducted in a fixed-base driving simulator (Green Dino, 2007).
Ten participants (8 men, 2 women; age range 18–30 years) without previous driving
experience were selected. Each participant completed four identical sessions. In
each session, they drove a 7.6 km lap on a two-lane rural road with 25 bends of
varying radii. Lane width was 5 m. Participants had to steer, apply throttle, and
brake by themselves; gear changing was automated. Participants were instructed
to drive as well as they could to keep in the right lane with both hands on the steer-
ing wheel, and to adopt a speed of 20–30 km/h in sharp corners. During the simu-
lated drive, no other vehicles were present, and no feedback was provided. Thus,
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the experiment was a simple, self-paced training of the elementary task of driving
the car around a track.

Objective measures included the mean speed and the lane keeping accuracy
measured by the standard deviation of lateral position, or SDLP for short. These
measures were calculated for each road segment separately and subsequently av-
eraged. After each session, participants completed a written questionnaire with a
series of 16-point scales assessing their experience in the preceding session. These
selected questions under the present investigation were (translated from Dutch): 1)
“How difficult did you find the task during the preceding session?”, from 1 (very
easy) to 16 (very difficult). This question had to be answered with respect to straights,
normal turns, sharp turns, and mild turns separately, and was averaged into one
task difficulty level, and 2) “According to your own feeling, how high did you regard
your risk level during the preceding session?”, from 1 (high) to 16 (low). Afterwards,
all measures were transformed to a scale running from 0% (very easy/low risk) to
100% (very difficult/high risk).

The results of a previous analysis of these data (De Winter et al., 2006d) showed
that the participants improved performance with session number. Depending on the
participant, this improvement was expressed in two separate ways: increasing speed
or improving accuracy. Figure 2 shows the speed-accuracy ratio (mean speed di-

Figure 2. Speed-accuracy ratio (mean speed [km/h] divided by the standard deviation of
lateral position [m]) of the 10 participants as a function of session number.
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vided by SDLP) of the 10 participants as a function of session number. Participants
improved on this aggregate performance indicator (t = -4.52, p = 0.001, comparing
session 1 and 4 using a paired t test).

Figure 3 shows the results of the subjective measures. Task difficulty decreased
(t = -6.18, p < 0.001) as well as participants’ feeling of risk (t = -2.93, p = 0.02). Hence,
the questionnaire results showed that the task became subjectively easier and less
risky with increasing driving experience.

The results of the experiment showed that subjective risk and subjective task
difficulty decreased with increase of experience. These results seem in strong disa-
greement with the homeostatic core of the RHT and the TCI. However, the present
experiment does not falsify either the RHT or the TCI because these models do not
explicitly state that risk or task difficulty should always be constant. The TCI in-
cludes a comparator between perceived task difficulty and the range of acceptable
task difficulties in order to keep the perceived task difficulty within this range. The
model does not specify how wide this range can be. One may argue that the expe-
rience increased driver competence, which in turn reduced task difficulty. Suppose,
however, that constant task difficulty was observed, then one could claim that the
TCI predicted that the driver kept task difficulty constant by behavioural compensa-
tion (e.g., by reducing effort or increasing speed). In other words, the problem is

Figure 3. Mean questionnaire responses as a function of session number. The error bars
are depicted at ±1 standard deviation from the mean. The results have been offset

slightly on the horizontal axis so that overlap of the error bars can be seen more clearly.
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that it is always possible to come up with a reason why the risk level or task difficulty
level changed and by this means save the models from falsification (see Elvik &
Vaa, 2004; Huguenin, 1988; Ranney, 1994, for similar comments regarding the RHT
and other motivational models). To summarize, the present section described the
problem of unfalsifiability: because the motivational models are all-encompassing
without accurate specifications of boundary conditions, it is difficult to use them for
making testable predictions, or to apply them for driver-profiling.

3. Adaptive control models
Another branch of driver models is formed by adaptive control models, which, ac-
cording to Michon (1985), can be subdivided into classical control models, devel-
oped in the context of the processing of signals that are continuous in time, and
information-flow control models, involving discrete decisions. Adaptive control models
range from microscopic engineering models (Bracktone & McDonald, 1999), ex-
pressions that describe the human as a manual controller (e.g., McRuer & Jex,
1967), to intricate simulation models (see e.g., Cacciabue, 2007). Adaptive control
models have been extensively used for the identification of driver parameters, such
as a driver’s control characteristics and time delays, based on measured perform-
ance data (e.g., Kano et al., 2005). Overviews of various types of adaptive control
models are provided by Brackstone and McDonald (1999), Guo and Guan (1993),
Jagacinsky and Flach (2003), MacAdam (2003), Plöchl and Edelmann (2007), and
Reid (1983). Opposite to motivational models, adaptive control models provide spe-
cific and accurate results. A purported drawback, however, is that they have been
successfully applied almost exclusively to isolated driving tasks, such as taking
curves, single-lane car-following, lane changing, and obstacle avoidance.

Adaptive control models are mostly applied by engineers, who tend to adopt a
different approach to driver modelling than psychologists. This became strikingly
apparent after a publication of an overview on engineering-oriented car-following
models by Brackstone and McDonald (1999) in a psychologically-oriented journal.
Although it became a much-cited article, there was considerable scepticism as well.
The review generated four commentaries (Boer, 1999; Hancock, 1999; Ranney, 1999;
Van Winsum, 1999). Ranney (1999) criticized that Brackstone and McDonald made
very sophisticated assumptions that were not well-motivated from a human per-
spective. Many factors that are known to influence car-following, such as weather,
road conditions, age, gender, motivations for driving, strategic aspects, and the
notion that drivers may be satisfied with a range of conditions and do not behave
optimally, were not covered. Hancock (1999) criticized the fit-driven approach of the
models: “Deriving equations from physical descriptions of motion and subsequently
trying to fit these to data derived from behavioral response both literally and figura-
tively, puts the cart before the horse.” (p. 198). Boer (1999) considered that the
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aspect of individual differences was overlooked: “Psychologically mediated situa-
tion dependent within and between driver variability is a likely cause for the lack of
agreement between the multitude of car-following models” (p. 205) and that “most
driver models assume that drivers have access to variables that are mathematically
convenient but perceptually implausible” (Boer et al., 2000). To summarize, the mod-
els in the engineering-oriented review of Brackstone and McDonald (1999) were
considered questionable from a psychological point of view.

Experiment 2. Redundant measures

Adaptive control models often act on an error or disturbance, such as speed and
distance with respect to the vehicle in front (in a car-following task), or distance and
heading error with respect to the desired vehicle path (in a lane keeping task).
Therefore, adaptive control models cannot make individual predictions in the ab-
sence of disturbances from the environment. However, even in stationary condi-
tions, within- and between-subjects variability can be significant.

To illustrate this, data were reanalysed of a previously conducted car-following
experiment in a driving simulator with 10 licensed drivers (2 women, 8 men; age
range 18–34 years; Kouwenberg, 2005). The initial aim of the experiment was to
investigate driver attention and performance during a 1 hour car-following task. Par-
ticipants were instructed to follow a lead vehicle at a constant comfortable distance.
The lead vehicle had a constant speed of 100 km/h. No other traffic was present.
The experiment took place on an endless straight road with constant lead vehicle
speed; the virtual situation can therefore be considered entirely stationary. Back-
ground music was played during the experiment. Half of the experiment involved a
secondary task (rhythmic tapping), but this had only small effects on driver per-
formance.

Figure 4 shows that there were considerable individual differences in following
distance and distance variability. The following distance within participants varied
as well, as indicated by the standard deviation of following distance being larger
than 10 m for each participant. In other words, even in stationary conditions there
was significant inter- and intrasubject variability in driving behaviour.

A positive correlation between the mean and standard deviation of following dis-
tance can be inferred from Figure 4 (r = 0.89, p < 0.001). This correlation demon-
strates that performance measures can be redundant. Previous studies have found
a similar positive correlation between mean and standard deviation of intervehicle
spacing distance during (nonstationary) car-following and have used adaptive con-
trol models to help explaining this phenomenon (e.g., Boer et al., 2005; Mulder et
al., 2005). However, different models have been used, and different explanations for
this correlation have been described, which illustrates that even a single interindividual
correlation is not straightforwardly depicted by an adaptive control model.
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Experiment 3. Psychologically mediated relationships

The process of connecting information and functions in an adaptive control model is
inevitably somewhat arbitrary. The way that various transfer functions are connected
depends on the researcher’s own choices. It is always possible to construct a model
and to subsequently fit the model to the data. However, this does not mean that the
model provides a good representation of driver behaviour. Many adaptive control
models adopt a distinction between longitudinal and lateral driver behaviour (e.g.,
MacAdam, 2003). From the standpoint of modelling the physical vehicular response
dynamics, such a distinction is often indeed justified. However, when trying to de-
scribe individual differences, other models may be more appropriate.

To illustrate this, data were acquired from a previous car-following experiment in a
driving simulator (De Winter et al., 2006c, 2008f). Fourteen participants (12 men, 2
women; age range 23–51 years; all having car driving experience) followed a pre-
ceding car in traffic in four 12-minute sessions on a highway, while testing various
configurations of an accelerator force feedback system. At distinct moments, vehi-
cles cut in from the left lane, just in front of the participant’s car. Results showed that
participants who were more active with their brake pedal were more active with their
steering wheel as well (r = 0.95, p < 0.001) (see Figure 5). In a statistical factor
analysis, these behaviours were grouped under the same factor (De Winter et al.,
2006c), leading us to hypothesize that both forms of physical activity were gov-
erned by the same latent psychological phenomenon. Although the sample size in
this experiment was rather small, this study clearly showed that a model structure,
such as a distinction between longitudinal and lateral behaviour, should not be taken
for granted. Latent unobserved psychological factors may be present as well, cou-
pling the previously uncoupled dynamics.

Figure 5. Standard deviation of steering
wheel angle versus standard deviation of

brake pedal position of 14 participants who
completed a car-following experiment.

Figure 4. Standard deviation of following
distance versus mean following distance of

10 participants who completed a car-
following experiment.
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In the same spirit, Boer (1999) made some critical notes with respect to the
generalizability of the engineering models of the Brackstone and McDonald review
(1999): “Experience tells us that the adopted modeling abstraction has been pushed
too far as exemplified by the fact that the identified coefficients of the same model
differ considerably between experiments” (p. 202). Indeed, a common characteris-
tic of adaptive control models is that they are often well able to fit accurately meas-
ured data. Lack of validation remains problematic, however.

Many studies expressed recommendations to further increase the level of com-
plexity of the models. McRuer et al. (1977) discussed extensions and refinement,
such as including model components for driver decisions and driver judgement
factors and interactions. Guo and Guan (1993) recommended further improvements,
such as better preview and correction strategies in order to render better tracking
accuracy. Brackstone and McDonald (1999) discussed extending the car-following
models to include motivational and attitudinal factors. MacAdam (2003) concluded
that more refined and accurate models should include more functionality, such as
driver sensory input processing elements. According to Michon (1985), a model
that displays a sufficiently broad spectrum of realistic driving behaviours will be
inherently complex and will embody at least between 5,000 and 10,000 elements.

Adequate fit to observed data is a necessary but not a sufficient condition for
model quality (Pitt et al., 2002). In essence, a model should carry predictive validity.
That is, researchers are interested not only in how well a model can describe a
process but also in how well the model with its parameters constrained to fixed
values can describe other (e.g., future) data. Models of higher complexity (i.e., more
parameters, functions, connections) are generally more flexible to describe the data
but at a price of reduced predictive validity. Essentially, the risk of an overfitted
model is that its driver parameters become meaningless. For example, the Optimal
Control Model of human behaviour (Kleinman et al., 1970) contains many free pa-
rameters and it has been concluded that this considerably hampers its use and
predictive ability (Mulder, 1999). Good discussions on overfitting in scientific mod-
els can be found in Cutting (2000), Ginzburg and Jensen (2004), and Preacher
(2003). Indeed, the success of the simple two-parameter Crossover Model of McRuer
(McRuer & Jex, 1967), for example, has been largely attributed to its simplicity (De
Winter et al., 2008e). Although simple and plausible adaptive control models exist
(e.g., Allen et al., 2005a; Boer et al., 2005), they have been applied only in closely
controlled elementary driving tasks; not in varied realistic driving tasks.

4. Trait models
Trait models describe relations or categorizations regarding individual differences
in driving behaviour, without incorporating dynamic functional components. Trait
models have generally evolved around the statistical identification of accident-prone
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drivers. Michon (1985) was critical towards trait models and stated that empirical
connections are at best correlative. Ranney (1994) provided a review about the
study of individual differences in road traffic crashes and concluded that the differ-
ential crash involvement paradigm should be abandoned.

Ranney (1994) was particularly critical about post hoc explanations and the ab-
sence of a multifactorial structural approach when evaluating relations between
measurements. Quoting Ranney (1994): “The use of simple correlational methods
without multifactorial structural models raises questions about the meaning of sig-
nificant correlations” (p. 736). Present literature on driver assessment employs many
different performance measures (e.g., Östlund et al., 2004). The results above showed
that driver measures can be redundant. Some of these correlations may be ex-
plained by a careful study of the vehicle dynamic response, whereas others may be
mediated through psychological influences. Although many performance measures
have been successfully used, the question that again arises is: what do they really
convey about the driver?

Another criticism of Ranney (1994) was that crashes are problematic as a crite-
rion. Car crashes are infrequent events, and the statistical power is generally very
low. Furthermore, it is difficult to reliably and consistently measure car crashes for a
group because not all crashes are observed or reported, and many external factors
play a role, such as regional climate differences and law enforcement practices.
However, the fact that a criterion is unreliable, or that something cannot be easily
measured, is no reason to devalue the trait-based modelling approach as such.
Rather, alternative driver safety measures have to be sought.

Considering the inherent limitations of motivational and adaptive control models
and despite the lack of success of trait models in the past, statistical models of
driver behaviour have continued to receive attention. Elvik and Vaa (2004) deduced
that explaining driver crashes is inevitably a statistical procedure. In a recent over-
view about driver models, Carsten (2007) stated that one should not use a deter-
ministic approach for driver modelling and proceeded to identify the psychological
factors governing driving behaviour. Rothengatter (2002) proposed that the study of
individual differences can provide a basis for driver training and accident preven-
tion.

There is nothing fundamentally wrong with trait-based driver behaviour model-
ling, as long as one applies the right statistical techniques. We propose to use ex-
ploratory factor analysis (EFA) to investigate what common factors can explain cor-
relations between various measures of a driver behaviour. EFA is a method that
does not impose causal relations, but instead it uses the correlations amongst meas-
ures to identify a smaller number of underlying factors that together parsimoniously
explain the data.
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Experiment 4. Applying factor analysis in a complex driving task

In order to illustrate the possible merit of EFA in driver modelling, we obtained per-
formance data on 25 drivers who participated in a simulator experiment. The initial
goal of the experiment was to study interactive driving behaviour at intersections
and different ways, in particular the provision of visual-auditory information, to influ-
ence this behaviour (Houtenbos, 2008). All participants (17 men, 8 women; age
range 25–70) had their driving licence for at least five years and had driven at least
5,000 km in the previous year.

Participants completed four sessions in a virtual environment with 20 intersec-
tions. Participants started with two short practice trials and continued with a session
with information turned off, followed by two information sessions, and completed the
experiment with a session with information turned off again. In order to facilitate
natural interactive behaviour between vehicles on the intersections, the simulator

.1elbaT tnapicitraphcaerofdetaluclacserusaemecnamrofreP

]s[nimITT noitcesretni-ot-emits'tnapicitrapehtstneserperrotacidniytefassihT
noisillocanoerewselcihevhtobtahttnemomtsetalehtta)ITT(

ehtneewtebecnereffidasadenifedsawesruocnoisillocA.esruoc
nadedivorperusaemsihT.s2nahtsselfosrevirdhtobfos'ITT

astneserpernimITTrewolA.tcilfnocelcihevretniehtfonoitacidni
.tcilfnocelcihevretnirehgih

]s[TEP emitetulosbaehtstneserper)TEP(emittnemhcaorcnetsopehT
ehtgnivaeldnagnihcaersrentrapnoitcaretniowtneewtebecnereffid

.detcesretnishtapriehterehwtniop

]–[ffidITT htobfos'ITTehtneewtebecnereffidehtfomhtiragol01-esabehT
ertnecehtmorfm51sitnapicitrapehtnehwtnemomehttasrevird

suoregnaderomeht,erocsffidITTehtrellamsehT.noitcesretniehtfo
.)a6002,.lateretniWeDmorfdetpada(noitcaretnieht

]m[tsiDniM selcihevhtobneewtebecnatsidmuminimehT

]h/mk[deepSnaeM deepsnaeM

]h/mk[deepSniM deepsmuminiM

]1ro0[dleiY rehtoehtotyawfothgirevagtnapicitrapehtrehtehwsetacidnI
)0(tonro)1(revird

]s[emiTekarB desserpsawekarbehttahtemitlatoT

]s[emiTelttorhToN desaelersawelttorhtehttahtemitlatoT

]m[iniITD gnikarbfotesnotanoitcesretniehtotecnatsiD

]h/mk[iniV gnikarbfotesnotaelcihevehtfodeepS

]1–0[xaMekarB noitisopladepekarbmumixaM

]1–0[xaMelttorhT noitisopelttorhtmumixaM

etoN ybdetelpmocsnoisseslladnasnoitcesretnillarevodegarevasawerusaemhcaE.
.tnapicitrapeht



Towards a model     37     37     37     37     37

was coupled with a second simulator, driven by a human experimenter. That is, two
drivers encountered each other in the same virtual world. Participants were instructed
to keep the speed limit of 50 km/h. At intersections, the experimenter’s vehicle could
either (a) not appear, (b) appear from the left while maintaining speed, (c) appear
from the left while slowing down, (d) appear from the right while maintaining speed,
and (e) appear from the right while slowing down. Hence, the experiment provided
data on 25 individuals who all had negotiated 80 intersections. Driver behaviour
was complex and dependent on the type of situation, individual differences, visibil-
ity (intervehicle visibility was manipulated by buildings placed in the line of sight),
interactive behaviour between two human drivers, and possibly also strategic deci-
sions whether or not to take right of way and how to preserve an energy-efficient
drive.

Thirteen selected performance measures of intersection behaviour were calcu-
lated, shown in Table 1. These were safety-measures, speed-related measures, and
measures describing at which position the participant released the throttle, how
long he or she pressed the brake, and so forth. Table 2 provides descriptive statis-
tics for each measure. Next, a correlation matrix was constructed amongst the 13
measures and submitted to principal-axis EFA. Based on the scree plot we decided
to extract one factor. The first eigenvalue was 6.95; the second and third, unretained
eigenvalues were 1.99 and 1.35, respectively. Note that these circumstances (rela-
tively small sample size but high communalities and one extracted factor) yield reli-
able EFA results (appendix B).

2elbaT (stnapicitrapfosgnidaolrotcafdnascitsitatsevitpircseD. N )52=

naeM DS niM xaM gnidaoL

]s[nimITT 07.3 92.1 00.2 28.7 69.0-

]s[TEP 84.2 94.0 97.1 72.4 38.0-

]–[ffidITT 19.0 93.0 24.0 31.2 05.0-

]m[tsiDniM 2.32 91.3 6.81 5.23 28.0-

]h/mk[deepSnaeM 0.54 25.3 1.43 0.25 28.0

]h/mk[deepSniM 4.13 67.5 4.41 4.04 69.0

]1ro0[dleiY 14.0 50.0 92.0 05.0 93.0-

]s[emiTekarB 91.1 55.0 24.0 02.3 58.0-

]s[emiTelttorhToN 51.5 25.1 12.2 45.9 68.0-

]m[iniITD 3.35 30.9 4.43 7.97 57.0-

]h/mk[iniV 3.74 56.3 8.34 8.95 23.0

]1–0[xaMekarB 32.0 70.0 11.0 14.0 14.0-

]1–0[xaMelttorhT 84.0 41.0 82.0 38.0 62.0-



38     38     38     38     38     Chapter 2

Table 2 shows the loadings of the one factor solution; this solution explained 51%
of the total variance. That is, a substantial share of the variability of the manifest
variables was explained by one common factor; the remainder is the variables’
uniqueness or randomness. High factor loadings (i.e., correlation coefficients with
the factor) were found for the minimum speed and mean speed, whereas low loadings
were found for the safety measures, yielding to the other road user, BrakeTime,
NoThrottleTime, DTIini, and BrakeMax. Hence, the extracted factor was interpreted
as a general speed factor. The identification of a speed-factor is compatible with
Groeger (2000b) and Rothengatter (1988) who considered that speed is a personal
characteristic that shows consistency over time and over locations.

Participants’ speed-scores were calculated (Figure 6). The speed-score corre-
lated with gender (r = -0.41, p = 0.041 [0 = man, 1 = woman]), age (r = -0.38, p =
0.058), and with the interpersonal violation-score that was calculated from the par-
ticipants’ prior responses to the Driver Behaviour Questionnaire (r = 0.47, p = 0.018;
see Houtenbos, 2008 (pp. 177–178); factor structure taken from Mesken et al., 2002).
Next, in order to evaluate split-half reliability, the speed-scores were calculated twice:
once based on the data of sessions 1 & 3 and once based on the data of sessions
2 & 4. These speed-scores showed a strong correlation (r = 0.96, p < 0.001) indicat-
ing adequate reliability.

In the studies described in chapters 3 and 4, a speed-score was extracted from
the mean task completion times of diverse driving tasks in a simulator. An important

Figure 6. Factor scores for the 25 participants.
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finding was that the speed-score was more reliable and discriminated more effec-
tively between men and women than any of the single measures in isolation. Chap-
ter 4 assesses the predictive validity of the factor-scores by determining the statis-
tical relationships with results of the on-road driving test.

It is concluded that by using EFA, a meaningful and interpretable driver measure
could be derived. Such a measure could potentially be applied for constructing a
driver profile and for summative or formative assessments in order to improve driver
training effectiveness. For instance, a speed-score can be presented by the driving
simulator and used for feedback on performance.

5. Discussion

5.1. Motivational, adaptive control, and trait models

Vehicle’s sensor systems or computers in driving simulators can produce large quan-
tities of data. In order to provide driver-adaptive feedback and instructions, these
data must be processed in a valid way to obtain meaningful measures about the
driver. A driver behaviour model can be helpful to assist in this process.

Motivational models have shown their value in generating discussions and ideas
regarding the mechanisms that take place in a driver’s psyche. However, they have
received extensive critiques as well, with lack of specificity being a major concern.
In an experiment, we used written questionnaires to quantify participants’ subjec-
tive task difficulty and feeling of risk during initial simulation-based driver training.
Using these results, we discussed the problem that the motivational models are not
falsifiable, which makes it difficult to establish trust in their usefulness for creating
valid driver measures.

Adaptive control models, on the other hand, have been successfully applied in
vehicle dynamics research as well as in driver identification studies to generate
precise results. However, they have been mostly applied for specific tasks, with
sometimes disconcerting predictive validity and plausibility. We showed that, even
under stationary conditions, there were considerable individual differences and dif-
ficult-to-model correlations between various performance measures. Moreover, there
was a risk of model overfitting; a “dangerous” practice because if you overfit “you
think you know more than you really know” (Grünwald, 2000, p. 148). We conclude
that it is difficult to employ adaptive control models for generating driver measures
that have sufficient generalizability. The usefulness of adaptive control models is
restricted to elementary driving tasks paradigms.

Trait models have been criticized in the past for using post hoc explanations
without a multifactorial structural approach. We asserted that trait models are prom-
ising, but that the right statistical techniques should be used in order to go beyond
establishing correlations between single variables.
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5.2. The use of factor analysis for extracting driver measures

The statistical technique exploratory factor analysis (EFA) was proposed as an al-
ternative to motivational models, adaptive control models, and the plain correla-
tional trait models. Essentially, EFA is a trait model as well, but it goes beyond being
merely correlational, by detecting latent structures in data. An example showed how
EFA can be used on intricately related measures, and how it can extract a meaning-
ful measure about driver behaviour, in this case a speed-score. Although the exam-
ple was limited to intersection crossing behaviour, some important benefits of EFA
were demonstrated. It was shown that EFA is able to detect regularity amongst per-
formance measures. We have previously tried to model the same intersection task
using adaptive control models of various kinds (e.g., in terms of competitive and
cooperative behaviour of road users), but the task was too complex and too varied
to yield meaningful results. In addition, the example showed that various measures
(e.g., minimum speed, safety indicators) had high loadings on the same speed
factor, indicating that they are largely redundant with each other. Factor scores can
potentially be applied for feedback to a learner driver or to an ADAS user in order to
improve training effectiveness and road safety.

Opposite to adaptive control models, EFA does not impose causality. Instead, it
uses the correlation matrix to identify a smaller number of underlying factors that
explain the data. In this way, EFA exploits an important principle of scientific infer-
ence known as the principle of the common cause (Haig, 2005). EFA is not a deduc-
tive technique; it can be regarded as an abductive method of science, that is, it
derives a logical, parsimonious explanation of data. It has a somewhat heuristic
nature, but it is not as vague as motivational models. EFA bears close resemblance
to principal component analysis (PCA). According to many, EFA is a more powerful
technique than PCA because it has the capacity to better retrieve the constructs
that underlie the data. However, in practice, the differences of EFA and PCA are not
well understood and are an issue of debate (Steiger, 1994). In most circumstances,
EFA and PCA yield near-identical results (Velicer & Jackson, 1990). PCA is better
known as a data-reduction technique. That is, contrary to the risk of limited
generalizability of complex models, EFA and PCA aid in the pursuit towards simplic-
ity by reducing large amounts of data into fewer factors or components.

Before conducting EFA, several important methodological decisions have to be
made. As with any statistical technique, one has to decide first which samples and
variables to use. Next, one has to choose which model fit procedure to use, how
many factors to extract, which rotation to apply (if any), and which method to use for
calculating scores. Each of these decisions has consequences to a varying degree
of importance on the results obtained (Fabrigar et al., 1999; Velicer & Jackson,
1990). After conducting EFA, the factors have to be interpreted for their meaning.
The results of EFA are not uniquely defined by the data and factorial invariance for
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different populations or different moments in time are another aspect to be consid-
ered. Some theorists have criticized the indeterminacy associated with factor analy-
sis (e.g., Schönemann, 1990). Defenders of factor analysis have responded that
indeterminacy of factors is just a special case of the general indeterminacy of theory
by empirical evidence widely encountered in science and does not pose a particu-
lar problem (Haig, 2005; McDonald & Mulaik, 1979). In this respect, analogies can
be made with discussions about models of human intelligence or personality. In
psychometric intelligence research, for example, there is considerable disagree-
ment about how many factors underlie test data and whether it is one general intel-
ligence factor or a set of partially independent intelligence factors (Gottfredson,
1997; Neisser et al., 1996). Most likely there exists no single answer as all models fit
data to different degrees (Bentler, 2000). A similar notion applies to driving. It is to
be expected that a single model of driver behaviour does not exist. However, mod-
els can be compared with respect to their parsimony and their predictive value.

The present example was not the first time that EFA has been used in the context
of modelling driver behaviour. EFA and PCA have been applied on DBQ responses,
resulting in violation and error components (e.g., Reason et al., 1990). Variants of
the DBQ have been widely employed in numerous other studies (Åberg & Rimmö,
1998; Blockey & Hartley, 1995; Lajunen et al., 2004). EFA has also been applied for
studying phenomena such as decision-making style and driving style (e.g., French
et al., 1993), driver aggression and anger (Hauber, 1980; Iversen & Rundmo 2002,
2004), driver stress (Gulian et al., 1989), driver fatigue (Matthews & Desmond, 1997),
perceptual motor skills and safety skills (Lajunen et al., 1998), skills and safety-
motives (Lajunen & Summala, 1995), problem driving (Hartos et al., 2000), driver
vengeance (Wiesenthal et al., 2000), driver emotion (Mesken, 2006), avoidance of
driving (Stewart & St. Peter, 2004), and attitudes and habits towards speeding (De
Pelsmacker & Janssens, 2005). The majority of EFA studies appear to be primarily
based on self-reports of driving without incorporating objective driving perform-
ance. A smaller number of studies have applied EFA on objective driving data,
however. Some examples are Janssen (1994), Lundqvist et al. (2000), De Winter et
al. (2006a) and chapters 3 and 4. A generic model of driver behaviour can integrate
questionnaire responses with objective measures.

5.3. Psychological and engineering models

Tentatively, one may conclude that EFA takes a distinct position between unspecific
motivational models and overly specific adaptive control models. The car itself is a
fairly deterministic system, many aspects of which can be well described and simu-
lated using mathematics, elementary mechanics, and dynamics. Humans are less
deterministic, comprising interindividual differences (e.g., skill, age, gender),
intraindividual differences (e.g., fatigue, concentration, emotion), physical and mental
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processes and limitations, learning, and various forms of error. The caveat often
seen in this respect is that vague and unfalsifiable models of car driving are pre-
sented. As quoted from Hancock (1999): “The larger question remains. Will the physi-
cist and the psychologist ever meet? Someday they must. Yet clearly much remains
to be achieved if those of a mathematical persuasion are to change their fundamen-
tal perspective to a psychological focus while many in psychology learn to use the
austere scalpel of numbers in their descriptions of behavior. Hopefully, such a union
will be of great value in transportation and many worlds beyond.” (p. 199). EFA is a
quantitative but nondeterministic technique and potentially valuable for explaining
human car driving, which is irreducibly a human-machine process.

5.4. Limitations and other types of driver models

This chapter was inevitably not comprehensive in describing all driver behaviour
models that currently exist. Excellent overviews of driver models can be found in
Cacciabue (2007), Jagacinski and Flach (2003), Michon (1985), and Ranney (1994).
Referring to the taxonomy of Michon (Figure 1), task analyses were not evaluated in
the present chapter. Mechanistic models were neither. A mechanistic model is, for
example, a model that regards a traffic stream mathematically as a continuous in-
compressible fluid. Although mechanistic and macroscopic models of traffic behav-
iour are still widely employed, we agree with Michon’s suggestions that drivers most
likely do not adhere to such assumptions.

A remark is made with respect to cognitive process models (Michon, 1985). We
consider that cognitive models belong better to the category of adaptive control
models. Indeed, Michon (1985) refers to cognitive models as adaptive control mod-
els of thought. Although cognitive models are of a more sophisticated kind than
“mindless” information-flow control models, there was no obvious reason to cluster
cognitive models in the same category as motivational models such as the RHT. In
fact, concerns about limited generalizability apply to cognitive models as well: It
has been pointed out that cognitive theory is radically underdetermined by data
(Newell, 1992).

Finally, the present review particularly addressed individual differences in car
driving behaviour. The study of within-subjects variability, particularly the use of
psychophysiological indicators, is certainly of relevance as well (Brookhuis & De
Waard, 1993; Brookhuis et al., 2003). As indicated by Brookhuis (2008): “One of the
major problems of an adequate adaptive vehicle control system is to detect and
assess inadequate driving by the driver of the motor vehicle; when and why per-
formance drops ‘below the red line’, where and what exactly is this red line” (p. 58).
Answering this question requires a careful study of the dynamics of inter- and
intraindividual differences. It is conceivable that EFA can be useful in this respect as
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well. Physiological measurements, such as eye-tracking data, can be combined
with objective measures using (dynamic) EFA to identify their communality.

5.5. A generic model of driver behaviour

A future generic model of driver behaviour can integrate subjective with objective
measures. Potential constructs to include in a generic multivariate model are speed,
errors, crashes, personality, age, experience, gender, intelligence, sensation seek-
ing, and neurological factors (e.g., Spiers & Maguire, 2007). Following EFA, related
multivariate statistical techniques that are directed towards hypothesis testing, such
as confirmatory factor analysis (CFA) and structural equation modelling (SEM), can
facilitate in constructing and testing a generic driver model. Several important steps
have already been undertaken. For instance, Groeger (2000a) tested a four-factor
cognitive theory of driving behaviour using CFA. A similar type of study was pre-
sented in Grayson et al. (2003). SEM has been applied to driver behaviour by, for
example, De Pelsmacker and Janssens (2005),  Sato and Akamatsu (2008), Ulleberg
and Rundmo (2003), and Wallén Warner and Åberg (2006). The merit of SEM for
travel behaviour research and driver behaviour studies has been acknowledged by
Golob (2003) as well. Such approaches are constructive in the maturing field of
driver behaviour modelling.

6. Conclusion
This chapter investigated the merit of motivational, adaptive control, and trait mod-
els. It was concluded that motivational models and adaptive control models were
not successful as tools for constructing a driver profile. We proposed to apply the
trait models concept by using EFA as a statistical multivariate tool in the endeavour
of extracting individual measures of driving behaviour and potentially uniting engi-
neers’ and psychologists’ perspectives on the world. A generic speed factor could
certainly be of importance in a model of driver behaviour, considering that speed
plays a central role in many existing driver models.
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Abstract
The effectiveness of virtual driving instruction can increase when techniques that
automatically distinguish between violations and errors are available, two behav-
iours requiring different types of remediation. This study reports the analysis of the
objectively measured performance of 520 participants completing a simulation-based
training programme. Factor analysis of failure reasons showed that violations and
errors were the primary underlying factors. Men committed more violations and
women made more errors; the magnitude of gender differences corresponded to
the factor loadings. Factor analysis of the mean task completion times yielded a
factor that can be described as the extent to which motivation for speed was ex-
pressed in quicker task execution. Quicker participants completed more tasks, com-
mitted more violations but made fewer errors. Participants reduced errors during
forced-paced driving and increased speed during self-paced driving. The authors
recommend exploiting the distinction between violations and errors by developing
interfaces and feedback for both types of aberration.

De Winter, J.C.F., Wieringa, P.A., Kuipers, J., Mulder, J.A., & Mulder, M. (2007c).
Violations and errors during simulation-based driver training. Ergonomics. 50, 138–
158. (adapted with minor textual changes)
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1. Introduction
In these days of high-priced fuel, simulators provide a cost-effective solution to ini-
tial driver training. Besides financial benefits, simulators offer great opportunities for
carrying out objective measurements on the user’s actions in a safe and purpose-
developed virtual environment (Vlakveld, 2005b). Not surprisingly, many driving
schools have started using simulators for training their students. It has been esti-
mated that around 100 low-cost simulators are currently used in the Netherlands for
initial driver training (Kappé & Van Emmerik, 2005). Nowadays, the introduction of
virtual instructor software, sometimes referred to as an intelligent tutoring system,
contributes to further automation of driver education, the result of which changes
the role of the human instructor into that of a supervisor (Kappé & Van Emmerik,
2005; Weevers et al., 2003a, 2003b).

In comparison with a human instructor, a virtual instructor monitors and assesses
the driver’s actions by comparing his or her performance with normative perform-
ance and gives corrective feedback when the driver fails to comply with these norms
(e.g., Michon, 1993). However, there are indications that failures cannot always be
effectively remedied by practice and simple feedback on performance. It has been
found that learner drivers may prefer to increase speed rather than to drive more
accurately to comply with the norms (De Winter et al., 2006d). This distinction be-
tween speed and accuracy seems to be similar to the distinction between violations
and errors, defined here as intentional and unintentional deviations from normative
performance respectively (see also Rothengatter, 1997). It has been suggested that
errors could be counteracted by means of proper training (e.g., Reason et al., 1990),
whereas violations could be better prevented by self-reflection and attitude enforce-
ment (e.g., Hatakka et al., 2002). Because both types of behaviour require different
modes of communication, a virtual instructor should be able to distinguish between
intentional violations and unintentional errors. Therefore, objective methods are
needed to make a distinction.

The violation-error distinction has been extensively studied by means of ques-
tionnaires. Reason et al. (1990) were the first to show, using the Driver Behaviour
Questionnaire (DBQ), that driving behaviour on the roads can be divided into viola-
tion and error components. They suggested that violations and errors are caused
by different psychological processes. Others have repeated and extended this work.
For example, demographic differences and the relation of violations and errors to
road accidents have been investigated (Åberg & Rimmö, 1998; Blockey & Hartley,
1995; Kontogiannis et al., 2002; Lajunen et al., 2004; Mesken et al., 2002; Özkan &
Lajunen, 2005; Parker et al., 1998; Rimmö & Åberg, 1999; Xie & Parker, 2002).

Although violations and errors are probably governed by different psychological
processes, this does not imply that both types of aberration are unrelated. There are
numerous indications that drivers show adaptive behaviour. For example, it has been
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reported that skid control training indeed improves vehicle-handling skills but that it
also leads to an increased number of speed violations (Katila et al., 1996), and Van
Winsum and Godthelp (1996) showed that drivers with better steering skills adopt
higher speeds in bends. Furthermore, speed control plays an important role in driv-
ing behaviour because speed influences task conditions and hence the susceptibil-
ity to violations or errors (Rothengatter, 1997; Fuller, 2005). Without doubt, violations,
errors, and speed are intimately related and further investigation is therefore needed
to support the development of virtual instructors.

Distinguishing between violations and errors without completing questionnaires
is easier said than done. First, a computer cannot assess a person’s intentions di-
rectly, although progress is made in correlating physiological measurements with
driving performance (e.g., Lin et al., 2005). Second, there exists no acceptable
definition of normative driving behaviour (Kappé & Van Emmerik, 2005; Pirenne et
al., 2002; Rothengatter, 1997). Traffic law regulations do not suffice, because they
implicitly assume intentional behaviour. Driving through a red light, for example, is
always regarded as a violation, even if the driver erroneously failed to see the light.
Third, during an action sequence, violations and errors can occur simultaneously
(Reason et al., 1990) and therefore observed driving behaviour can be the result of
both a violation and an error.

These difficulties also play a role in the development of driver support systems
(Rothengatter, 1997). Rothengatter (1991) proposed to simplify the problem by at-
tributing every deviation from normative performance to intentional violations. An-
other option is “to consider deviations from normative performance as intentional
only when these ‘normally’ occur with specific drivers” (Rothengatter, 1997). In other
words, given the fact that a group of violation-prone drivers (for example, men) is
observed to frequently deviate from particular normative performance (for example,
not keeping enough distance), this deviation can generally be considered a viola-
tion. Similarly, Reason et al. (1990) stated that: “Distinctions between errors and
violations, on the one hand, and their respective contributions to road accidents, on
the other, emerge more clearly from group analyses in which age and sex differ-
ences, rather than individuals, are the focus of study” (p. 1317). Gender differences
have been identified in DBQ scores, with men reporting more violations than women
and women reporting more errors than men (Åberg & Rimmö, 1998; Blockey & Hartley,
1995; Parker et al., 1995; Reason et al., 1990).

The aim of this study was to find out whether violations and errors could be iden-
tified in objective performance data. For this purpose, performance data of partici-
pants who completed a simulation-based driver training programme were analysed
and the relationships between violations, errors, and speed were assessed.
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2. Method
For a period of 8 months, performance data were recorded for participants involved
in simulation-based driver training in simulators placed throughout the Netherlands.

2.1. Hardware

The driving simulators used in this study were the commercially available fixed-
base Dutch Driving Simulators (DDS; Green Dino, 2007) (Figure 1). The vehicle
controls of the DDS were similar to an actual car with a manual transmission. Force
feedback was provided on the steering wheel according to the self-aligning torque
of the front wheels and acceleration cues were provided by means of vibrations on
the steering wheel column and vibrations in the back of the seat. Three projectors
provided a geometrical 180° field of view. The resolutions were 1024 x 768 pixels for
the front view projection and 800 x 600 pixels for the side view projections. The
dashboard, the vehicle interior, and mirrors were integrated in the projected image.

2.2. Training software

The curriculum was based on Dutch driver training and consisted of 15 lessons, 27
min each. Lessons 1–5 were dedicated to vehicle control, lessons 6–10 to driving in
urban areas with intersections and roundabouts, and lessons 11–15 to motorway
driving. A human supervisor was able to manually alter the default order of the les-

Figure 1. Dutch Driving Simulator (Green Dino, 2007).



50     50     50     50     50     Chapter 3

sons. Each lesson consisted of two or three sessions with the duration ranging from
4 min 30 s to 16 min 4 s. Sessions were preceded by instructive text, voice, and
movies. In total, the training programme consisted of 1 h of such multimedia instruc-
tions and 5 h 45 min of simulation-based driving.

A virtual instructor provided instructions and feedback on performance. After the
task was successfully executed a successive number of times, instructions and
feedback were reduced. Tasks were automatically activated and deactivated ac-
cording to predefined conditions. For example, the task of taking bends was acti-
vated when entering the bend and deactivated when leaving the bend. Tasks could
also end as a result of a 30-s time-out. Different tasks could be activated within a
session, but only one task could be activated at a time. Tasks were automatically
assessed by a virtual instructor that monitored whether the participant exceeded
predefined (normative) thresholds. Most tasks could be failed for different reasons.
More information about the virtual instructor can be found in Weevers et al. (2003a,
2003b).

2.3. Participants

A total of 42 different driving schools (totalling 46 DDSs) across the Netherlands
took part in the measurements. Performance data of 2,530 participants were re-
corded, 520 of whom had completed all lessons in default order (263 men, 257
women, mean age based on available records =19.7 years). As these participants
had completed the same training programme, their data were used for the analysis
that is presented in this chapter. The median number of days needed to finish the
default training programme was 17.5. After having completed the simulation-based
training programme, participants continued training in a real vehicle.

2.4. Measures

Driving performance on 20 tasks (see Table 1) was automatically recorded. All data
were brought together after completion of the 8-month measurement. The number
of successes, the number of failures per failure reason, and the mean task comple-
tion time (MTCT) were calculated for every participant for every task. If a participant
had failed a task for more than one reason, then only the failure reason listed first in
Table 1 was recorded. All time-outs were excluded from the analysis. Only task
successes were used to calculate MTCT; the MTCT was not calculated when the
participant was never successful on a task. The number of task activations for a
participant-task combination was defined as the number of successes plus the
number of failures.
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3. Results
3.1. Frequencies

Table 1 shows the means and standard deviations of the number of failures per
failure reason, the number of successes per task, and the MTCT per task. It can be
seen that the mean number of successes and mean number of failure reasons dif-
fered highly between tasks, which can be explained by the curriculum design and
the strictness of the normative performance. For example, lateral highway manoeu-
vres (T9) was activated many times, which can be explained by the fact that multi-
ple sessions were devoted to lane changes and overtaking. Stopping in front of a
stop sign (T16) is an example of a task that was activated less frequently, because
it was given in one short-lasting session only and the mean MTCT was relatively
high. Because the assessment criteria of this task were rather strict, on average,
more failures (3.34 which is the sum of failure reasons F39, F40, F41, and F42) than
successes (2.49) were counted.

An interesting finding was that the average man had more failures than the aver-
age woman (184 vs. 167, Cohen’s d effect size (d ) = 0.37, p < 0.001 using a t test)
and more successes as well (521 vs. 491, d = 0.56, p < 0.001). In other words, men
were involved in more task activations, even though every participant received equal
training time.

3.2. Factor analysis of failure reasons

3.2.1. Factor analysis

To investigate whether a distinction can be made between violations and errors, the
Pearson correlation matrix among the failure reasons was constructed and factors
were extracted using the maximum likelihood method. Only two factors were ex-
tracted, because the violation-error distinction was of interest. The scree plot clearly
supported this two-factor solution. Parallel analysis (O’Connor, 2000) indicated that
an eight-factor solution would be most appropriate. However, the eight-factor solu-
tion was not readily interpretable and was clearly an overextraction resulting from
the fact that parallel analysis is sensitive to sample size thereby recommending an
inappropriately high number of factors. Oblique rotation (oblimin) was tried and it
was found that only a small negative correlation (-0.10) existed between the factors,
so it was decided to simplify the solution by orthogonal Varimax rotation. The result
of the factor analysis is shown in Table 2. The two orthogonal factors accounted for
11.9% of the total variance: 7.35% for factor 1 and 4.52% for factor 2. The small
variance can be explained by several failure reasons that hardly contributed to the
overall solution. After removing 34 failure reasons having a correlation with all other
failure reasons that was smaller than 0.30 (Tabachnick & Fidell, 2001), the two-factor
solution would explain 25.3% of the variance, which is comparable to the DBQ-
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study of Blockey and Hartley (1995). Failure reasons loading above 0.20 were con-
sidered high enough (salient) to assume that a relationship existed between the
failure reason and the factor (Gorsuch, 1974, taking into account the sample size of
520).

3.2.2. Reliability analysis

The internal consistencies (Cronbach’s α) of salient variables were 0.79 for factor 1
and 0.65 for factor 2, which seems to be fairly low but around the same level as
those found after factor analysing DBQ-responses (Lajunen et al., 2004).1 Addition-
ally, the reliability of the factor loadings was assessed by randomly dividing the 520

1) Note that a high Cronbach’s α is not a necessary condition for a good factor analysis (Boyle,
1991; appendix B). Instead, maximizing Cronbach’s α can result in overly specific factors with low
validity.
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participants into two groups of 260 participants and reperforming the factor analy-
sis for these two subsamples. Factorial agreement was then assessed by the con-
gruence coefficient (Levine, 1977). The factor loading congruence coefficients be-
tween the subsamples and the total sample were 0.94 and 0.98 and the congruence
coefficient between both subsamples was 0.87, indicating that reasonably equal
results could be produced by two independent (and smaller) groups of participants.

3.2.3. Factor 1 description

Table 2 shows that failure reasons loading (> 0.20) on factor 1 were almost exclu-
sively excess of speed and the breaching of safety-related thresholds. The failure
reasons loading most highly (> 0.40) on this factor were: driving too fast (F12, F17,
F18); moving the clutch too quickly (F30); and following too closely (F19, F20, F21).
Not using the traffic indicator (F22) and pressing the clutch when it was forbidden
by the rules (F14, F27, F41, F48) also loaded on the first factor. The latter procedure
followed Dutch training regulations, which state that drivers should be in the desired
gear before executing a manoeuvre to prevent excessive increase of task difficulty
(Vissers, 2001).

3.2.4. Factor 2 description

Failure reasons that loaded (> 0.20) on factor 2 were related to poor vehicle control.
The highest factor 2 loadings (> 0.30) represented lane-tracking or speed-tracking
errors (F25, F26, F35, F46, F49). Lower loadings generally related to procedural
failures such as stalling the engine and shifting to the wrong gear or applying the
wrong pedal. Interestingly, approaching a red or amber traffic light too fast (F13,
F16) and driving too fast on and near intersections (F12) loaded moderately on
factor 2 as well, although the characteristics of these failure reasons resemble the
characteristics of factor 1. Personal observations can explain the loadings on factor
2. Traffic lights and speed signs were relatively difficult to perceive (see also Figure
1) and often disappeared behind the projected rear view mirror, so these aberra-
tions can be explained as the result of a perceptual deficiency in the driving simula-
tor.

3.2.5. Negative factor loadings

Negative factor loadings have a distinct meaning as well. While positive factor 1
loadings were found for speeding and breaching safety-related thresholds, nega-
tive factor 1 loadings may represent a reluctance to act in time. Not pressing the
clutch so that the engine almost stalls (F42) and approaching an amber traffic light
too fast (F16) both belong to this category. While positive factor 2 loadings were
related to poor vehicle control, negative loadings appear to be a sign of good vehi-
cle control and especially occurred for applying the clutch when against the rules
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(F14, F27, F41, F48). It can be reasoned that participants with better vehicle-han-
dling abilities were involved in these failures because they were less obstructed by
increased task difficulty. For example, the Pearson correlation between F27 and F49
is -0.29 (p < 0.001) indicating that participants who had fewer lane-tracking failures
more often applied the clutch in a bend.

3.2.6. Comparison to DBQ and gender differences

When comparing the factor distinction to the violation-error distinction from factor
analyses of DBQ responses, it appeared that both categories are quite similar. Be-
haviours such as driving too close and speeding were clustered into the violation
category, whereas perceptual, judgemental, and vehicle control-related deficien-
cies were clustered into the error categories (e.g., Reason et al., 1990).

This study supports the finding that the two factors represent violations and er-
rors. Studies using a DBQ and a factor analysis have shown that men are generally
more involved in violations and that women are more involved in errors (e.g., Rea-
son et al., 1990). Figure 2 shows gender differences in terms of effect size (Cohen’s
d) versus factor loading differences (factor 1 loading minus factor 2 loading) for
each of the 52 failure reasons. It can be seen that a clear relationship exists. When

Figure 2. Magnitude of gender difference (Cohen’s d effect size) of number of failures
versus factor loading difference (violation factor loading minus error factor loading) for

each of the 52 failure reasons.
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factor loading difference is high (failure reason is more a violation than an error),
men had more failures; when the factor loading difference is low (failure reason is
more an error than a violation), women had more failures. A Pearson correlation
between gender differences and factor loading differences supported this observa-
tion (r = 0.97, p < 0.001). Pressing the horn too late on the spatial-perceptual task
(F36) occurred significantly more amongst women, which is in accordance with lit-
erature about gender differences in spatial abilities (e.g., Coluccia & Louse, 2004).
The correspondences between factor loadings and gender differences supports
that factor 1 represents violations and factor 2 represents errors.

3.3. Factor analysis of mean task completion times

3.3.1. Factor analysis

To investigate the speed choice of participants, a Pearson correlation matrix of the
MTCTs of the 20 tasks was calculated; missing items were excluded pairwise. Par-
allel analysis indicated that two factors should be extracted; however, the two-factor
solution was not regarded as interpretive. The scree plot clearly indicated that a
one-factor solution was most appropriate, so it was decided to extract only one
factor using the maximum likelihood method. The factor accounted for 15.6% of the
total variance. The factor loadings are shown in Table 3.

3.3.2. Reliability analysis

The internal consistency (Cronbach’s α) of the salient variables was 0.78. The factor
loading congruence between two random subsamples of 260 participants was 0.96
and the factor congruences between each subsample and the total sample were
0.99 each, indicating that the factor loadings can be considered reliable.

3.3.3. Factor description

The extracted factor can best be described as the extent to which motivation for
speed was expressed in the MTCT and is referred to as the paceability 2 of the
driving task. The highest factor loadings (> 0.50) were found for tasks for which the
participant was relatively unconstrained concerning the task completion time. For
example, it can be imagined that the time taken to complete straight road segments
(T5) or to complete lateral highway manoeuvres (T9) depended largely on the par-
ticipant’s preferred speed. Taking bends (T4, T18, T20), stopping the car (T15, T16,
T17), and driving away from a parking lane (T2) had lower factor loadings, because
the MTCT was more ambiguously related to motivation for speed. External factors,
such as the task difficulty, relation to initial speed or the predefined criteria that

2) In other chapters, the factor extracted from the task completion times is referred to as the “speed
factor”
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started and ended the tasks, played a more important role here, so that the MTCT
was less informative about the participant’s preferred speed. Tasks for which the
MTCT or the speed were computer-controlled (forced-paced tasks T10, T13, T19)
had near-zero factor loadings. The distance-keeping tasks (T6, T7, T8) showed nega-
tive factor loadings, because these tasks were active when driving within 2 s dis-
tance of another car. Generally, drivers with a tendency to be quick followed the car
in front more closely so that the task remained active for a longer time, so, paradoxi-
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cally, participants who wanted to be quick took longer to complete distance-keep-
ing tasks.

3.3.4. Comparison to gender differences

Again, the extracted factor was compared with gender differences. Figure 3 shows
that a clear relationship exists between the paceability factor and the effect size of
the MTCT of men and women. The larger the factor loading, the lower the effect size
(r = -0.96, p < 0.001), indicating that men have a higher inclination for speed than
women.

3.4. Factor score correlations

Violation-scores, error-scores, and speed-scores were calculated for each partici-
pant according to the Bartlett weighted least squares procedure. The sign of the
speed-score was reversed so that increased motivation for speed corresponded to
an increase in speed-score. Additionally, activations-scores were calculated from
the mean z-transformed number of task activations; the activation-scores are an
indicator for the number of tasks completed by the participant.

Figure 4 shows the activations-score versus the speed-score for each partici-
pant. It can be seen that participants having a high motivation for speed were in-

Figure 3. Magnitude of gender difference (Cohen’s d effect size) of mean task completion
time versus paceability factor-loading for each of the 20 tasks.
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volved in more tasks (r = 0.78, p < 0.001). On average, men had a higher speed-
score than women (0.46 vs. -0.48, d = 1.06, p < 0.001) and a higher activations-
score as well (0.36 vs. -0.37, d = 0.78, p < 0.001). The latter result corresponds to
the aforementioned result that men had both more successes and more failures
than women (section 3.1).

Figure 5 shows the violation-score versus the speed-score. It can be seen that
speed and violations bear a strong relationship (r = 0.71, p < 0.001) insofar as quicker
participants committed more violations. This makes sense when considering that
participants with a higher speed-score were involved in more tasks (see Figure 4)
and that many violations were found to be speed related. It can also be seen that
participants with a very high speed-score (> 1.50) were involved in an increased
number of violations. On average, men had a higher violation-score than women
(0.38 vs. -0.39, d = 0.83, p < 0.001).

Figure 6 shows that motivation for speed had a small inverse correlation with
errors (r = -0.24, p < 0.001). Men had a lower mean error-score than women (-0.37
vs. 0.38, d = -0.81, p < 0.001).

3.5. Change of behaviour with time

To further investigate the relationships between errors, violations and speed, the
participant’s temporal behaviour within sessions was addressed. A distinction was

Figure 4. Activations-score versus speed-score for each of the 520 participants. The
dashed line is a linear fit.
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Figure 5. Violation-score versus speed-score for each of the 520 participants. The
dashed line is a linear fit.
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Figure 6. Error-score versus speed-score for each of the 520 participants. The dashed
line is a linear fit.
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made between forced-paced (paceability near zero) and self-paced tasks (pace-
ability considerably greater than zero).

3.5.1. Forced-paced

For forced-paced tasks, plotting the mean cumulative number of failures and task
activations versus time typically yields a graph as shown in Figure 7. This figure
presents the task lateral position tracking (T10), during which participants had to
drive accurately in the middle of the right lane of a winding road. The waving pattern
occurred because the task was reactivated every 30 s. The solid lines represent the
mean cumulative number of two failure reasons (F25 + F26). Only these two failure
reasons were shown because they could be characterized as errors (see Table 2). It
can be seen that the slope of these curves decreases with time, which can be ex-
plained by performance improvement. The dotted lines show that the mean number
of errors can well be described by means of a simple experience curve as defined
in equations (1) to (3).

btFtf ⋅= 0)( (1)

Figure 7. Mean cumulative number of task activations (task T10) and mean cumulative
number of failures (failure reasons F25 and F26) versus time in the session. The thin

black line through begin and endpoint was included to illustrate that the slopes of the
curves remained constant with time.
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Integration to obtain cumulative values yields:

1
0

)(
1

+
⋅=

+

b
tF

tF
b

(2)

In which t is the time since a starting moment, f (t ) is the failures per s at time t, F 0
is the failures per s at t = 0, F (t ) is the cumulative number of failures at time t, and b
is the learning constant.

The learning percentage is defined as:

b2=θ (3)

Best fits for men and women were obtained with reasonably similar learning per-
centages (θ) of 72.2 and 74.6 and with different begin values (F 0) of 0.048 and
0.065 respectively. This indicates that men and women did not markedly differ in
their learning abilities; however, they started at different initial performance levels.
These similarities and differences respectively were also observed in other forced-
paced tasks.

3.5.2. Self-paced

Figure 8 shows a similar graph but for the self-paced task driving away during start/
stop exercise (T1). During the session, participants had to drive away repeatedly
and bring the car to a stop for 10 min on an endless straight road. No other vehicles
were present and participants did not have to steer. It can be seen that the slopes of
the dashed grey and black curves increase, which can be explained by the fact that
participants speeded up, hence increasing the task activation rate. Looking at the
mean cumulative number of violations (F4, moving the clutch too quickly), it can be
seen that the slopes of these lines also increase, indicating that (simulation-based)
training actually led to an increased number of violations per time unit. Similar pat-
terns were observed in other self-paced tasks.

4. Discussion

4.1. Distinction between violations and errors

Two factors were identified in the automatic recordings of failures in participants
who completed a simulation-based driver training programme. This two-factor solu-
tion appeared to be similar to the violation-error distinction obtained from question-
naires, such as the DBQ, that asked respondents about intentional and uninten-
tional driving behaviours. Although the main criterion of distinguishing between vio-
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lations and errors is intention, which was not measured in this study, the results
support the finding that the extracted factors represented violations and errors. Factor
loadings indicated that differences exist in the extent to which a failure can be re-
garded violation and error, and gender differences corresponded with these differ-
ences. Men committed more violations and women made more errors; the differ-
ences being the largest for the failure reasons that loaded highest on these scales.
This is in accordance with DBQ-studies reporting that men are involved in more
violations and fewer errors than women (e.g., Reason et al., 1990). Put differently,
this study showed that it is possible to make a distinction between violations and
errors without letting participants complete questionnaires; however, previous fac-
tor analysis results of questionnaire responses were needed as a basis.

4.2. Speed in relation to violations and errors

Factor analysis of the MTCTs revealed a factor called paceability, which can be
described as to what extent the participant’s inclination for speed translates into
lower MTCTs. The paceability factor distinguishes between forced-paced tasks and
self-paced tasks. During forced-paced tasks, participants could not (or hardly) in-
fluence task completion times because these were computer-controlled. Participants

Figure 8. Mean cumulative number of task activations (task T1) and mean cumulative
number of failures (failure reason F4) versus time in the session. The thin black lines
through begin and endpoints were included to illustrate that the slopes of the curves

increased with time.
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reduced errors during these tasks, and it was found that a power curve was useful
to describe the number of errors over time. During self-paced tasks, participants
generally increase their speed as well as the number of violations per time unit.

Speed, errors, violations, and the number of task activations (failures + successes)
were closely related. Generally, quicker participants committed more violations, made
fewer errors, and were involved in more tasks per time unit. It is remarkable that
quicker participants made fewer errors, considering that quicker participants per-
formed more tasks than slower participants and that quicker driving induces higher
task demands (e.g., Fuller, 2005). Being quick can therefore be seen as a sign of
having good vehicle-handling abilities. Gender differences in speed-scores and
error-scores were rather large when considering that gender differences in mental
abilities and choice reaction time are only small (Colom et al., 2000; Lorenz & Manzey,
2001). It is likely that the average male participant had more previous practice, for
example, with controlling cars in computer games or otherwise.

4.3. Results in a broader perspective

By definition, a simulator does not provide a perfect representation of real driving.
Safety has a different meaning and the consequence of committing violations is
different compared to reality. Moreover, this study focused on a particular subset of
people, namely youngsters around 19 years old who had the intention of obtaining
their driving licence. Nonetheless, some results might be relevant to real driving
behaviour on the roads. The results can clarify why violations cannot easily be pre-
vented by practising (e.g., Hatakka et al., 2002) and why driver training cannot be
considered an effective countermeasure to (speed-related) crashes (e.g., Mayhew
& Simpson, 2002).

In a broader perspective, the results seem to relate to Fitts’ law of human move-
ment (Fitts, 1954). Although developed for much simpler tasks than car driving,
Fitts’ law states that the time needed to complete a movement depends on the level
of accuracy and the human information-processing capabilities, or put differently,
humans can use their capabilities to increase speed at the cost of accuracy or vice
versa. In another study, such a speed-accuracy trade-off was identified with partici-
pants who practised lane-tracking on a driving simulator (De Winter et al., 2006d).
The present study addressed group averages rather than the speed-accuracy trade-
offs of individuals. When assuming that training on the simulator increases informa-
tion-processing capabilities regarding the driving task, Fitts’ law then predicts that,
on average, training results in fewer errors (Figure 7) and lower task completion
times (Figure 8). In a way, committing a violation is paradoxical, because violations
mostly relate to the exceeding of speed-related thresholds. When considering that
being quick is a sign of being competent, it requires self-control not to exceed the
artificial boundary.
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4.4. Implications for the development of virtual instructors

The present results can help in defining whether a failure reason is generally the
result of intentional or unintentional behaviour. This knowledge can help to improve
the effectiveness of virtual instructors, as it allows for task-specific feedback aimed
at preventing violations or errors. A suggestion for rectifying violations in the simula-
tor involves creating hazard awareness and establishing knowledge of traffic rules,
for example, by means of small multimedia “campaigns”. Errors might be prevented
by putting emphasis on repeating the task and giving direct feedback on perform-
ance. In view of the fact that being quick is a sign of having good vehicle-handling
abilities, it might be an interesting idea to develop training software that adapts itself
to quick students so that they are automatically confronted with a more difficult task.

The violation-error structure explained only 11.9% of the total variance. Com-
munalities of several failure reasons were low, indicating that these failures had large
task-specific (unique) or random variance, unrelated to the skill for preventing er-
rors or the tendency to commit violations. From this viewpoint, it could be consid-
ered whether tasks such as spotting objects (T14) should be removed from the
curriculum. The unique variance of this task is probably not of interest, because real
car driving does not involve horn pressing when objects appear and the number of
failures hardly related to performance on other tasks. Second, it is recommended to
research whether the assessment criteria can be improved so that the number of
failures tells more about the driver. For example, stalling the engine (F1, F6, F38,
F39) turned out to be a relatively rare event with low communalities and low mutual
correlations, suggesting that it is something that can accidentally happen to anyone
once in a while. Other criteria might be better able to distinguish whether someone
is good in driving away and stopping the car or not.

Finally, driver assessment involves more than analysing whether one follows the
norms. Because (simulation-based) driving is partially a self-paced task, the as-
sessment software should not solely concentrate on the state of the vehicle with
regard to predefined thresholds, but also on the driver’s pace and the number of
tasks. Instead of reporting the number of failures of a participant, the number of
successes should be reported too. For the same reason, it is recommended to train
not only in short-lasting scenarios, which is common practice in many training simu-
lators. Instead, training should take place in longer-lasting sessions so that students
can choose speed according to their own discretion.
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Appendix 3A
This appendix provides additional information regarding the training software de-
scribed in section 2.2.

Typically, the complexity of the lessons in the training programme increased pro-
gressively. So, eventually students should be able to handle complex situations and
complete them without making errors or committing violations. For example, at the
beginning of the first intersection lesson (lesson 6), participants had to repeatedly
drive straight, turn left, and turn right, at unsignalised intersections without other
traffic. Later intersection lessons (lessons 7 through 10) featured more complex
tasks, including different types of signalised and sign-controlled intersections,
roundabouts, and autonomous traffic.

In many of the lessons, there were other cars (agents) driving around autono-
mously; pedestrians and cyclists were present but did not move. Critical conflicts
could occur with the agents, but there were no preprogrammed or triggered critical
conflict scenarios or hazard perception scenarios such as in the work of others
(e.g., Allen et al., 2007a). Rather, the lessons were simulations of real-world lessons
with a human instructor. In most lessons, the routes through the virtual environment
were not fixed; for example, when the participant turned into a different direction
than instructed by the virtual instructor, the lesson continued as normal without re-
starting.

The recorded tasks clearly do not represent all of the student’s actions during the
15-lesson training programme; this would be unfeasible because of inherent limita-
tions of data storage facilities (see chapters 7-10 for experiments where all data
were recorded on a frequency of 50 Hz, but with a smaller number of participants
and for a few tasks only). The data in this chapter represent basic performance
records (success or failure and task completion time) of primary tasks that were
active during the lessons, aggregated across similar lessons and/or similar types of
tasks. Chapter 4 includes a factor analysis that is similar to the factor analysis in
chapter 3, but in chapter 4, all recorded data were used for each primary task and
each lesson block separately.

It should be noted that it is likely that the final results (i.e., the factor scores) do not
depend intimately on the functional capabilities of the Green Dino Simulator, be-
cause they represent a weighted average of normalised performance records of
many diverse tasks. Whereas the score on each item separately depends strongly
on its definition and type of assessment, the essence of the factor scores is that they
aim to be generic. It is expected that the speed-score, for example, is a personal
characteristic, and that it would correlate substantially with a speed-score extracted
from a different type of simulator.

More information about the simulator and the virtual instructor can be found in
Fikkert et al. (2006), Green Dino (2007), Kappé and Van Emmerik (2005), Weevers
et al. (2003a, 2003b), as well as in chapters 4 and 5.
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Abstract
Simulators are being used to an increasing extent for driver training, allowing for the
possibility of collecting objective data on driver proficiency under standardized con-
ditions. However, relatively little is known about how learner drivers’ simulator meas-
ures relate to on-road driving. This study proposes a theoretical framework that quan-
tifies driver proficiency in terms of speed of task execution, violations, and errors.
This study investigated the relationships between these three measures of learner
drivers’ (N = 804) proficiency during initial simulation-based training and the result
of the driving test on the road, occurring an average of 6 months later. A higher
chance of passing the driving test the first time was associated with making fewer
steering errors on the simulator and could be predicted in regression analysis with a
correlation of 0.18. Additionally, in accordance with the theoretical framework, a
shorter duration of on-road training corresponded with faster task execution, fewer
violations, and fewer steering errors (predictive correlation 0.45). It is recommended
that researchers conduct more large-scale studies into the reliability and validity of
simulator measures and on-road driving tests.

De Winter, J.C.F., De Groot, S., Mulder, M., Wieringa, P.A., Dankelman, J., & Mulder,
J.A. (in press-a). Relationships between driving simulator performance and driving
test results. Ergonomics. (adapted with minor textual changes)
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1. Introduction
Various studies have attempted to improve driver training to reduce the large number
of crashes among young drivers. The European BASIC project recommended that
diverse training methods (e.g., professional training, accompanied driving, phasing
the training) need to be applied together; one measure alone is not effective enough
(Hatakka et al., 2003). In another EU-funded project, TRAINER, research was con-
ducted into the use of driving simulators as a means to reduce road crashes (Dols
et al., 2001). In view of the importance of research in driver training, it is considered
relevant to further investigate the value of driving simulators. More specifically, the
present study attempts to gain insight into how learner drivers’ proficiency during
simulation-based training relates to their results on the official Dutch driving licence
test.

1.1. Data quality in simulation-based driver training

Simulators are being used to an increasing extent to train learner drivers. Advan-
tages of a simulator are that goal-oriented virtual worlds and scenarios can be pre-
sented, and that driving performance can be assessed objectively and accurately
in a standardized fashion (De Winter et al., 2006b; Wassink et al., 2006). It is impos-
sible to incorporate these aspects into driver training on the road. In order to train
learner drivers to negotiate crossroads, for example, they first have to drive to a
suitable location. Weather conditions and the positions of other vehicles depend on
coincidental factors, and the quality of the assessments depends on the inevitably
subjective judgements of the human instructor.

One potential disadvantage of driving simulators is that, by definition, they pro-
vide only a representation of reality, not reality itself. It is a technical and psychologi-
cal challenge to match simulator driving to the real situation. However, driving simu-
lators have proved to be excellent instruments in studies where relative compari-
sons are important. Driving simulators have been used for research into central
nervous system disorders, visual impairment, age, gender, driving experience, sleep
apnoea, alertness, alcohol dose levels, the use of mobile telephones, and so forth
(e.g., Gawron & Ranney, 1988; Lew et al., 2005; Reed & Green, 1999). Blaauw (1982)
found that performance on a driving simulator gave more accurate distinction be-
tween experienced and inexperienced drivers than an assessment on the road.
Boydstun et al. (1980) found a strong correlation (0.88) between performance on a
simulator and a driving test on the road in a group of healthy participants and per-
sons with perceptual motor handicap. H.C. Lee (2003) found that performance on a
low-cost simulator could explain more than two thirds of the variance in on-the-road
assessments amongst older drivers. Lew et al. (2005) concluded that automatic
assessment of simulator performance in patients with traumatic brain injury pro-
vided valid measures that could be more sensitive predictors of future driving per-
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formance than traditional tests on the road with a human examiner. Thus, simulators
offer potential advantages for objective data collection and assessing individual
differences.

As far as driver training is concerned, it is obviously essential that the skills learned
on the simulator can be transferred to the road, and that the performance data of the
training programme carry some predictive meaning for future driving behaviour.
Recent scientific studies have made optimistic conclusions regarding the potential
effects of computer-based driver training on road safety (Allen et al., 2007a; Fisher
et al., 2006). Still, relatively little is known about the quantitative relationships be-
tween learner drivers’ performance variables measured in a simulator and those
measured on-road.

1.2. Theoretical framework for modelling the driver

A simulator can produce huge amounts of data regarding an individual’s driving
performance. A theoretical framework is mandatory to process these data in order
to obtain useful indicators of driver proficiency. Car driving is a very complex task,
and no driver model can capture all of its intricacies (Reason et al., 1990). Nonethe-
less, it is possible to detect important regularities and to parsimoniously represent
the recorded driver data.

Similar to a previous driving simulator study (chapter 3), we employ the distinc-
tion between two forms of aberration: violations and errors, as was originally put
forward in the context of car driving by Reason et al. (1990). Violations represent
deviations from rules that supposedly describe the best/safest way of performing a
task (Parker, 2007). Violations do not reflect what the driver can do, but what a driver
is willing to do; they are – at least in part – intentional. As indicated by Parker (2007):
“While many drivers stopped by the police plead that they were unaware that they
were breaking the speed limit, it can be argued that at some level we are all aware
of the speed we are travelling” (p. 270). Violations are important for safety as they
are predictive of a driver’s crash involvement (Glendon, 2007; Parker, 2007, for a
discussion). A reduction of violations can be best achieved with attention to aspects
such as self-control, attitudes, and norms (Parker, 2007).

In contrast, errors are defined as the failure of planned actions to achieve their
intended consequences (Reason et al., 1990). They arise from information-process-
ing problems and can be understood in relation to perceptual, attentional, and judge-
mental processing of the individual (Parker, 2007; Reason et al., 1990). The number
of errors can normally be reduced by regular experience or skills training (chapter
3; Parker, 2007).

In addition to violations and errors, the speed of task execution is also an informa-
tive driver characteristic. Theories of skill acquisition (see e.g., Crossman, 1959;
Groeger & Banks, 2007) predict that beginner performance is slow and errorful.
With increasing experience, performance speeds up, and becomes more efficient
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and less sensitive to distraction. That is, a novice driver will not only make more
errors, but will also require more time to complete tasks (e.g., shifting gears; Duncan
et al., 1991) than an expert driver. This is in line with the learning curve model that
predicts that an operator’s required time to complete tasks reduces with increased
experience according to a power law function; this model well fit drivers’ perform-
ance records in a simulator (De Winter et al., 2006b).

Hence, the present study ascribes three generic scores to assess driver profi-
ciency on the basis of performance on the simulator: speed of task execution (or
inversely: mean task completion times), violations (i.e., breaking rules, driving too
fast), and errors. Not committing violations requires self-control and awareness with
respect to the rules; a low number of errors and swift execution of tasks are indica-
tive of handling skill proficiency of the virtual vehicle.

A positive correlation is expected between violations and speed of task execu-
tion (chapter 3). That is, those drivers who commit the most violations will tend to be
also drivers with low task completion times. Similarly, Reason (1990) found that par-
ticipants who reported the most violations also tended to rate themselves as par-
ticularly skilful drivers. Williams and O’Neill (1974) found that registered racecar
drivers (who most likely have excellent vehicle handling abilities and therefore in
principle can drive very well) were also involved in more violations and accidents
than drivers of similar age and gender. This correlation can be explained by the idea
that, as novice drivers gain experience, an increase of violations can result (Bjørnskau
& Sagberg, 2005; chapter 3), which can be explained by an (over)confidence in
one’s own skills. An undesired situation arises when individuals use their skills to
violate the rules, while failing to recognize hazards that may be present (e.g., Hatakka
et al., 2002).

In order to quantify individual violation-scores, it is required that the simulator
features a curriculum that allows for self-paced driving. That is, the simulators should
not simply be counting errors in response to preprogrammed scenarios. Moreover,
the simulator measures should be statistically reliable and carry relative validity. It is
not essential per se that the simulator replicates the operational environment to a
very high accuracy.

1.3. Aim of this study

Our objective was to investigate the statistical relationships between learner driv-
ers’ proficiency during simulation-based initial driver training and the on-road driv-
ing test, by employing the above framework for modelling the simulator driver. Auto-
matic performance assessments of learner drivers (N = 804) were made using the
driving simulator – before the students had taken lessons in a real car – and corre-
lated with their performance on the driving test, an average of 6 months later. We
expected that success on the driving test is associated in regression analyses with:
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(a) a more rapid execution of tasks, (b) a lower number violations, and (c) a lower
number of errors: three driver characteristics the combination of which is regarded
to be indicative of more proficient simulator driving.

We also investigated statistical associations between simulator proficiency and
the duration of on-road training. Previous research has suggested that learner driv-
ers typically apply for their driving test when they consider that they are just skilful
enough to pass, so that the pass rate depends highly on chance effects (Baughan,
2006). Therefore, we expected that learner drivers with lower simulator proficiency
required a longer period to pass their driving test, and that this relationship was
stronger than the score on the first driving test itself.

2. Methods

2.1. Background: driver training in the Netherlands

In the Netherlands, training methods to obtain a car driving licence are not subject
to stipulations, but accompanied driving without a professional instructor is not per-
mitted. In principle, learner drivers can take their driving test without having any
driving lessons, but in practice, nearly everyone takes lessons at commercial driv-
ing schools.

Driving tests are organized by the Dutch Driving Test Organization (CBR). The
practical part of the test takes 55 min and includes about 35 min of effective driving.
A learner driver must pass the theory test before being allowed to take the practical
test. Currently, an estimated 100 driving simulators are used to provide driver train-
ing in the Netherlands (Kappé & Van Emmerik, 2005). Approximately 3–5% of the
learner drivers in the Netherlands have followed part of their training in a driving
simulator. Driving simulators are mostly stationed at the larger driving schools. It is
legal to take simulator lessons under the age of 18 years, but participating in the
CBR theory test as well as taking driving lessons on the road are not permitted
before the 18th birthday.

2.2. Driving simulator hardware and software

The present study used medium-fidelity fixed-base simulators of the manufacturer
Green Dino (GD) Virtual Realities (Green Dino, 2007). The simulators were stationed
at various driving schools all over the Netherlands and were purpose-developed for
the initial hours of driver training. The vehicle controls of the simulator resembled
those of an actual car with a manual transmission. Force feedback was provided on
the steering wheel and acceleration cues were supplied by vibration elements in the
steering wheel and the seat. Three projectors provided a horizontal physical 180° field
of view. The resolutions were 1024 x 768 pixels for the front view projection and
800 x 600 pixels for the side view projections. The dashboard, interior, and mirrors
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were integrated in the projected image. The simulation ran at approximately 100 Hz.
The screen frame rate was dependent on scene complexity and was high enough to
guarantee a smooth dynamic experience.

The curriculum was based on Dutch driver training and consisted of 15 lessons,
27 min each. Lessons 1–5 were dedicated to vehicle control, lessons 6–10 to driv-
ing in urban areas with intersections and roundabouts, and lessons 11–15 to motor-
way driving. Each lesson consisted of two or three so-called blocks, which were
preceded by instructive text, voice, and/or movies. During simulation-based driv-
ing, a virtual instructor provided (route) instructions as well as feedback on task
performance. An important characteristic of the simulator software was that training
was not based on preprogrammed scenarios. Students could drive in virtual envi-
ronments similar to that of a self-paced on-road lesson. The virtual instructor adapted
its feedback according to the learner driver’s success rate on tasks and the situa-
tion in the virtual environment. More information about the virtual instructor, simula-
tor hardware, and the kinds of driving tasks can be found in Weevers et al. (2003b)
and in chapter 3.

2.3. Participants

During half-yearly services of the driving simulators at 43 driving schools, copies
were made of the driving performance records stored on the computers. We se-
lected the performance records of 2,578 persons who used the same version of the
simulator software and whose gender had been filled in on the simulator administra-
tion system. On 6 November 2006, the CBR looked up the results of the on-road
driving tests and the most recent theory test of the persons in this group whose
personal data had also been filled in. Accordingly, the sample used in this study
comprised 804 persons (mean age 19.4 years, 54% women) whose simulator per-
formance and CBR test results were available. This study group had their training at
36 driving schools.

Because accompanied on-road practice is not allowed in the Netherlands, and
because the simulators were purpose-developed for initial driver training (i.e., be-
fore students engage in on-road driver training), it can be assumed that the learner
drivers were generally inexperienced with both on-road car driving and simulation-
based driver training at the time they started their simulator training.

2.4. Predictor variables

The speed, violation, and error aspects of driver proficiency, which were introduced
in section 1.2, were quantified into personal scores using factor analysis on auto-
mated simulator performance records. The precise methods for calculating the pre-
dictor variables speed-score, violation-score, and steering-error-score can be found
in appendix 4A, and were comparable to chapter 3. Only the number of unique
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blocks that the learner driver had completed was considered; any repeated blocks
were not used for calculating the predictor variables. The underlying reasoning was
that a drivers’ first attempt of a lesson block provided the best indication of his or her
actual proficiency.

2.4.1. Speed-score

Speed-score represented a weighted sum of the z-transformed mean task comple-
tion times (MTCT) during the simulation-based training programme, with a higher
speed-score corresponding to a lower MTCT. In other words, the speed-score rep-
resents an aggregate measure of how quickly the trainee executed all tasks in the
simulator. Speed-score was calculated using the z-transformed MTCT on the exist-
ing task-block-combinations.

2.4.2. Violation-score

Violation-score represented a weighted sum of the z-transformed number of times a
learner driver failed in speed-related or safety-related task-block-combinations.
Hence, violation-score represented a weighted average of the number of times the
learner driver had committed virtual violations.

2.4.3. Steering-error-score

Steering-error-score represented a weighted sum of the z-transformed number of
times a learner driver failed in vehicle-control related (steering) task-block-combi-
nations. Note that because the highest factor loadings were found for a few different
steering and lane keeping tasks in different training blocks, it was considered most
appropriate to refer to this factor as steering-error-score instead of simply ErrorScore.

2.5. Criterion variables

The criterion variables (see Table 1) were the practical driving test results. The present
study investigated the relationships with the score on the driving test (ScorePractical)
and the on-road training time (LastSim-TestPassed) in most detail. The other crite-
rion variables had more of a descriptive character and were not explicitly associ-
ated with the predictor variables.

2.6. Extraneous variables

In addition to the predictor variables, a number of extraneous variables were con-
sidered (see Table 2). The extraneous variables were used in regression analyses to
minimize the risk of any spurious relationships between the predictor variables and
the criterion variables.



Relationships with driving test     7979797979

2.7. Evaluation of data quality of predictor variables

Quality of data associated with the availability of driving test results as well as with
missing values and repeated blocks, was evaluated as described below.

2.7.1. Sample bias

Possible issues of sample bias associated with the availability of the driving test
results were investigated by comparing the study group of 804 persons and the
group (N = 1,774) of simulator drivers whose driving test results were not retrieved,
hereafter named the reference group. Differences of the predictor variables and
extraneous variables were investigated.

2.7.2. Missing value analysis

Not all learner drivers had completed all simulator blocks, resulting in missing val-
ues for the task-block-combinations uncompleted. Most missing data from noncom-
pletion were from simulator blocks later on in the course. Because data of task-
block-combinations were z-transformed prior to calculating factor scores, no sys-
tematic bias should appear in the predictor variables. To verify this assumption, we
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calculated Pearson correlations between the number of unique blocks (SimBlocks)
and the predictor variables, for all 2,578 learner drivers of whom simulator records
were available. Correlations smaller than 0.10 were considered small enough to
assume that there was no systematic bias or statistical artefact, and that these cor-
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relations can be adequately explained from, for example, the volunteer bias effects
of enrolling in the training programme.

2.8. Statistical analyses

A Pearson correlation matrix was constructed between all the variables to identify
significant relations. In order to further verify any possible issues due to missing
values, we also included the correlation matrix for a subselection (N = 296) of the
study group of 804 participants who had completed all lesson blocks and therefore
had no missing values (see appendix 4B).

Then, to investigate whether the predictor variables can be used to predict driv-
ing test results, robust linear regression analysis was performed on the criterion
variables ScorePractical and LastSim-TestPassed. In the linear regression analysis,
the predictor variables and the extraneous variables were placed on one side of the
equation against one criterion variable on the other side. A weighted sum of the
predictor and extraneous variables was calculated to make the most accurate pre-
diction of the criterion variable. The robust linear regression algorithm assigns a
lower weight to data points with poor fit; therefore, the results are less sensitive to
extreme values. It should be noted that multiple regression makes assumptions about
the data, such as normal distribution. These assumptions did not apply to all the
variables in this study. However, the quality of the regression analyses is hardly
affected when these assumptions are violated (see Gebers & Peck, 2003, for a
study with similar methodology). Besides, robust regression analysis is more resist-
ant to violation of the assumptions than regular regression analysis.

Overfitting in the regression analyses was prevented by using the leave-one-out
cross-validation (LOOCV) procedure. In this procedure, one observation in the sample
was used for validation and the regression analysis was performed on the remain-
ing observations. The procedure was repeated until each observation in the sample
had been used once. Then the correlation coefficient was calculated between the
predictions of the validation observations and the observed values.

3. Results

3.1. Evaluation of data quality

3.1.1. Sample bias

Table 3 shows the descriptive statistics of the study group (N = 804) and the refer-
ence group (N = 1,774) of simulator trainees whose driving test results were un-
known. Gender did not differ significantly between the study group and the refer-
ence group (p = 0.9). However, the study group completed significantly more train-
ing blocks (SimBlocks) on the simulator than the reference group (p < 0.001), whereas
the duration of training (SimPeriod) showed no significant difference (p = 0.2). Moreo-
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ver, the study group had a slightly higher speed-score and a lower steering-error-
score than the reference group (p < 0.001). Possible explanations for these differ-
ences are that the study group, per definition, comprised learner drivers who took
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the theory test and practical test within 1 year, and whose personal data had been
filled in fully and accurately in the driving school’s administration system. Therefore,
it is possible that the study group comprised persons who took the driving simulator
training more seriously than the reference group, whereas the latter group could be
contaminated with invalid test lessons, demonstration lessons, and so forth.

The study group’s mean score on the first attempt to pass the practical driving
test (ScorePractical) was 0.540 (54%). Verification on the basis of a website that
contains the success rates of all the driving schools (CBR, 2008) showed that learner
drivers who took their driving test via a driving school with a GD simulator had a
52.9% chance of passing in the period April 2006 – March 2007, a statistically insig-
nificant difference with regard to the study group (95% confidence interval of
ScorePractical was 0.505 to 0.575, assuming binomial distribution).

It can be concluded that the study group did not deviate from the reference group
for gender, duration of simulation-based training, and pass-rate on the driving test.
Differences in driving performance between the study group and the reference group
were considered small enough to assume that relative relations within the sample
were representative for all GD simulator trainees.

3.1.2. Missing value analysis

Table 4 shows the Pearson correlations between the predictor variables and the
number of blocks. The correlations were considered small enough to assume that
there was no systematic bias in the predictor variables as a consequence of the
missing values.

3.2. Correlations between variables

Table 5 shows the matrix of correlations between the variables defined in sections
2.4 to 2.6. Noteworthy correlations are described in brief below.
A higher pass rate (ScorePractical) significantly correlated with a higher speed-
score and a lower steering-error-score. Correlations between the predictor variables
and the duration of driver training were generally stronger than the correlations with
ScorePractical. Passing the test in a shorter time (lower LastSim-TestPassed) corre-
sponded with a higher speed-score, a lower steering-error-score, but with a higher
violation-score.

Note that violation-score and speed-score were strongly confounded (r = 0.68,
p < 0.001). The correlation between violation-score and LastSim-TestPassed was

4elbaT selbairavrotciderpehtdnaskcolbrotalumisforebmunneewtebsnoitalerroC.
(N )875,2=
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actually positive when partialling out the speed-score (r = 0.16, p < 0.001). Hence,
these results support the proposed theoretical framework indicating that violations
are a negative trait. Note that the steering-error-score and speed-score had a mod-
erate negative correlation (r = -0.28, p < 0.001), which is in accordance with results
in mental chronometry. Although speed and accuracy are well known as a negative
correlation within individuals (i.e., the so-called speed-accuracy trade-off), a posi-
tive correlation has been found between individuals (i.e., the faster persons are
generally also those persons who make less errors, given equal tasks and instruc-
tions) (Jensen, 2006).

A later date of the first driving simulator lesson (i.e., later in the study period)
negatively correlated with the time until the candidates took their practical test (last
four criterion variables). This could be explained by the measurement set-up. The
study group completed their first simulator lesson between August 2005 and March
2006, whereas the driving test result data were collected on November 2006. For
persons who had simulator lessons at an earlier date, there was a greater chance
that their practical test result would be available. The relations observed with the
date emphasize the importance of controlling for this variable in regression analy-
ses.

There were wide differences in performance between men and women. Women
had a lower speed-score, a lower violation-score, and a higher steering-error-score.
Learner drivers who completed a larger number of simulator training blocks passed
their driving test sooner, irrespective of whether we took the date of their first simu-
lator training into consideration, or their last.

An interesting finding was that a longer duration of driver training to the first test
(FirstSim-FirstTest and LastSim-FirstTest) was not correlated with the score on the
first practical driving test (ScorePractical). This can probably be explained by the
fact that learner drivers continued to train until their level of expertise was high enough
to pass their first practical driving test (e.g., Baughan, 2006).

Appendix 4B shows the correlations for the learner drivers (N = 296) from the
study group (N = 804) who had completed all 33 simulator blocks. It can be seen
that the patterns of correlations were roughly identical to Table 5. Correlations with
the predictor variables tended to be somewhat stronger, which can be adequately
explained considering that the predictor variables could be estimated more reliably
when data did not have missing values.

3.3. Regression analyses for the prediction of criterion variables

The correlation matrix showed relations between performance on the simulator and
the driving test results. A subsequent regression analysis was carried out to predict
ScorePractical and LastSim-TestPassed. By conducting a regression analysis, we
controlled for extraneous variables, such as FirstSimDate.
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3.3.1. Regression analysis on ScorePractical

Table 6 shows the results of the regression analysis to predict ScorePractical. A
higher success rate was found to be significantly associated with a lower steering-
error-score on the simulator and a higher score on the theory test.

To verify the predictive strength of the regression model, the analysis was re-
peated after exclusion of FirstSimDate, because it showed masked dependence on
the criterion variables. The leave-one-out cross-validation (LOOCV) procedure was
used to test the strength of the prediction. The LOOCV correlation was 0.184. Table
7 shows the cross-tabulation of the predictions obtained using the cross-validation
procedure. To maximize the total prediction, we chose a classification threshold that
distinguished between the candidates who passed and the candidates who failed.
In this way, the correct driving test result could be predicted in 60.8% of the candi-
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dates. Another method to choose a threshold is by equalising the number of Type II
errors. This led to correct predictions in 58.6% of the candidates. Note that the study
group’s average score on the first practical driving test was 54.0% (see Table 3).

3.3.2. Regression analysis on LastSim-TestPassed

Regression analysis was also performed on LastSim-TestPassed. The results are
shown in Table 8. Earlier success in passing the practical part of the driving test,
measured from the last simulator lesson was associated with a higher speed-score,
a lower violation-score, a lower steering-error-score, a later date (later FirstSimDate,
i.e., later in the study period), younger age, completing more training blocks on the
simulator, taking the driving test in a region with a higher chance of success, and
passing the theory test before the last simulator lesson. As was also the case with
ScorePractical in section 3.3.1, the regression analysis was repeated after exclud-
ing FirstSimDate. The LOOCV correlation was 0.45 (p < 0.001).

4. Discussion
Significant quantitative relationships have been found between performance on the
simulator and the driving test results. Fewer steering errors corresponded to a higher
chance of passing on the first attempt of the driving test. Fewer steering errors,
fewer violations, and faster task execution corresponded to a shorter duration of
driver training. Hence, the present findings support the theoretical framework from
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section 1.2 that expressed increased driver proficiency in terms of higher speed of
task execution, fewer violations, and fewer errors.

4.1. Size of the predictions

The predictive strength of the individual variables analysed in this study was moder-
ate, with correlations up to 0.28 between individual predictor variables and the crite-
rion variables. Lew et al. (2005) found higher correlations in the range of 0.6 to 0.8
between performance on the simulator and human assessment after 10 months.
Our study formed a heavier test case, however, because the study by Lew et al.
targeted a rather heterogeneous group of patients with moderate to severe trau-
matic brain injury. In our case, the study group was more homogeneous: the learner
drivers were relatively healthy, were of similar age, and all had the same goal of
passing their driving test. Owing to range restriction effects, individual differences
could have been less prominent.

Furthermore, it is the intention that learner drivers adapt their abilities and atti-
tudes during driver training. The driving simulator in the present study was used
before the learner drivers had even taken a lesson in a real car. Therefore, associa-
tions between performance on the simulator and the driving test result may have
been confounded.

In addition, it was not necessarily the predictor variables (i.e., the simulator meas-
ures) that were unreliable, but more likely, it was the criterion variables instead. A
study in the UK (described in Baughan, 2006) required that 366 individuals retake
the practical part of the driving test within a few days of the first test, with a different
examiner, but in the same region. The result of the first driving test was not revealed
until after the retest. During the retest, the examiner was not aware of the result of the
first test. The results showed that the consistency of the practical driving test was
64%; 16% passed the first test and failed the second; 20% passed the second test,
but failed the first. On the basis of the chance of 37.4% of passing the first test and
of 42.3% of passing the second test, a consistency of 51.9% would be expected if
totally random data were used. A partial explanation given for the strikingly low
consistency of the practical driving test was that learner drivers apply to take their
test when they consider their level of expertise to be just sufficient to pass (Baughan
et al., 2005; Baughan, 2006). The test result therefore depended strongly on coinci-
dental circumstances.

Reliability of the criterion variables may be even further reduced by regional dif-
ferences. Baughan et al. (2005) found that there were differences in the duration of
the driving test, the items addressed during the test, and the pass rates between
test centres at different locations. It is unclear to what extent these values are repre-
sentative of the Dutch situation. Nonetheless, it can be considered that our 60.8%
correct prediction rate of the driving test score is realistic and relatively strong.
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Tentatively, when considering the correlation of -0.23 between steering-error-score
and ScorePractical in appendix 4B and when assuming that the steering-error-score
was found to be reliable, applying a correction due to unreliability of the criterion
variable (test-retest reliability 0.25 based on Baughan, 2006) yielded a more prom-
ising correlation coefficient of -0.47. Improving the reliability of the driving test could
be a fruitful effort for improving its worth as a criterion.

The duration of driver training was much easier to predict than the result of the
practical driving test. The cross-validation correlation coefficient of 0.45 implied that
20% of the variance could be explained by linear regression. The observation that
the duration of driver training was easier to predict than the test result can also be
explained on the basis of the learner drivers having barely sufficient expertise to
pass the test.

4.2. Validity of the on-road driving test

We employed learner drivers’ simulator measurements to predict the outcome on
the driving test. A very important question that remains, however, is whether the test
score validly discriminates between safe and unsafe drivers. A literature overview
provided by Senserrick and Haworth (2005) showed that there is generally little
association between scores of on-road assessments and crash rates once licensed.
The disconnect between test scores and road safety is evident when studying gen-
der differences: although young men have a higher crash risk than young women,
they tend to have a higher pass rate on the driving test (Crinson & Grayson, 2005).

Yet, on the other hand, a meta-analysis of Elvik and Vaa (2004) found that the
more stringent tests could discriminate well between safe and unsafe drivers. Moreo-
ver, Baughan and Sexton (2001) found a strong predictive relationship between
faults on the driving test and crash risk once the effects of age, mileage, and driving
in the dark (all being risk factors) were statistically adjusted for. In conclusion, the
relation between test success and crash risk appears to be rather complex and
dependent on several personal factors.

Instead of predicting the score on the driving test, it could be more informative to
directly investigate the statistical relationship between performance in the simulator
and crash involvement during later driving. Collecting reliable and unbiased acci-
dent data, however, is a difficult undertaking, which, paradoxically, has led research-
ers to recommend using alternative measures for identifying accident-prone driv-
ers, such as closed-course performance or driving simulator performance (Ranney,
1994). Another perhaps more promising possibility is to investigate the association
between simulator performance and unobtrusively recorded on-road performance
(see e.g., Yan et al., 2008). It is recommended to increase research effort into inves-
tigating the validity of driving simulators and on-road driving tests, with a view to-
wards improving road safety.
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4.3. Driver performance and driver behaviour

The present study ascribed three generic scores on the basis of simulator training
results. One may argue that this is an oversimplified representation for a task as
complex as car driving. According to Groeger (2000a), driving a car is a complex
task requiring many different skills. He found, for example, that persons who learn to
negotiate crossroads well do not automatically learn to also negotiate roundabouts
well. These results are supported in the present study. Each task has a substantial
level of uniqueness. It is a question of how generic/specific the researchers wish to
be in their assessments.

There were several reasons why we used a simple framework in this study.
Overviews have shown that the post hoc character of some studies have contrib-
uted to the lack of progress in the development of theories on driving behaviour
(e.g., Ranney, 1994). When the level of complexity of a model is ignored, there is a
risk of overfitting and limited generalizability (Preacher, 2003). In addition, the simu-
lator measures used in this study were theoretically plausible. Speed and accuracy
(inversely: errors) are two measures related to information-processing capacity, which
can be optimized accordingly by a human operator (Fitts, 1954; Jagacinski & Flach,
2003; Salthouse, 1979). De Winter et al. (2006d) and Zhai et al. (2004) showed that
the same principle applied to steering on a winding road on a driving simulator.
Recently, the predictive validity of measures that represent information-processing
capacity has been (re)recognized. A meta-analysis demonstrated that the Useful
Field Of View test (UFOV) was a strong predictor of driving behaviour and crash
involvement amongst older drivers (Clay et al., 2005). It is therefore a logical choice
to incorporate an individual’s information-processing capacity into driver models.

It is acknowledged that vastly different factors govern the crash risk of young
drivers. Young drivers, and particularly young male drivers, have greater tenden-
cies towards risk factors such as sensation seeking, speeding, and being influ-
enced by peers (Hatakka et al., 2002; J.D. Lee, 2007; OECD, 2006).

It has been argued that such behavioural aspects determine safety, and that
simulators and on-road driving tests tend to measure performance in terms of skill-
based control abilities and so may be poor indicators of safety (Evans, 2004;
Senserrick & Haworth, 2005). As was noted by Evans (2004): “Simulators measure
driver performance, what the driver can do. However, safety is determined primarily
by driver behavior, what the driver in fact chooses to do. It is exceedingly unlikely
that a driver simulator can provide useful information on a driver’s tendency to speed,
drive while intoxicated, run red lights, pay attention to non-driving distractions, or
not fasten a safety belt. Twenty-year-olds perform nearly all tasks on simulators
better than the 50-year-olds, but it is the 50-year-olds who have sharply lower crash
risks” (p. 188).
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As mentioned in the introduction, we agree that driving simulators measure driver
performance in terms of information-processing capacity. However, we disagree
that a simulator can measure only driver performance. In our study, as shown in
Table 5, younger drivers failed significantly more often in the violation tasks. This
supports that violations indeed represented a behavioural aspect of driving, in cor-
respondence with earlier research (chapter 3).

Another relevant observation was that the simulator distinguished strongly be-
tween men and women. Men showed faster task execution and committed more
violations but made fewer steering errors. This is in agreement with earlier research
into driving tuition in the UK (Maycock & Forsyth, 1997), where women were found to
make more vehicle-control errors during their driving test than men. It is well known
that, on the road, men commit more violations and are involved in more speed-
related (fatal) crashes than women (OECD, 2006), whereas women show a greater
tendency towards involvement in accidents while manoeuvring at low speed (Kim,
1996; Laapotti & Keskinen, 2004). The gender differences on the simulator were
clearly interpretable as far as this was concerned. It should be noted that the present
gender differences were probably mediated by differences in prior experience in
human-computer interaction or with prior on-road experience in (e.g., mopeds) as
well.

Finally, the driving simulator provided information on whether the learner driver
had optimized accuracy or whether he or she optimized speed in the driving task.
The distinction between accuracy (errors) and speed/violations may partly overlap
with other taxonomies in traffic psychology, such as driver performance and driver
behaviour (Evans, 2004), driving skill and style (Elander et al., 1993), skills and
safety motives (Lajunen & Summala, 1995), and the notion that driving is not only
about what a driver can do, but also about what a driver is willing to do (Ranney,
1994).

It is concluded that it is possible to identify individual differences in driver per-
formance and driver behaviour during simulator training, even before a person has
driven a real car and that this may be highly relevant within the framework of road
safety.

4.4. Driving simulator fidelity and data quality

An often heard critique is that specifications of training simulators are too much
technology-driven, whereas functional specifications remain vague (e.g., Verstegen,
2003). The present application of a statistical approach goes beyond engineering-
oriented approaches in simulator requirements. The use of factor analysis supplied
individual scores of driving proficiency that were predictive of driving test results;
hence, providing relevant information regarding the functional use of simulators for
driver training and testing. In essence, the value of a simulator is determined by the
quality of learning and the quality data it produces, not by physical fidelity per se.
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 This study was performed using a relatively low-cost simulator. Earlier research
into the validity of simulators also made use of low-cost simulators (e.g., H.C. Lee,
2003; Lew et al., 2005). Why is it that low-cost driving simulators seem to be suc-
cessful in driver assessment? High-fidelity simulators offer redundant information
such as motion cues and complex visual scenes. Beyond the fact that high-fidelity
is usually associated with high financial cost and that the value of full motion cueing
for training is still debated, the question arises as to whether higher fidelity simula-
tors always yield higher quality data (even though being more realistic). Contrary,
psychometric measurements generally take place according to highly standard-
ised procedures, in which the matter is to exclude as many irrelevant influences and
as much randomness as possible. This can be placed within the framework of one
of the statements made by J.D. Lee (2004). He considered that high-fidelity simula-
tor training can become diluted and can make it more difficult to gather data. Sum-
marized, copying reality as closely as possible is not always better.

4.5. Study limitations

In the present study, we did not control the driver training on the road. Events that
took place in this intervening period were unknown, such as the number of driving
lessons on the road, the type of driving lessons, what type of cars the candidates
drove, and which human instructors supervised the training programme. The lack of
objective observations and standardization during road training is an inherent char-
acteristic of on-road driver training. With the aid of regression analysis, we control-
led for extraneous variables, such as date, age, gender, and the number of simula-
tor lessons completed by the learner drivers.

In this study, it was found that the sample of simulator trainees had a 4–5% higher
chance of passing their driving test than the national average. Moreover, regression
analysis showed a relatively strong negative association between the number of
simulator training blocks and the duration of driver training. These observations do
not prove that the use of a simulator causes better driving test results. It is also
possible that the better driving schools were more likely to have a simulator, and that
persons with superior ability were more inclined to make use of the driving simulator.
The present sample of students was relatively small compared to the 170,000 can-
didates who succeed on the practical driving licence test each year in the Nether-
lands (CBR, 2005). Volunteer bias may have played a role in the decision to drive in
the simulator. Therefore, generalization of the present results to the entire young
driver population should be done with careful consideration. One particular charac-
teristic of the study group was that many of these students started the simulator
training before their 18th birthday, whereas on-road driver training is not allowed in
this situation.
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It has to be stressed here that the aim of this study was not to demonstrate cau-
sality, but to evaluate the statistical associations between simulator performance
and driving test results. The fact that relations were found despite the presence of
many uncontrolled factors actually strengthens the confidence in the present re-
sults.

4.6. Recommendations

The results indicate that simulator-based performance measurements on a learner
driver’s actions can provide measures that are informative of future on-road driving
test performance. These measures could potentially be applied for summative or
formative assessments of the learner driver in order to improve driver training effec-
tiveness. A speed-score, violation-score, and steering error-score may be regularly
outputted by the driving simulator and used for feedback on performance. It is yet
to be investigated how such measures can be used most effectively in practice.
One interesting possibility is to provide a special training programme to those stu-
dents with a high violation-score. Here, one may think of training of self-control
(Hatakka et al., 2002), a driver coaching system to change attitudes (Stanton et al.,
2007), or a training programme that provides insights into potential risks and de-
flates overconfidence (Senserrick, 2001).

Driving is an important and safety-critical task, with young and inexperienced
drivers being overly involved in crashes (e.g., Mayhew et al., 2003; Williams, 2003).
Remarkably, diverse overviews and a meta-analysis showed that taking driving les-
sons on the road from a professional instructor did not result in fewer crashes com-
pared to driving under the supervision of a nonprofessional (Brown, 1997; Elvik &
Vaa, 2004; Evans, 2004). One of the disadvantages of driver training is that there is
poor perception of what actually happens on the road and a lack or absence of
objective measurements. There is sufficient rationale why driving simulators should
be taken seriously as complementary training and assessment tools. It is recom-
mended that researchers conduct more large-scale validation studies.
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Appendix 4A
This appendix describes how we calculated the speed-score, violation-score, and
steering-error-score.

Speed-score

The instruction software had 209 driving tasks and 33 training blocks. For each
person and for each existing task-block-combination, the MTCT of correctly per-
formed tasks was calculated. Trivial variables with a standard deviation of the MTCT
of less than 1 s were excluded. Next, redundant variables that had strong correla-
tions (> 0.8) were excluded in order to obtain a more valid and diverse set of vari-
ables (inspired from Boyle, 1991), leaving 457 variables. The resulting data matrix
(2,578 persons x 457 task-block-combinations) was z-transformed and the pairwise
Pearson correlation matrix was submitted to principal axis factoring from which one
factor was extracted, which explained 9.1% of the variance.1 The decision to extract
one factor was supported by the reduced scree plot and the good interpretability of
the loadings compared to those obtained after excluding more than one factors.2

33 of 457 factor loadings were higher than 0.5, which were self-paced tasks in
which there were wide individual differences in MTCT. These tasks included lateral
motorway manoeuvres (i.e., filtering in, filtering out on motorways, changing lanes),
changing gear, driving along straight stretches of road in urban or rural conditions,
and negotiating intersections. These results were qualitatively congruent with earlier
research using another sample and fewer variables for calculating a speed-score
from MTCTs (chapter 3). A speed-score was calculated using the Bartlett proce-
dure, based on the z-transformed data matrix.

Violation-score and steering-error-score

First, we selected the number of failed tasks on all the task-block-combinations. The
easy and rare tasks were removed by excluding those task-block-combinations with
a standard deviation of the number of failures smaller than 0.5. Next we excluded

1) The solutions explained a rather small share of the total variance. It must be stressed, however,
that the aim of factor analysis is not to extract as much variance as possible, but to identify latent
patterns. The low variances were caused by the fact that we included many variables featuring
relatively low communalities. The decision to include many variables was based on Monte Carlo
simulations from which it was found that factor scores could be most reliably approximated by
submitting as much information possible to the factor analysis. Low communalities were partially
caused by the fact that the data were obtained from events occurring relatively rarely in a task-
block-combination, thereby having low statistical power. Communalities could easily have been
raised by excluding low-communality variables, and/or by parcelling. Further discussion on this
topic was provided in chapter 3.
2) The eigenvalue of the first factor was 150. The eigenvalue of the second, unretained factor was
48.2.
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variables with strong correlations (> 0.8), leaving 410 variables. The resulting
2,578 x 410 data matrix was z-transformed and subjected to principal axis factor
analysis with oblique direct quartimin rotation to extract two factors. The decision to
extract two factors was supported by the reduced scree plot and the interpretability
of the loadings as compared to the one or three factor solutions.3

As the loadings featured a small correlation (-0.072), the solution was simplified
using orthogonal Varimax rotation. The first factor explained 4.9% of the variance.
32 of the loadings were higher than 0.4. These comprised exceeding the speed
limit, driving too close to the vehicle in front, and letting the clutch out too quickly,
particularly during motorway training blocks. Hence, the first factor could be inter-
preted as a violation factor in which speed or virtual safety margins had been ex-
ceeded, in qualitative agreement with earlier research (chapter 3). A violation-score
was calculated for each learner driver using the Bartlett procedure.

The second factor explained 3.0% of the variance and 23 loadings were higher
than 0.4. These comprised too much deviation from the centre of the road in bends
and on straight stretches or tortuous roads in urban or rural conditions. The second
factor could be interpreted as a steering error factor related to elementary vehicle
control. A steering-error-score were calculated for each learner driver using the
Bartlett procedure.

Figure A1 shows the factor loading plot of the violation and steering-error factors.

Reliability and invariance of factor analyses

Reliability of the factor analysis solutions (speed-score, violation-score, steering-
error-score) was evaluated by dividing the samples at random into two equal halves
and calculating factor scores on the basis of the loadings on the two subsamples.
Then comparability coefficients were calculated, that is, the correlation between the
factor scores (Everett, 1983). This procedure was repeated 10 times. Not all the
learner drivers had completed all simulator blocks, so the data contained missing
values. Therefore, additionally, comparability coefficients were calculated between
the candidates who had completed all blocks in the standard order and the candi-
dates who had not. Furthermore, comparability coefficients were calculated between
men and women, because previous research has shown large gender differences
in the speed-score, violation-score, and steering-error-score (chapter 3). Finally,
comparability coefficients were calculated between the learner drivers in the study
group and the group of simulator learner drivers whose test results could not be
determined (reference group). In all cases, a comparability coefficient of greater
than 0.90 was considered to provide sufficient evidence of factorial invariance of the
subsamples.

3) The eigenvalues of the first and second factor were 20.6 and 12.8, respectively; the eigenvalue of
the third, unretained factor was 7.1.
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Results of the analyses are shown in Table A1. Comparability coefficients were
high enough to conclude that the factor scores were reliable and invariant in the
subsamples.

Figure A1. Factor loading plot of Violations and SteeringErrors
(410 task-block-combinations).
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Appendix 4B

Table B1.
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De Winter, J.C.F., De Groot, S., Dankelman, J., Wieringa, P.A., Van Paassen, M.M., &
Mulder, M. (2008a). Advancing simulation-based driver training: lessons learned
and future perspectives. Proceedings of the 10th International Conference on Hu-
man-Computer Interaction with Mobile Devices and Services (Mobile HCI 2008),
Amsterdam, the Netherlands, 459–464. (adapted with minor textual changes)

Abstract
This chapter aims to provide recommendations for improving the effectiveness of
automatic, student-adaptive, simulation-based driver training. Using experiments
and recorded data in driving simulators, three distinct issues are evaluated: (a) the
student, (b) the virtual driving instructor (VDI), and (c) the student-profile. We found
that: first, students seek task-relevant information themselves; they can learn some
tasks without additional feedback and instructions. Second, an intelligent VDI that
emulates a human driving instructor is not favoured. To the contrary, regressive
instruction – a relatively simple principle – was effective in letting students drive
away autonomously. Third, constructing a student-profile based on individual char-
acteristics, such as a strength-weakness report, is viable for providing student-adap-
tive feedback.



 Advancing simulation-based training     101101101101101

1. Introduction
The greater part of current driver training takes place on the road under the supervi-
sion of a human instructor. This traditional form of training is expensive, whereas
research has shown that it does not reduce post-licence crash risk as compared to
informal training (Elvik & Vaa, 2004). Driving simulators are a complementary tool to
on-road training and offer advantages such as objective student assessment, stand-
ardization, free control over the training conditions, potential cost-effectiveness due
to automation, and didactic possibilities such as multimodal feedback, demonstra-
tions, and replays (chapter 1; De Groot et al., 2007). However, research and devel-
opment of simulators is primarily hardware-oriented (e.g., developing display tech-
niques), whereas the aforementioned advantages are not optimally exploited (chapter
1). It is argued that research is needed to find out how to get the most out of simula-
tors so that students are efficiently trained to obtain their licence and to drive safely.

At present, the Netherlands has an important role in the domain of simulation-
based driver training (Kappé & Van Emmerik, 2005). A major player is Green Dino
Virtual Realities. Their Dutch Driving Simulator (DDS; Green Dino, 2007) is mainly
used for automatic training at driving schools across the country. In this training
mode, a virtual driving instructor (VDI) provides feedback and instructions during
the training sessions (Weevers et al., 2003b). A human supervisor has the possibil-
ity to evaluate a student’s progress after a simulator-session has been completed
and accordingly can decide to alter the training curriculum, to repeat a lesson, or to
transfer to a real car.

This chapter aims to provide recommendations about how to improve the effec-
tiveness of automatic, student-adaptive, simulation-based driver training systems.
The focus of this chapter is not on technical hardware requirements, but on didactic
software requirements instead. Using experiments and recorded data in driving simu-
lators, three distinct issues are evaluated:

1. The student. Considering that humans are intelligent systems, it is first explored
what students can do by themselves, and when they actually need feedback
and instructions.

2. The virtual driving instructor (VDI). It is investigated how the VDI can be im-
proved. Should the VDI’s intelligence be increased so that it better understands
the human student? The VDI’s effectiveness is studied in a specific task (driving
away) and suggestions of improvement are provided.

3. Constructing a student-profile. Herein, we investigate whether a student-profile
based on individual differences in driver behaviour can be used for advancing
training effectiveness.
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Even though a simulator is a stationary system (providing an illusion of being on
the move), the results in the present study bear direct relevance to human-compu-
ter interaction with mobile devices. A student-profile is portable and can possibly
be used in advanced driver assistance systems (ADAS) or future automotive navi-
gation systems.

2. The student
2.1. Self-paced task

Humans are active information seekers rather than passive recipients. This pre-
sumption also applies to simulation-based driver training, because car driving is, to
a large extent, self-paced (Fuller, 2005). Previous research showed that there were
considerable differences between students in driving simulation performance, with
respect not only to success rates on driving tasks, but also to driving speed and
speed of task execution (chapter 3). To illustrate, Figure 1 shows students’ (N = 1,760)
time to complete a lap around a square block of intersections during a turn right
exercise using computerized driving instruction. There was no other traffic. The data
have been obtained by DDSs stationed at driving schools in the Netherlands in the
period August 2005 – March 2006. It can be seen that there were considerable
individual differences in driving speed, indicating that students were partially re-

Figure 1. Students’ (N = 1,760) mean speed of two subsequent laps around a square
block of intersections. The line of unity is depicted for reference.
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sponsible for their own task demands. An important finding was that there was a
significant and strong correlation (r = 0.76, p < 0.001) between the time to complete
the first block and the time to complete the second block, which suggests that speed
is a robust individual characteristic.

2.2. Self-training

An experiment was conducted to compare three forms of feedback (no feedback,
verbal feedback, and tactile feedback) while training lane keeping on a curved road.
The experiment was conducted in a DDS (Figure 2). The lane width was 5 m.

Thirty male participants without any driving experience were randomly assigned
to one of three conditions. One group (n = 10) drove without feedback on their lane
keeping performance: The students had to use task-intrinsic feedback only. A sec-
ond group (n = 10) was provided with verbal feedback based on their lateral devia-
tion from the lane centre (too much to the left/right when approaching the lane bounda-
ries). A third group (n = 10) received vibratory, tactile feedback from the seat bot-
tom (Figure 2) as a function of the absolute deviation from the lane centre.

A classical pretest-posttest design was employed. The experiment consisted of
three subsequent sessions: a 130 s pretest (no feedback for any of the three groups;
final 15 s were removed from the analysis), a 600 s training session on lane keeping
(different feedback for the three groups), and a 115 s posttest (no feedback for any
of the groups, same route as in the pretest). Speed control was automated in the
entire experiment; participants only had to steer. Participants were instructed prior
to the training sessions by means of written handouts to drive as properly as possi-
ble within the right lane. The task instructions also stated that the experiment com-

Figure 2. Dutch Driving Simulator (DDS, left) and seat bottom with
 vibrating elements (right).
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prised three sessions, the final of which was a driving test. The dependent measure
was the standard deviation of lateral position (SDLP), a measure that has been shown
to be a sensitive descriptor of lane keeping accuracy (De Winter et al., 2006d).
Here, a distinction was made between the SDLP of the whole session and the aver-
age of the SDLPs of each road segment (i.e., each straight and corner separately).

The data of one participant from the no feedback group were recorded incor-
rectly and therefore not used in the analysis. The results (Figure 3) showed that,
although there were large individual differences in pretest and posttest perform-
ance, learning had occurred for all three groups. That is, participants of all groups
performed significantly better in the posttest than in the pretest (p < 0.05 for all 6
comparisons using a paired t test). When expressing the amount of learning as the
pretest-posttest SDLP difference divided by the pretest SDLP, the mean learning
was 35% for no feedback, 21% for verbal feedback, and 36% for tactile feedback.
These numbers were not significantly different (F = 2.12, p = 0.14, using a one-way
ANOVA). For the grand mean SDLP based on road segments, learning was 25% for
no feedback, 9% for verbal feedback, and 27% for tactile feedback. These num-
bers were significantly different (F = 3.77, p = 0.037). A subsequent Tukey-Kramer
multiple comparison showed that all 95% confidence intervals were overlapping,
however.

Figure 3. Mean SDLP in the pretest and posttest. The smaller markers are depicted at the
mean ±1 SD (n = 9 for no feedback, n = 10 for verbal feedback, n = 10 for tactile

feedback). Left: SDLP of the whole session, right: grand mean
based on road segments’ SDLP.
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This experiment showed that participants were able to learn the (predominantly
visual) lane keeping task in the driving simulator without explicit verbal or tactile
feedback on performance. Tactile feedback was effective, whereas verbal feed-
back had a (nonsignificant) tendency to be less successful than the other two meth-
ods. A possible cause of the relative ineffectiveness of verbal feedback could be
information overload. Another of our studies showed that multimodal feedback for
route instructions led to improved driver performance (De Groot et al., 2006). Theo-
ries of skill acquisition predict that feedback and instruction can be useful for en-
hancing declarative knowledge and directing the student’s attention to those as-
pects of the task that are important (Groeger & Banks, 2007). However, instruction
and feedback can also be disruptive, because working memory limitations are ex-
ceeded, student’s attention can be misdirected, or the student can become reliant
on instructions (Groeger & Banks, 2007). In other words, it is important to determine
in which situations students actually need feedback and instructions and in which
situations they are fine by themselves. Alternatively, the feedback can be provided
during less demanding circumstances, for instance after a task or training session
has been completed. Once the goal of the lesson and the necessary performance
criteria are clear to the student, less feedback may result in more learning.

3. The virtual driving instructor

3.1. Complexity or simplicity?

A seemingly evident way to improve training effectiveness is to enhance the VDI’s
intelligence so that it can better understand the student’s needs for feedback and
instructions. It is difficult for a computer to establish the underlying cause of a par-
ticular task failure (Kappé & Van Emmerik, 2005). Consider intersection behaviour:
When a student does not give right of way to another road user, this could be be-
cause the student forgot the traffic rule, had made a mistake in the type of intersec-
tion, or had incorrect viewing behaviour (Kappé & Van Emmerik, 2005). Sophisti-
cated techniques can be used, such as expert systems or cognitive models that
aim to mimic human intelligent behaviour.

It has been argued before, however, that the key to improve training effectiveness
does not lie in emulating a human instructor in real time, or having a human assistant
in the simulator. Instead, the advantages of simulators should be better exploited
(chapter 1; De Groot et al., 2007). Objective performance ratings of students can be
used to provide consistent feedback on performance, something that is not possi-
ble in a real car with a human instructor, but which is important for effective skills
training (De Groot et al., 2007).

Several caveats are in order concerning the construction of complex software.
Managing both hardware and software of a training simulator is an expensive and
time-consuming process (Verstegen, 2003). Therefore, a more complex computer
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code may be detrimental to the cost-effectiveness of a simulator. Moreover, research
in the related area of on-road advanced driver assistance systems (ADAS) has shown
that it is essential that the driver has a clear understanding of the system (Stanton et
al., 1997); a flexible and dynamic VDI can be countereffective, because the student
may fail to grasp what the normative driving criteria are. Finally, as a general princi-
ple, simple models of human behaviour are preferred over more complex models,
because simple models are more easily falsified (e.g., Jacobs & Grainger, 1994). It
is therefore better to limit the complexity and keep the software simple when possi-
ble.

3.2. Regressive instruction

As shown in section 2.2, it is possible to learn without feedback when the environ-
ment features sufficient task-relevant information. However, for learning more com-
plex and less visual-based tasks such as driving away, feedback and especially
instructions are considered crucial. Yet, the amount of feedback and instruction
should decrease with increasing practice because the student should eventually be
able to carry out a task autonomously.

Current DDSs feature automatic regressive instruction, which is a relatively sim-
ple form of student-adaptive training. When the student performs a task for the first
time, he or she receives step-by-step instructions (level 1). After successfully com-
pleting the task a number of times, the student is promoted to level 2, which features
only corrective feedback on students’ mistakes. The third and highest level assumes
that the student can act autonomously. In case that the performance of the student
drops, the VDI reverts to a lower learning level (Weevers et al., 2003b).

To evaluate the effectiveness of regressive instruction in learning the driving-away
task, data were collected of all students who completed a training session in a DDS
in the Netherlands in the period August 2005 – March 2006. The session started
with video instructions and demonstrations, after which students had to repeatedly
drive away and bring the car to a full stop for 10 minutes on a straight road.

Figure 4 shows the students’ learning levels as a function of attempt. 84% of the
students were able to autonomously drive away within 14 attempts, indicating that
the regressive instruction was successful for this task (according to the VDI’s criteria
for success). Moreover, students’ efficiency improved with practice (not shown in
graph): The task completion times decreased with attempt number (the first attempt
to get the car moving lasted 31.9 s on average; the fifth attempt 18.2 s, and the tenth
attempt 14.6 s). Nevertheless, 16% of the students were not in level 3 at the 14th
attempt. These were regularly cases in which a student repeatedly failed the task for
the same reason. Independent analyses showed that certain procedural errors such
as incorrect gear selection, were not recognized by the VDI. Hence, the VDI does
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not recognize and remedy all types of failures that students make during this task,
signifying the need for improvement.

It is recommended to conduct extensive user tests and software checks to inves-
tigate whether the strictness of the assessment criteria are appropriate, whether the
instructions are unambiguous, whether the timing of instructions is correct, whether
there are no software bugs, etcetera. In previous research, it has been suggested
that such changes may lead to considerable gains in training effectiveness (chapter
9). This is not student-adaptation as such, but rather a method to enhance overall
didactic quality.

It is concluded that regressive instruction based on past performance – a rela-
tively simple form of VDI adaptation – can be effective in letting students drive away
autonomously. There are indications that gains in training effectiveness can be
achieved by optimizing the quality of feedback and instructions (thereby address-
ing all students). Improving the intelligence of the VDI should be done only with
careful consideration, as the associated increase in complexity may ultimately harm
training effectiveness.

Figure 4. Number of students (percentage of sample) who performed the driving-away
task at learning level 1, 2, or 3 as a function of attempt. The number of students with at
least 1 attempt was 2,048; the number of students with 14 or more attempts was 1,520.

The session lasted 10 minutes.
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4. The student-profile
This section investigates how the study of individual differences can be used in
constructing a student-profile. The idea is that a student-profile can be an important
guide in decision-making about which lessons the student should follow, when to
transfer to a real car, or in predicting whether someone is an accident-prone driver
or not. The student-profile can be constructed from driver performance and/or from
individual characteristics (e.g., age, gender, personality).

4.1. Norm-referenced assessment

A previous analysis of driver simulator training performance records has shown that
task difficulty is uneven between tasks and between sessions (De Winter et al.,
2006b). This means that a student’s task score does depend not only on compe-
tence, but on average, it is a function of the software and strictness of the assess-
ment criteria. Norm-referenced assessment was proposed as a solution. To be pre-
cise, the student’s performance is transformed to percentiles relative to all students
who had previously completed the same training programme (De Winter et al., 2006b).
Figure 5 illustrates this principle based on performance records of a particular task

Figure 5. Percentile rank versus failure rate concerning ‘pressing the clutch too early
when stopping in front of a stop sign’ based on a large group of students. For example,
when a student fails in 2 out of 10 tasks, the failure rate is 20%, which corresponds to a

percentile of 47%, a mediocre performance (adapted from De Winter et al., 2006b).
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(stopping in front of a stop sign) in a particular session. Norm-referenced assess-
ment is a regular procedure in training and testing. The IQ test is likely the best
known example (having a mean of 100 and a SD of 15 points).

As a spin-off of the normalization principle, present DDSs provide norm-refer-
enced grades on a scale from 1 to 10 on a matrix of task-session combinations
(Green Dino, 2007). These so-called strength-weakness reports are used to assist
human supervisors in deciding which driving lessons should be completed by the
student. An auxiliary spin-off has been the calculation of student’s mean grade on
all tasks. This opportunity is currently being exploited in an online driver training
competition (De Groot et al., 2007; Green Dino, 2008). At present, more than 2,500
students have participated on a voluntary basis in this online ranking to compete for
prizes such as free driving lessons. One supposed key advantage is that this com-
petitive component improves the motivation to perform as well as possible, within all
the traffic rules. A recent study from Sweden found a positive correlation between
experience with computer games and skill-oriented aspects of car driving, whereas
there were no negative effects on attitude-oriented variables (Backlund et al., in
press).

A drawback of norm-referenced assessment is that the progress of a population
cannot be measured. We stress that the population performance should not be
used as a substitute for the norm. In the end, every driver should be able to safely
carry out the crucial driving tasks. Nonetheless, norm-referenced assessment al-
lows getting an objective indication of where the student stands with respect to the
population. This is impossible during training on the road because performance is
not stored into a database.

4.2. Driver assessment using factor analysis

As a follow-up study of the normalization process, we investigated whether the sta-
tistical method factor analysis can be used for driver assessment (chapter 3). Fac-
tor analysis is a technique that goes beyond the scores of individual tasks in order
to reveal the underlying latent structure. To illustrate, Figure 6 shows the number of
times a student had the failure driving too fast versus the number of times the stu-
dent had the failure following too closely. To prevent any causal physical relation-
ship, driving too fast was counted for even training sessions and following too closely
for odd sessions. A positive correlation (r = 0.58, p < 0.001) exists between these
two variables, indicating that they are partly redundant and possibly governed by
the same common factor (i.e., a student’s tendency for violations).

Factor analysis uses the matrix of correlations amongst a great many variables to
extract a small number of factors that explain the driver behaviour. Using this meth-
odology, a speed-score, error-score (or inversely: accuracy), and violation-score
have been calculated for each student based on their task scores and mean task
completion times (chapter 3). The factor scores showed predictive validity with re-
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spect to the results of the on-road driving test (chapter 4). Correcting those students
with a high violation-score is particularly important for road safety as research has
shown that deliberate violations (rather than errors) are predictive of road crashes
(Parker, 2007).

4.3. Individual characteristics

This section explores the effects of age, gender, and personality characteristics on
performance in driving simulators.

It is well established that young drivers have greater tendencies towards risk
factors such as speeding, going out at night, sometimes in combination with alcohol
or drugs (OECD, 2006). Older drivers, on the other hand, tend to have lower physi-
cal and mental capabilities than younger drivers (Stelmach & Nahom, 1992). A
number of studies have shown that, in the simulator, young experienced drivers
adopt higher speeds and make fewer errors than older drivers. Correlations typi-
cally varied in the range of -0.3 and -0.6 between driving speed/performance and
age, indicating that a simulator shows sensitive age effects (Allen et al., 2007b; De
Winter et al., 2006a; H.C. Lee, 2003). However, correlations were considerably smaller

Figure 6. Number of times a student had the failure driving too fast versus the number of
times the student had the failure following too closely for 517 women and 393 men who

completed all sessions of the 7.5-hour training programme. A random noise with standard
deviation of 0.20 has been added to prevent that dots lie exactly on top of each other.
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in magnitude (up to -0.2) during pre-licence simulator training (chapter 4), most
likely due to a restriction of range: virtually all students engaged in simulation-based
training for obtaining their driving licence were between 17.5 and 30 years.

On the roads, men drive more than women and are more involved in risk factors
such as speeding and sensation seeking (OECD, 2006). In the Netherlands in 2007,
64 men between 18 and 24 years of age died in car crashes as compared to 10
women (other modes of transportation than cars excluded) (SWOV, 2008). Women,
on the other hand, are more likely to be involved in errors and accidents that are
related to operational control such as low-speed manoeuvring (Maycock & Forsyth,
1997). Gender differences during simulation-based driver training were generally
large, up to 1.2 standard deviations (chapter 3; chapter 4). On average, men made
fewer (steering) errors, had lower mean task completion times (a higher speed-
score), and made more violations (e.g., speeding, following too closely) than women
(see also Figure 6). There were no indications that the simulator was unfair. Learning
rates were comparable as well as correlations with driving test results (chapter 3;
follow-up study of chapter 4).

As part of previous work, we established significant correlations between several
personality scales (e.g., Driver Behaviour Questionnaire (Mesken et al., 2002), Sen-
sation Seeking Scale (Horvath & Zuckerman, 1993), and Big Five personality traits)
and performance in the simulator (speed, safety-margins, lane keeping accuracy).
Correlations between these individual predictors and driver performance were al-
ways lower than 0.50. This means that a certain share (< 25%) of the variance is
explained, but the majority of the variability of behaviour cannot be explained by a
single predictor. The most powerful predictor that we have found in the literature
was an intelligence test, which predicted future flight training duration with a corre-
lation of -0.6 (Spiker et al., 2007). An overview of cognitive capacity diversity in
relation to computer task performance is provided in Neerincx et al. (2005).

Hence, it seems feasible that a student-profile, incorporating a combination of
individual characteristics can explain a substantial share of the variance of (future)
driver behaviour in the simulator or on the roads. The student-profile can potentially
be used for summative and formative assessment and for student-adaptive guid-
ance. More research is needed to investigate the potential benefits of a factor-score-,
gender-, age-, personality-, and/or intelligence-differentiated training programme.

5. Impact on research and industry
This chapter provided recommendations for advancing cost-effective, student-adap-
tive initial driver training.

Results show that (a) The key to a successful virtual driving instructor (VDI) is to
determine in which situations the students actually need feedback and instructions.
(b) It is recommended to be careful with respect to increasing the VDI’s complexity
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as this could be countereffective. Regressive instruction based on past perform-
ance – a relatively simple form of VDI adaptation – was successful in letting most
students drive away autonomously. Future developments should be directed to-
wards optimization of feedback and instructions. (c) A student-profile that incorpo-
rates a combination of individual characteristics can likely explain a substantial share
of the variance in driver behaviour. The remediation of deviant behaviour of those
with a high violation-score is particularly relevant to road safety. Further research is
needed to evaluate how the training should be tailored towards these individual
differences. A strength-weakness report based on the research shown in section
4.1 is currently used in Dutch Driving Simulators.

A remark is made with respect to data storage. The present study drew heavily on
the analysis of large amounts of data stored in simulators across the Netherlands.
Remarkably, in a survey of simulators (on military sites) it was found that only very
few simulators had facilities for long-term data storage (Verstegen, 2003). This makes
it impossible to evaluate training effectiveness of different forms of feedback and
instruction. We therefore stress the importance of data storage facilities and re-
search for evaluating and improving the effectiveness of a driver training system.
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Abstract
This chapter elaborates on the relationship between driving simulator fidelity and
training effectiveness. The use of visual stereo presentations in driving simulators is
used as a case study. A literature review indicates that a stereo presentation is
associated with advantages and disadvantages. Advantages are that it can provide
a relevant cue for near-distant driving tasks, induce positive reactions amongst par-
ticipants, improve validity and credibility of data, improve performance and learn-
ing, and create new possibilities for augmented stereo instructions. Disadvantages
are that it can increase costs, simulator sickness and distraction, and induce per-
formance reduction in case of display artefacts. Furthermore, various complicating
factors related to human perception and individual differences make it difficult to
predict the effects of fidelity on training outcome. It is concluded that fidelity require-
ments are dependent on a compromise; the mentioned advantages and disadvan-
tages of an intervention should be carefully weighted.

De Winter, J.C.F., Wieringa, P.A., Dankelman, J., Mulder, M., & Van Paassen, M.M.
(2007b). Driving simulator fidelity and training effectiveness. Proceedings of the
26th European Annual Conference on Human Decision Making and Manual Control,
Lyngby, Denmark. (adapted with minor textual changes)
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1. Introduction
Simulators are increasingly used for initial driver training. Per definition, a (driving)
simulator offers merely a representation of reality. That is, a simulator reproduces
the states, behaviours, and perceptions of the real world to a limited degree. The
inherent limited fidelity of a simulator is frequently considered as a drawback com-
pared to driver training on the roads. Yet, it has been reported that further develop-
ments of driving simulators should not be aimed at increasing fidelity, but at the
improvement of didactics and courseware instead (e.g., Kappé & Van Emmerik,
2005; Vlakveld, 2005b). This chapter aims to give insight into the role of fidelity with
respect to the effectiveness of simulation-based driver training: Should research
efforts be directed towards (increasing) fidelity or not?

Many driver-training simulators are of a medium-fidelity level, not unlike the one
shown in Figure 1. This particular simulator has a relatively large horizontal field of
view, provides force feedback on the steering wheel but has no enhancements such
as a moving base or stereo imaging. Stereo presentations are regarded a techni-
cally feasible and promising feature for driving simulation (e.g., Balogh et al., 2006;
Kemeny, 2000) and will therefore be used as a case study.

In this chapter, first, general insight is obtained into the intricacy of driving simu-
lator fidelity. Then, the case of stereo presentations is addressed. More precisely, it
is evaluated to what extent stereoscopic cues are valuable for real driving and their
effect on participant’s reactions as well as on task performance and learning. Fi-
nally, a summary, conclusions, and recommendations are provided.

2. Fidelity
This section reviews several unknowns of fidelity and simulation-based training.

Figure 1. Driving simulator used for initial driver training (Green Dino, 2007).
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2.1. Definitions of fidelity

Roza (2005) provided an overview of fidelity theories and stated that qualifying and
quantifying the level of fidelity is “an area in which there exist many incomplete,
inconsistent and widely scattered views, concepts and approaches” (p. ix). Differ-
ent expressions are encountered in literature, such as physical fidelity, objective
fidelity, perceptual fidelity, behavioural fidelity, functional fidelity, attribute fidelity,
abstract fidelity, psychological fidelity, and concrete fidelity. In this study, fidelity is
defined as realism or faithfulness of the simulation in the broadest sense.

2.2. Level of fidelity

The main reasons for pursuing higher levels of fidelity are based on the assumption
that higher fidelity improves validity of performance, and that skills learned in a
high-fidelity simulator transfer more successfully to later on-road driving. The
downside is that, generally, higher fidelity increases costs (e.g., AGARD, 1980; Roza,
2005).

Different views exist on fidelity requirements. Some imply that higher fidelity is
better. For example, Tidwell (1990) conducted a study on the capabilities of stereo
presentations in (flight) simulation and concluded: “As high quality stereoscopic
simulators are put into use, more effective training and research will result” (p. 582).
Others state, more or less conservatively, that successful transfer of training does
not require high-fidelity simulators per se (e.g., AGARD, 1980). Some researchers
emphasize advantages of low-fidelity simulation or deliberate deviations from real-
ity. According to J.D. Lee (2004), the pursuit of higher levels of fidelity may be inad-
equate because it undermines experimental control, limits data collection, dilutes
training, and increases simulator sickness: “In fact, low-fidelity simulators or simula-
tors that intentionally distort the driving experience may be more effective than those
that strive for a veridical representation of the driving environment and vehicle dy-
namics” (p. 2253).

2.3. Consequences of limited fidelity

It is unclear whether the inherent limited fidelity of a driving simulator undermines its
effectiveness and what kinds of tasks would be most affected. According to Kappé
and Van Emmerik (2005), because of limited fidelity, current simulators do not allow
training of (perceptual motor) vehicle control, social interaction, and complex traffic
participation. Vlakveld (2005b) questioned whether driving simulators produce vir-
tual environments that are rich and varied enough for the acquisition of higher order
skills, such as situation awareness and risk perception.

In contrast, a European Commission report elaborated on driver training and simu-
lation and stated: “In accordance with more modern thinking on the use of simula-
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tors for driver instruction, the driving simulator is regarded as a tool for promoting
risk awareness and as a way of allowing the student to try out various driving situa-
tions which cannot be planned in regular traffic or which would by nature involve
excessive danger on the road” (Hoeschen et al., 2001, p. 30). Welles and Holdsworth
(2000) provided statistical and anecdotic support that low-cost simulators reduce
accidents and improve safety awareness of police officers. Flipo (2000) elaborated
on the training capabilities of a truck driving simulator and stated that it is very
favourable for training manoeuvres, suggesting that it can be used for more than
two thirds of the training, and that it is twice as time-efficient as a real vehicle.

2.4. Fidelity and behaviour

The effects of changes in fidelity on driving behaviour are still being explored by the
scientific community. Recently, Boer (2006) analysed driving performance of par-
ticipants who performed a standard car-following task in four simulators in different
configurations. Results indicated that very large intersimulator differences existed
in mean following distance and pedal control effort. These differences could be
explained from the (chosen) car dynamics and visual contrast between the lead
vehicle and the road surface. Remarkably, Reed and Green (1999) reported to have
found no important differences in driving performance between a high detail colour
display and a display comprising nothing more than white road-edge markings on a
black background. A review by Kemeny & Panerai (2003) on human perception in
driving simulation indicated that although past experiments have provided many
insights, yet clearly many questions remain unanswered about how simulator char-
acteristics affect driving behaviour.

3. Relevance of stereopsis to car driving
Driving is a task for which the visual system plays a dominant role. Perceiving one’s
own motion and the (relative) velocities of and distances to other vehicles and the
road limits are crucial. Humans employ at least nine visual cues for perceiving depth
(Cutting, 1997). Monocular cues, such as occlusion and height in the visual field,
require one eye only. Binocular stereopsis results from the fact that a slightly differ-
ent view of the world is projected onto each retina. The human brain integrates both
projections to obtain information on depth and distance. In addition, by virtue of
stereopsis, the two eyes point inward and focus on the same object yielding oculo-
motor cues called convergence and accommodation. Stereopsis is a complex phe-
nomenon, covering a multitude of research topics such as its neurological aspects,
interaction with monocular cues, learning-like changes of stereopsis with practice,
and stereoscopic vision under dynamic conditions.

Mollenhauer (2004) reports that stereopsis can have a positive effect on perform-
ance, provided that the driving task relies on information within the distance range
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for which stereopsis is effective. Most distance judgments during car driving are
reported to be in the range 5–500 m (Evans, 2004), whereas average intervehicle
spacing during car-following typically ranges between 7 m (at 10 km/h) and 30 m (at
120 km/h) (Piao & McDonald, 2003). It is possible that drivers extract depth informa-
tion from the near-distant roadway scene (Mollenhauer, 2004). Figure 2 serves to
illustrate that the road can be perceived from a minimum distance of 6 m from the
driver’s head when looking through the front window. Visibility varies according to
the seating position and the type of car (Vargas-Martín & García-Pérez, 2005).

Sachsenweger and Sachsenweger (1991) indicate that stereopsis is essential in
road traffic within a range up to 20 m. Kemeny and Panerai (2003) report that ster-
eopsis is effective for near space distance cueing (i.e., inside the vehicle or in its
close vicinity), but its effectiveness more distally (e.g., for observation of other vehi-
cles or makings on the road) is controversial. Bauer et al. (2001) concluded that
stereopsis has a positive effect on driving performance only in dynamic situations at
intermediate distances.

Westlake (2001) reviewed the effects of monocularity by analysing the case whether
it should be safe for a monocular racing driver to participate in motor races, a task
for which good vision is critical to safe operation. Westlake concluded that the one-
eyed individual has deficiencies with respect to the visual field, stereopsis, and the

Figure 2. Area on the road surface that is not visible through the windows of a typical car
(Volkswagen Golf IV) is shown in grey. Cells are 1 x 1 m. The figure was created by

placing two light sources at the approximate eyes’ locations in a three-dimensional model
of the car. An intraocular distance of 65 mm was assumed.
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ability of maintaining vision under temporary blindness in one eye. However, hu-
mans can adopt effective adaptive strategies to compensate for these deficiencies,
so that the functional significance of the remaining disability is open to debate. Note
that monocularity encompasses more than stereoblindness alone (such as reduced
field of view and reduced contrast sensitivity). To recapitulate, literature is indecisive
regarding the extent to which stereopsis is relevant to car driving.

4. Reactions to stereo presentations
Emulating stereo implies presenting disparate images to each eye, which can be
accomplished with the aid of optical devices, such as head mounted displays, or
with novel applications that do not require goggle devices, such as autostereoscopic
or holographic systems.

A stereo presentation is often associated with positive reactions, an increased
sense of realism, and increased presence, that is, sense of actually “being there”
(e.g., Mollenhauer, 2004; Nash et al., 2000). However, there are unknowns about the
consequences of increased presence. It has even been reported that higher pres-
ence can reduce learning due to cognitive overload (Whitelock et al., 2000).

Stereo presentations are frequently associated with an increase of simulator sick-
ness, which could affect an operator’s performance in various negative ways, such
as loss of motivation, avoidance of tasks that are found disturbing, and distraction
(Mollenhauer, 2004). An improved visual scene is no guarantee for elimination of
simulator sickness. Instead, simplifying the visual display was hypothesized by Luke
et al. (2006) to reduce simulator sickness.

Distraction might also result from the use of glasses or head tracking devices, or
from irrelevant-to-training-task use of stereoscopic cues. Distraction may reduce
training effectiveness (Parkes, 2005) and can reduce sensitivity of performance as-
sessment as well. Blaauw (1982) reported that performance in a simulator was a
more sensitive discriminator of driving experience than performance in an
instrumented car on the road (i.e., maximum realism), probably because a simulator
provides less redundant information.

Some stereo presentations induce cue conflicts or artefacts. The accommoda-
tion-convergence cue conflict is well known to occur with shutter glass systems and
head mounted displays, resulting in eyestrain. Head mounted displays are reported
to be excellent candidates for driving simulation as they combine movement paral-
lax with stereo vision. However, timing discrepancies between head movement and
the visual image have to be considered, especially when using a motion platform
(Kemeny, 2000). Shutter-glasses might result in annoyance, poor lighting, flicker,
and interocular crosstalk (Breedveld et al., 2000). Several techniques exist, aimed
at reducing ocular discomfort (Eichenlaub, 2007; Mollenhauer, 2004) or to provide a
conflict-free view using holographic imaging (e.g., Balogh et al., 2006). Lambooij et
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al. (2007) provide compromising rules of thumb for comfortably viewing stereo pres-
entations.

Cutting (1997) warned that individual differences in the use of depth cues are
large, which raises the challenge of predicting these individual differences. Litera-
ture confirms that variation in ability to distinguish between disparate images is large:
Prevalence of stereo impairment amongst young observers varies between 2 and
30%, dependent on methodology (Zaroff et al., 2003). Cutting (1997) compared
adjusting the image projection of a simulator to taking pictures with different lenses:
when perceiving a different projection or print, the human will not overtly notice
changes, yet there may be marked effects on how the scene is perceived. He par-
ticularly warned for stereopsis being a malleable cue: It is easy to provide an unre-
alistic illusion of depth.

5. Effects of stereo on performance and learning
Stereo presentations have frequently been reported to improve task performance in
simulated environments (e.g., Kim et al., 2005; Mollenhauer, 2004). Several studies
yielded mixed results (Mollenhauer et al., 2004; Nash et al., 2000) or showed that a
stereo presentation can reduce performance when display artefacts are present
(Pfautz, 2001).

Modest evidence could be found indicating that stereo presentations are benefi-
cial for training. For example, stereo presentations reduced the required training
time of a teleoperating task (Drascic, 1991). Mourant and Parsi (2002) found that
people who trained a pick-and-place task in a stereo environment performed better
on one aspect of a real world posttest than participants who had trained in a
monoscopic environment. An experiment of Luursema et al. (2008) found that com-
puter-implemented stereopsis provided a small positive effect on learning of anatomy
in the medical field. The authors considered that more research was needed before
advising to implement stereopsis-enabling hardware in medical settings. Merritt and
CuQlock-Knopp (1991) found that the use of stereo video improved participant’s
reported sensitivity to monocular cues of terrain hazards during off-road driving.
However, Johnson and Stewart II (1999) found no benefits of 3D helmet mounted
displays on the acquisition of spatial knowledge compared to a stationary wide
screen display.

Stereo presentations create new possibilities for presenting augmented cues in
stereo. For example, stereo presentations are mentioned as training tools for fighter
pilots for visualizing spatial relationship of air intercepts (Mowafy & Thurman, 1993).
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6. Summary of results
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7. Conclusions and recommendations
This study aimed to give insight into the role of fidelity on the effectiveness of simu-
lation-based driver training. Results indicated that fidelity, and more specifically stereo
presentations, are associated with multifactorial effects and many scientific unknowns.

Fidelity requirements are dependent on a delicate compromise and should be
carefully evaluated by weighting advantages and disadvantages of the items in
section 6. Improving the force-feel characteristics of pedals is an example that may
improve training effectiveness: It addresses a task-relevant cue and is likely to lead
to positive reactions and more realistic driving behaviour. Negative effects such as
simulator sickness and distraction seem unlikely to occur.

As its effects are often unknown or contradictory, striving towards higher fidelity is
not the most obvious means for improving simulation-based training. Exploiting soft-
ware-related didactic advantages of driving simulators, such as free control over
the training environment or the accurate and ecologically valid performance meas-
urements (e.g., Hoeschen et al., 2001; Lew et al., 2005), should be considered as
well. The complexity of a topic is no reason to conclude that it deserves no attention.
It is recommended that future research in the domain of simulation-based driver
training should focus on both didactic aspects and on fidelity. The framework of
advantages and disadvantages in section 6 can support decision-making in the
development of driving simulators. Eventually, the results have to be validated by
means of an experiment that investigates transfer of training from the simulator to
the road.
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CHAPTER 7
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Abstract
This study evaluates the use of a motion seat in a fixed-base driving simulator. Sixty
experienced drivers participated in a braking experiment and a cornering experi-
ment in a between-subjects design. In the braking experiment, motion seat accel-
eration cueing versus motion off was evaluated. In the cornering experiment, we
evaluated motion cueing according to the engineering way, the fun way, and motion
off. When driving under the engineering way, the driver’s body was tilted outward in
the corners, to simulate the forces acting on the body during driving in a qualita-
tively correct fashion. The fun way tilted the body in the opposite direction, into the
corner, as is done in many amusement rides. Results of the braking experiment
showed that the motion seat resulted in smaller vehicle decelerations, more consist-
ent stopping positions at a stop line, and smoother braking onset compared to mo-
tion off. Results of the cornering experiment did not show any significant differences
in driving performance between the three conditions. Results of a questionnaire
showed that participants rated fun cueing as more realistic/satisfactory than motion
off. Individual differences were large compared to the effects of the motion seat. It is
concluded that the motion seat was effective in inducing more realistic braking be-
haviour, and that the fun cueing algorithm resulted in an improved subjective expe-
rience compared to no motion.

De Winter, J.C.F., De Groot, S., Mulder, M., & Wieringa, P.A. (2007a). The fun of
engineering: A motion seat in a driving simulator. Proceedings of the Driving Simula-
tion Conference North America, Iowa City, IA. (adapted with minor textual changes)
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1. Introduction
Depending on fidelity, drivers in a simulator have difficulty with estimating distances,
speeds, and accelerations, which can result in control strategies that differ from
reality (e.g., Boer et al., 2001). In this respect, the lack of motion cues in fixed-base
simulators is suggested to contribute to unrealistic behaviour (Greenberg et al.,
2003). However, full motion simulators are often considered financially unattractive
in the domain of commercial simulation-based driver training. Moreover, even with
sophisticated simulators, it is physically impossible to correctly simulate all the
accelerations that affect the human body during driving (Von der Heyde & Riecke,
2001). A motion seat on a fixed-base simulator may act as a low-cost alternative for
providing feedback. A previous study using a motion seat in an immersive virtual
reality environment (CAVE) showed that participants preferred motion to motion off.
However, subjective preference and driving behaviour hardly differed between mo-
tion parameter sets (Mollenhauer et al., 2004). The present study aims to gain in-
sight into the effects of a motion seat and potential motion cueing algorithms in a
fixed-base driving simulator.

Participants (N = 60) completed a braking and a cornering experiment. In the
braking experiment, a comparison was made between motion seat acceleration
cueing and motion off. It was hypothesized that motion results in similar effects as
those reported by Siegler et al. (2001), who compared a limited-amplitude dynamic
simulator platform turned on and off. Siegler et al. (2001) found that the addition of
motion resulted in more accurate stopping positions at a signpost, lower maximum
decelerations, and lower jerk at the onset of braking. No differences were found for
speed and distance to the target at braking onset.

In the cornering experiment, three fundamentally different conditions were com-
pared: motion cueing according to the engineering way (Eng), the fun way (Fun),
and motion off (Off). When driving under the Eng condition, the driver’s body was
tilted outwards in bends as is regularly done in motion driving simulators. Fun tilted
the body in the opposite direction, into the corner. Evaluation of the engineering
versus fun ways of motion cueing was initially proposed in a working paper of Von
der Heyde and Riecke (2001).

The philosophy behind the engineering way is as follows: When driving through a
bend in a real car, the centripetal forces from wheel-ground contact point towards
the inside of the bend. The driver observes a reactive centrifugal force that seems to
move the body towards the outer edge of the car. The car generally rolls to the
outside as well, as the suspension system generates a counteracting moment about
the centre of gravity. The roll angle in a real car, however, is different from the roll
angle that is required for substituting a centripetal force with a gravity force in a
simulator. So, although quantitatively incorrect, the engineering way can be consid-
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ered a relatively realistic approach to motion cueing, as the steady-state forces are
qualitatively correct.

The fun way acts oppositely and simulates motion by leaning inwards in bends,
an approach that is used in many amusement rides. The fun way can be considered
less realistic than the engineering way as the gravity force in the simulator has the
wrong direction. Still, it is hard to conceive that millions of spectators per year in
amusement rides are “wrong”. The fun way could provide advantages such as higher
ratings of pleasure and lower ratings of simulator sickness. It has been suggested
that the incidence of simulator sickness symptoms in amusement rides is far less
than that of commercial engineered driving simulators (Von der Heyde & Riecke,
2001).

The present study hypothesizes that the engineering way causes higher ratings
of realism, higher incidence of simulator sickness, and lower ratings of pleasure,
than the fun way and motion off (see hypotheses provided by Von der Heyde &
Riecke, 2001). In addition, it is hypothesized that the engineering way results in
more realistic objective driving performance than the fun way and motion off. Here,
performance measures of Siegler et al. (2001) will be used. These authors com-
pared cornering behaviour in 90° bends with a limited-amplitude motion platform
turned on and turned off. Siegler et al. found that motion caused participants to take
wider bends. In addition, motion resulted in lower cornering speeds than motion off.

2. Method
The experiment was conducted in a medium-fidelity fixed-base Dutch Driving Simu-
lator (Green Dino, 2007). The simulator was operated using an automatic gearbox.
Figure 1 shows the motion seat (Frex Japan Trading, 2008) in our simulator. Longitu-
dinal and lateral accelerations of the virtual vehicle served as proportional input for
the angular position of the seat. A lateral acceleration of 8.3 m/s2 corresponded to a
leftward/rightward inclination of 6.2°. A longitudinal deceleration/acceleration of 7.7
m/s2 corresponded to a forwards/backwards inclination of 4.7°. We did not subtract
seat orientation from the visual presentation. The decision to not use visual compen-
sation was based on a study described in Mollenhauer (2004), which found that
participants preferred the condition that did not subtract seat orientation from the
visuals.

A between-subjects design with three groups (Off, Fun, Eng) was applied as
illustrated in Table 1. Longitudinal cueing was always provided according to the
engineering way (Eng), that is, backward tilt for acceleration and forward tilt for
deceleration of the simulated vehicle. Trial experiments were conducted with longi-
tudinal Fun-cueing, but we considered that it provided an awkward unnatural feel-
ing.
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All 60 participants were men, with at least one year of driving experience and
approximately equal age (mean = 21.9 years, SD = 1.9), equal driving licence pos-
session (mean = 3.5 years, SD = 2.1), and equal self-rated driving ability on a scale
from 1 to 10 (mean = 7.7, SD = 0.91) in the three groups. The experiments were
started after a 5-min learning period. All participants drove the same route and no
traffic was present. The braking experiment lasted 10 min and consisted of a straight
road in an urban area. At intersections the driver had to stop the car at the white line.
Alternating speed limits of 30, 50, and 80 km/h were in place in-between intersec-
tions. The cornering experiment lasted 8 min and involved a two-lane rural closed
track with an 80 km/h speed limit. Participants were instructed to complete both
experiments with a reasonable driving style, to respect the speed limit, and to keep
the vehicle within the right lane. Participants were not informed about the purpose of
the experiment.

To enable a within-subjects comparison, one week after the completion of the
experiment, 24 of the participants volunteered to complete a repeated measure-
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Figure 1. The motion seat that was used in the experiments.
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ment of the braking experiment. Twelve participants drove with motion Off in the first
experiment and with Eng in the second experiment. Conversely, twelve other par-
ticipants drove with Eng in the first experiment and Off in the second experiment.

3. Dependent measures
Tables 2–4 show the measures that were calculated for each participant, adapted
from Siegler et al. (2001). After the experiment, participants completed a question-
naire, consisting of ten questions related to realism and pleasure (see Table 4) which
had to be answered on an interval scale ranging from 1 to 10 (no anchors). Partici-
pants also completed an adapted simulator sickness questionnaire (Kennedy et al.,
1993). Our version did not distinguish between the nausea, oculomotor, and disori-
entation subscales. Moreover, the fullness of the head symptom was removed.2 For
each symptom, participants rated an interval scale from 1 (no problems) to 5 (large
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1) The dependent measures have been duplicated from chapter 8.
2) We considered the original simulator sickness questionnaire (SSQ) not readily interpretable (e.g.,
how should participants interpret “difficulty concentrating” on the oculomotor scale?). Inspection of
the work of Kennedy et al. (1993) showed that the three factors (nausea, oculomotor, and
disorientation) were orthogonally rotated instead of obliquely, to obtain simple patterns. A general
simulator sickness factor was found to explain 50% of the variance in the orthogonal solution. State-
of-the-art literature on factor analysis indicates that there is little justification to using orthogonal
rotation when factors correlate (Fabrigar et al., 1999). We performed oblique rotation (oblimin) of the
loadings shown in Kennedy et al. (1993, p. 208). Results indicated that the three factors indeed
correlate substantially (0.28 to 0.40). The rotated pattern was considered better interpretable than
the orthogonal loadings. We also calculated factor score coefficients (Bartlett procedure). It was
found that some coefficients were very low, which may warrant consideration omitting items from the
SSQ. Based on these findings, the present authors considered it theoretically and practically
justified to use an adapted (i.e., simplified and more easily interpretable) SSQ.
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problems). A total simulator sickness score was calculated by averaging over the
symptoms.

The (independent/paired) t test was used to statistically evaluate the difference
between the means of two samples. Cohen’s d was used as a measure for the effect
size. Differences between three means were statistically evaluated using a one-way
analysis of variance (ANOVA), or a Kruskal-Wallis nonparametric one-way analysis
of variance.

4. Results
Results of the braking experiments are shown in Table 5. Participants completed on
average about 13 stops. As expected, maximum deceleration (Mean max. dec.)
was lower, stopping consistency (SD DTLfin) was better and braking onset (Mean
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onset jerk) was lower for motion cueing (Eng & Fun groups aggregated) compared
to Off. No significant differences were found for speeds and distances to the stop-
ping line at onset of braking (Mean Vini, Mean DTLini). To confirm the results, the
dependent measures were calculated for the cornering experiment as well, the re-
sults of which are shown in Table 6. It can be seen that motion again resulted in
lower decelerations and lower jerk. In addition, participants also pressed the brake
at a significantly greater distance to the bend.

Results of the cornering experiment are presented in Table 7. No significant dif-
ferences were found between any of the conditions. An interesting finding was that
the standard deviation (SD) of the lane centre error halfway through the left bend
was considerably lower for Eng compared to Fun and Off. Closer examination was
done by plotting the mean trajectories of each participant (see Figures 2 and 3). It
appears from Figure 2 that the increased SDs of Fun and Off were caused by two
participants who had not respected the instruction to remain on their right lane by
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consistently shortcutting on the left lane. As only two participants were involved,
these results cannot be attributed to the motion cueing conditions. Figures 4 and 5
show the mean speeds through the left and right bends. From Figures 2–5 it can be
seen that any differences in mean trajectories/speeds were negligibly small com-
pared to the magnitude of individual differences.

Results of the questionnaire are shown in Table 8. It was hypothesized that Fun
results in a higher pleasure rating than Eng. In this study we found a pleasure rating
of 6.4 for Fun and a pleasure rating of 5.9 for Eng. These numbers were not signifi-
cantly different (p = 0.4). To prevent committing Type I errors, a multivariate ap-
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Figure 2. Mean lane centre error (LCE) in left bends. Grey lines represent participants’
mean LCE of 6 bends. Lines at LCE = 2.5 and LCE = -2.5 represent lane boundaries.
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Figure 3. Mean LCE in right bends. Grey lines represent participants’ mean LCE of 8
bends. Lines at LCE = 2.5 and LCE = -2.5 represent lane boundaries.
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Figure 4. Mean speed in left bends. Grey lines represent participants’
mean speed of 6 bends.
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Figure 5. Mean speed in right bends. Grey lines represent participants’
mean speed of 8 bends.
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proach was used on the questionnaire data. A Pearson correlation matrix was sub-
mitted to a principal axis factoring to extract one common factor explaining 39% of
the variance. The decision to extract one factor was supported by the scree plot
and the interpretability of the loadings compared to extracting two or more factors.
Bartlett factor scores, representing total satisfactory/realism level, are shown in Ta-
ble 8. A Kruskal-Wallis test indicated that the median factor scores for the three
conditions were significantly different (p = 0.027). According to a Tukey-Kramer mul-
tiple comparison the satisfaction/realism score was significantly higher for Fun com-
pared to Off.

The results of the questionnaire on simulator sickness are shown in Table 9. There
were no significant differences in sickness scores between the conditions. Fun and
Eng caused higher ratings on the following symptoms: general discomfort, fatigue,
and eyestrain, compared to Off. After applying Bonferroni corrections these differ-
ences were not large enough to reach a critical significance level anymore.

5. Discussion
The motion seat resulted in lower decelerations, more consistent stopping distances,
and smoother braking onset than Off. As expected, the results are qualitatively con-
gruent with the effects of a limited-amplitude motion platform (see Siegler et al.,
2001). It was also found that participants pressed the brake at a greater distance
towards the target for motion compared to Off, whereas Siegler et al. found no ef-
fect. Although the motion seat reduced the vehicle decelerations, these were still
high in comparison to on-road driving; representative values for real car driving are
in the order of 3–4 m/s2 (Siegler et al., 2001).

For cornering, no significant differences in driving performance were observed
between the fun way, engineering way, and motion off. Contrary, Siegler et al. (2001)
observed that participants took a wider bend and adopted lower speeds when us-
ing a motion platform. Inspection of the results of Siegler et al., however, showed
that their effects were relatively small, with a Cohen’s d between 0.2 and 0.3 for the
speed halfway through the bend.

Participants judged Fun as more realistic/satisfactory than Off. No significant dif-
ferences were observed between Fun and Eng, that is, two opposite forms of lateral
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motion cueing. Overall simulator sickness scores were low and not significantly dif-
ferent between the three conditions.

In the present study, the seat was moving without compensation of the visual
scene or the pedals/steering wheel, making it possible for the participant to be
aware of the seat inclination while keeping the head upright. Seat inclinations could
be noticed through tactile and proprioceptive feedback, rather than through the
vestibular organs as in real car driving.

The present study showed that the motion seat improved braking performance in
the simulator. Further research is recommended to evaluate whether a motion seat,
possibly combined with other types of motion cueing, also results in improved learning
and safer driving on the roads. The seat has shown to be a successful means of
improving the subjective realism of the simulator. Increased face validity may further
improve students’ motivation to learn. It can be expected that more realistic braking
behaviour in the simulator (i.e., less abrupt braking, lower decelerations) transfers
to the road, resulting in safer braking during the initial moments in real traffic. It is
also recommended to further develop motion seat control algorithms. High-frequency
cues may be beneficial to enhance speed and motion perception and could be
particularly suited to a (limited amplitude) motion seat. Finally, it seems worthwhile
to investigate individual differences. Why is it that some participants adopted much
higher speeds than others? Understanding individual differences and their corre-
lates might provide important insight for improving the effectiveness of simulation-
based training.
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Abstract
Because motion cues are lacking in a fixed-base simulator, people tend to drive
faster and brake harder in the simulator than they do on the road. A motion platform
is too expensive for low-cost simulation-based driver training; therefore, alternative
solutions have to be sought. In this chapter, the following six low-cost motion cueing
devices are tested for their effects on braking and cornering behaviour in a fixed-
base driving simulator: (a) a seatbelt tensioning system, (b) a stiff brake pedal, (c) a
vibrating steering wheel, (d) screeching tyre sound, (e) a vibrating seat, and (f) a
pressure seat. Results indicated that all systems, except for the pressure seat, were
beneficial in inducing more realistic driving behaviour. The magnitude and the na-
ture of the effects, however, were notably different between the systems. The best
results were obtained with those devices that generated stimuli of sufficient magni-
tude and adequate stimulus-response compatibility.

De Winter, J.C.F., De Groot, S., Mulder, M., Wieringa, P.A., & Dankelman, J. (2008c).
The search for higher fidelity in fixed-base driving simulation: Six feedback systems
evaluated. Proceedings of the Driving Simulation Conference Europe, Monte Carlo,
Monaco, 183–192. (adapted with minor textual changes)
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1. Introduction
Low-cost fixed-base driving simulators have regularly shown satisfactory relative
fidelity such as in intra/intersubject comparisons (e.g., Lew et al., 2005). Their abso-
lute fidelity, however, remains open to improvement. One particular problem of low-
cost driving simulators is that people tend to drive too fast as compared to reality
(Green, 2005). Although car driving is primarily a visual task, nonvisual motion cues
are important in drivers’ control of speed and heading (Reymond et al., 2001).

A disadvantage of motion platforms, however, is that they are expensive and
complex systems, and therefore unattractive for cost-effective simulation-based driver
training. In order to provide low-cost motion cueing in a fixed-base simulator, alter-
native solutions, such as a motion seat, can be used. Previous research showed
that a motion seat improved face validity and  realism with respect to braking be-
haviour (chapter 7). Nonetheless, even a relatively simple motion seat significantly
increases the complexity and the cost of a simulator.

With the aim of improving absolute driving simulator fidelity, the present chapter
describes six experiments carried out with different low-cost motion cueing sys-
tems. Considering that people tend to drive too fast and brake too much in fixed-
base simulators, each system was hypothesized to contribute to lower decelerations
during braking, lower brake onset jerk, and lower cornering speeds (see also Siegler
et al., 2001 and chapter 7).

2. Systems under evaluation
Six cueing systems were developed and evaluated: (a) a seatbelt tensioning sys-
tem, (b) a stiff brake pedal, (c) a vibrating steering wheel, (d) a vibrating seat, (e)
screeching tyre sound, and (f) a pressure seat. The characteristics of these sys-
tems are described in this section.

2.1. Seatbelt tensioning system (longitudinal deceleration cueing)

The feedback cue was a tension force in the seatbelt, proportional to the decelera-
tion of the virtual car. The additional tensioning forces that were applied in the seatbelt
ranged from 0 to 150 N for corresponding decelerations ranging from 0 to 5 m/s2.
For decelerations larger than 5 m/s2, the force remained at 150 N. These force set-
tings were based on the results of a just-noticeable-difference experiment (data not
shown). The seatbelt tensioning system (Figure 1) was powered by a moment-in-
ducing motor with a reduction gearbox. The seatbelt was fed through a sleeve in a
cylinder. When a moment was exerted by the motor, the belt gripped and rolled onto
the cylinder, pulling the belt tightly over the shoulder and chest of the driver. When
no moment was exerted, the seatbelt could be operated in regular fashion. The
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design allowed the drivers to change their position during driving: No adjustments
were needed for different drivers.

2.2. Stiff brake pedal (longitudinal deceleration cueing)

Additional proprioceptive cues from a stiffer pedal were hypothesized to result in
improved braking behaviour because more information concerning the decelera-
tion of the vehicle is available as compared to a softer pedal. The initial soft pedal of
the simulator (stiffness about 0.06 N/mm) was modified by placing an extra spring in
the brake pedal assembly to create a pedal with a common stiffness of about 1.6
N/mm.

2.3. Vibrating steering wheel (longitudinal deceleration cueing)

Vibrating elements are inexpensive, easy to implement, and safe. Transferring infor-
mation through vibrations has already been successfully applied in driving simula-
tors and in lane departure warning systems (Suzuki & Jansson, 2003). Suzuki and
Jansson demonstrated that drivers respond quickly and intuitively to vibrations. In
the present study, vibrations were provided by a speaker attached in the steering
wheel (see Figure 2). The speaker played a low-frequency sample that became
louder with increasing deceleration of the car.

2.4. Screeching tyre sound (longitudinal & lateral cueing)

Vehicle sound can increase the overall sensation of speed (Davis & Green, 1995).
Relatively few simulators generate screeching tyre sound when driving near the

Figure 1a. Illustration of
seatbelt system.

seatbelt over 
driver’s shoulder 

standard seatbelt 
roll up mechanism 

seatbelt 
tensioning 
system

Figure 1b. Seatbelt system on the back
of the seat.
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performance limit of the tyres. Considering the fact that people in (fixed-base) simu-
lators often drive unrealistically fast, screeching tyre sound could be a relevant cue
for enhancing driver awareness with respect to high accelerations and high corner-
ing speeds. The screeching sound was generated when the acceleration of the
simulated car exceeded a friction ellipse, with a screeching volume proportional to
the distance to the ellipse. The ellipse had a semimajor axis of 8 m/s2 in longitudinal
direction and a semiminor axis of 7.2 m/s2 in lateral direction. Maximum grip was 9.4
m/s2 in longitudinal direction and 8.5 m/s2 in lateral direction.

Figure 3a. Illustration of the seat’s
vibration elements.

Figure 3b. Seat with vibration elements seen
from above. The two centremost elements were

not used.

front

back

Figure 2a. Vibrating steering wheel
(open).

Figure 2b. Vibrating steering wheel
(closed).
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2.5. Vibrating seat (lateral acceleration cueing)

To provide a sense of lateral acceleration to the driver, vibrations were provided by
small DC motors with an eccentric weight (as in mobile phones) on the bottom of the
seat (see Figure 3). When driving in right turns, the left part of the seat vibrated and
vice versa. For lateral accelerations above 1 m/s2, four of the outer elements (illus-
trated as white in Figure 3) vibrated on one side. Above 3 m/s2, three of the inner
elements (grey) also started vibrating and above 5 m/s2 all elements would vibrate.

2.6. Pressure seat (lateral acceleration cueing)

When driving through a corner in a real car, the driver feels a reactive centrifugal
force that seems to move his/her body towards the outer edge of the car. To simulate
these forces in a qualitatively correct fashion, the seat of the simulator was equipped
with two cylinders and an air pressure regulator (see Figure 4). The pressure of the
cylinders was applied to the human body by means of metal plates, just below the
ribs, this pressure being proportional to the lateral acceleration of the car. In left
turns, the plate on the right side was pressurized and the plate on the left side
remained unpressurized. In right turns, this situation was reversed.

3. Experiments
The experiments were conducted in a low-cost medium-fidelity fixed-base Dutch
Driving Simulator (Green Dino, 2007). Table 1 provides details on the experimental
protocols. All systems were evaluated in a baseline condition (Off or Soft) and an
experimental condition (On or Stiff). Participants were recruited from the university

Figure 4a. Illustration of the pressure seat. Figure 4b. Pressure plates on the seat.

simulator seat

pressure plates

cy
lin
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r cylinder
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community and were not informed about the experimental conditions and the pur-
pose of the experiment.

The experiments were conducted independently from each other and therefore
with somewhat different protocols. The high similarity in the way that the experi-
ments were carried out allows a joint investigation of their performance. However,
comparison of the absolute values of the dependent measures between experi-
ments should be made only with careful consideration. Evidently, the conditions
within experiments were properly matched and randomized where appropriate. Parts
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of the data of the vibrating steering wheel and vibrating seat have been described
earlier (Boschloo et al., 2005).

4. Dependent measures
Tables 2 and 3 show the dependent measures that were used. Earlier research
showed that these measures are sensitive descriptors of braking and cornering
behaviour (Siegler et al., 2001; chapter 7). Speed and distance at onset of braking
(Mean Vini and Mean DTLini) are important because they effectively determine how
hard the driver should brake in order to come to a stop at the stop line. The peak
deceleration and the initial rate of change of deceleration (i.e., Mean max. dec. and
Mean onset jerk) provide further information about how the driver braked. Finally,
SD DTLfin provides information on the stopping consistency, that is, how precisely
the driver was able to stop the car with respect to the stop line. For cornering behav-
iour, the nonredundant measures Mean LCE45deg and Mean V45deg provide infor-
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mation on the speed and path halfway through the turns. A distinction was made
between left and right turns.

The dependent measures were tested for the effects of the experimental condi-
tions using either a paired or an independent t test. Cohen’s d was used as an effect
size measure. Besides the objective measures, a short questionnaire on the subjec-
tive experience and/or the subjective realism of the simulator was employed in each
experiment.

5. Results
The results of the experiments are shown in Table 4.

5.1. Seatbelt tensioning system (longitudinal deceleration cueing)

The seatbelt tensioning system had a highly beneficial effect on braking behaviour.
Participants’ maximum decelerations were lower, they braked earlier, their stopping
position consistency was better, and the braking onset jerk was lower when the
system was On as compared to Off. Participants had responded to the question-
naire item whether the seatbelt improved the feeling of sitting in a real car, with a
mean score of 3.95 (95% confidence interval: 3.59–4.31), on a 5-point scale running
from 1 (not at all ) to 5 (a lot ). Participants also reported to have noticed the seatbelt
very well (mean = 4.6 on a scale running from 1 (poorly noticed ) to 5 (strongly
noticed ), 95% confidence interval 4.32–4.88).

5.2. Stiff brake pedal (longitudinal deceleration cueing)

Considerable effects were observed for the stiff brake pedal. Stopping consistency
improved, whereas maximum decelerations and onset jerk were lower for the stiff
pedal as compared to the soft pedal. The questionnaire showed that participants
who drove with the stiff pedal gave a higher rating to a question that asked how
realistic the braking pedal felt to them on an ordinal scale from 1 (poor ) to 5 (very
well ) (mean Soft = 2.55, mean Stiff = 3.05, Cohen’s d = -0.47, p = 0.096 using a
paired t test, or p = 0.012 using a nonparametric sign test).

5.3. Vibrating steering wheel (longitudinal deceleration cueing)

The vibrating steering wheel had a relatively small effect on braking behaviour. The
only significant effect was that vibrations On resulted in a lower onset jerk than Off.

5.4a. Screeching tyre sound (longitudinal deceleration cueing)

The screeching tyres showed no significant effects in the means of the dependent
measures. However, an important aspect of the screeching sound is that it can act
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like a binary warning signal, leading to behavioural adaptation. Indeed, the mean
maximum deceleration was 7.1 m/s2 (SD = 1.2) in runs 1 and 2, which significantly
decreased to 5.9 m/s2 (SD = 1.6) in runs 3 and 4 (p = 0.002), a learning effect. An
additional control group (n = 5, not shown in Table 1) driving without any screeching
tyre sound showed constant maximum deceleration over time: 6.3 m/s2 (SD = 1.9)
in runs 1 and 2, and 6.2 m/s2 (SD = 2.5) in runs 3 and 4. So, participants decreased
decelerations with run number, whereas this effect was not found for a control group
who drove entirely without screeching.

5.4b. Screeching tyre sound (lateral acceleration cueing)

There were no significant effects in the means of the dependent measures. As with
the longitudinal experiment (section 5.4a), there were indications that participants
responded to the screeching tyres: when selecting only the first turn from each run,
the speed with On was lower than with Off in left and right turns (p = 0.027 for the left
turns). Results of a questionnaire indicated that the majority of participants who had
heard the screeching tyres indicated that it positively influenced their driving behav-
iour, mainly by adopting lower cornering speeds.

5.5. Vibrating seat (lateral acceleration cueing)

The speed halfway in right turns was significantly lower with On as compared to Off.
The distance to the road side was not significantly different between On and Off.
Plots of the mean vehicle paths for On and Off revealed that these were highly
similar throughout the turn (data not shown). No measure was significantly different
between On and Off for left turns.

5.6. Pressure seat (lateral acceleration cueing)

There were no significant differences between On and Off for any of the measures.
An important finding was that some participants indicated afterwards that they did
not understand the purpose of the pressure seat. That is, they had not understood
that the pressure, which they felt clearly on their back, corresponded to the lateral
acceleration (cornering speed) of the car. Analyses of the questionnaire revealed
that respondents who drove with On tended to give a lower score to an item that
asked to judge to what extent they had the feeling of driving in a real car (mean
Off = 3.00, mean On = 2.56, Cohen’s d = 0.53, p = 0.16, on a 5-point scale running
from 1 (strongly disagree) to 5 (strongly agree).

6. Discussion
All systems, except for the pressure seat, showed desired effects, that is, braking
and cornering behaviour became more like real-life driving behaviour. The magni-
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tude and the nature of the effects, however, were notably different between the sys-
tems.

The seatbelt tensioning system had large positive effects on braking behaviour,
which is remarkable when considering that the cue is not realistic by itself. A seatbelt
in a real car does not produce a force: It allows freedom of movement by the driver,
unless a locking mechanism causes that seatbelt forces can rise during sudden
vehicle decelerations. In addition, the seatbelt tensioning system improved subjec-
tive realism of the simulator. This result corresponds to earlier studies using a motion
seat in a fixed-base simulator that found that participants rated the simulator with a
motion seat as more realistic, irrespective of what kind of motion cueing algorithm
was applied (Mollenhauer et al., 2004; chapter 7). This gives the impression that an
illusion of reality can relatively easily be provided to a driver in a simulator. It remains
to be seen, however, whether the seatbelt improves training effectiveness, as prob-
lems may occur when transferring to real-life situations in which the cue is absent.

A striking result is that a simple modification to the brake pedal had large effects
on braking behaviour. It is recommended to further investigate the effects of changes
to the force-feel characteristics of the brake system. According to chapter 6, a real-
istic (brake) pedal addresses a task-relevant cue, can lead to positive reactions,
and more realistic driving behaviour without inducing negative effects that are asso-
ciated with increased levels of fidelity such as distraction, high costs, or complicat-
ing factors.

Stopping consistency improved for the stiffer pedal as well as for the seatbelt
tensioning system. A similar result was found for a motion platform (Siegler et al.,
2001) and a motion seat (chapter 7). It seems that providing additional deceleration
cues improves the ability to precisely stop a vehicle, irrespective of how these cues
are presented.

Screeching tyres were a simple modification that led to behavioural adaptation. A
caveat is that only a driver who drives (very) fast gets to hear the screeching tyre
sound, whereas a slower driver does not. Because many driving simulation studies
report on unrealistically fast driving, screeching sound seems a justified means to
deal with this undesired behaviour.

Steering wheel and seat-based vibrations also produced desired effects but of
relatively small size. The intensity of the vibrations, however, were rather weak in the
present experiments. Many participants did not notice the vibrating steering wheel.
Therefore, it is recommended to use vibrations of sufficient intensity.

The pressure seat was hardly successful in lowering cornering speeds, although
the effects were in the desired direction. It was worrying that some participants
failed to notice that the stimulus was related to vehicle speed. A similar result was
found by Showalter and Parris (1980), who found that a g-seat providing accelera-
tion cues to pilots in a simulator led to little, if any, performance improvements.
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The present results as well as previous research using a motion seat (chapter 7),
suggest that it is difficult to influence lateral accelerations using nonvisual motion
cues. A likely explanation is that a driver has a good notion of lateral acceleration in
turns because his or her speed can be perceived visually. During straight line driv-
ing (e.g., braking), however, the driver cannot infer vehicle acceleration information
directly through the optic flow (this requires a differentiation), and therefore has to
rely more on nonvisual cues. It is noted that comparisons between experiments
should be made with a certain reticence; statistical power varied as a function of
group size and experimental design. Additionally, it would be interesting to deter-
mine the effects of combinations of feedback systems used concurrently.

It is concluded that diverse motion cueing solutions can be successful in improv-
ing absolute fidelity in a fixed-base simulator. The best results were obtained with
stimuli of sufficient intensity and with good stimulus-response compatibility. It is rec-
ommended that researchers and simulator developers first implement the simplest
systems for improving absolute fidelity, such as a correct brake pedal stiffness,
because these may already have profound effects. When such aspects have been
properly implemented and validated, one could refer to more expensive and more
complex solutions such as a motion seat.
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Abstract
Current driver-training simulators do not provide feedback on students’ mirror-check-
ing (MC) performance, which could be detrimental to training effectiveness. This
chapter studies the effect of feedback on learning the MC task. After completing a
short training session to become acquainted with the simulator, two groups of inex-
perienced drivers and two groups of experienced drivers (n = 10 for each group)
completed a simulator lesson on MC. Using webcams, MC performance was as-
sessed by a human experimenter who was unaware as to which group the partici-
pants belonged. Two groups were provided with sampled feedback on their MC
performance; the others were not. Retention was assessed during a subsequent
lesson on cornering behaviour during which no feedback on MC was provided to
any of the groups. Results showed that, during the cornering lesson, the experi-
enced feedback group performed significantly better in MC than the experienced
no-feedback group. No statistically significant learning effect was found for the in-
experienced groups. It is concluded that feedback on MC was useful for experi-
enced drivers. Optimization of feedback and instruction is expected to lead to fur-
ther gains in simulator training effectiveness.

De Winter, J.C.F., De Groot, S., Van Loenhout, M.J., Van Leeuwen, A., Do, P., Wieringa,
P.A., & Mulder, M. (2008d). Feedback on mirror-checking during simulation-based
driver training. Proceedings of the 27th European Annual Conference on Human
Decision Making and Manual Control, Delft, the Netherlands. (adapted with minor
textual changes)
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1. Introduction
Every year, a significant number of road crashes occur as a result of inappropriate
checking of the rear view mirrors and failures to look at blind spots. Moreover, incor-
rect viewing behaviour belongs to the most frequently occurring errors during the
official Dutch driving test (see Table 1). For these reasons, it is important that view-
ing behaviour – mirror-checking (MC) in particular – is taught well during driver
training.

The use of cost-effective driving simulators with intelligent tutoring systems is on
the rise. Such training simulators have the capability to automatically instruct a stu-
dent to perform an MC sequence. Moreover, the use of mirrors can be trained by
showing the need for MC, such as by including events with adjacent vehicles in the
driver’s blind spots. However, current simulators lack the ability to assess whether
someone has indeed looked into the mirrors and therefore cannot provide feedback
on MC (Kappé & Van Emmerik, 2005).

Several techniques are on the market that can measure a person’s eye or gaze
direction without human intervention. These have been successfully applied in sci-
entific research. However, depending on technology, eye-tracking can be intrusive
if calibration is necessary, or if additional equipment should be worn by a student.
Moreover, difficulties may occur with respect to individual posture, head movement,
or eyeglasses. Finally, eye-tracking can be rather expensive, sometimes as expen-
sive as an entire simulator. Although low-cost solutions are under development (Fikkert
et al., 2006), eye-tracking is not yet used in simulation-based driver training.

Even if the technical difficulties of eye-tracking are dealt with, it remains uncertain
whether an eye-tracking device can improve the effectiveness of simulation-based
driver training. Surely it is possible to incorporate eye-tracking in a simulator in order
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to provide automatic feedback on MC, but how important is this technology for train-
ing effectiveness? Although Kappé and Van Emmerik (2005) stated that the current
lack of eye-tracking measurements is a vital drawback of simulation-based driver
training and testing of drivers, no objective data have been presented.

The aim of this study was to investigate the learning effects of feedback on MC
performance during a typical initial driver training lesson of negotiating intersec-
tions. Although the main target of driving training simulators is to tutor inexperi-
enced drivers, simulators can also be used as a means to provide fresh-up courses
for experienced drivers. These drivers should already be familiar with the mirror
task on the roads but may have abandoned the correct procedure. Hence, the ef-
fects of feedback on MC were investigated for both inexperienced and experienced
drivers.

2. Method

2.1. Participants

Four independent groups of 10 participants each were formed (see Table 2), all
recruited from the Delft University of Technology. Two groups consisted of drivers
without any on-road experience (I groups); the other two groups consisted of expe-
rienced drivers (E groups). An experienced driver was defined as someone who
had a driving licence or someone who had on-road experience in the form of les-
sons with a professional driving instructor. Two groups received feedback on MC
(the I-F and E-F groups); the two other groups did not receive feedback (the I-NF
and E-NF groups). The two E groups as well as the two I groups were matched with
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respect to age, gender, and amount of experience. Participants were not informed
about the purpose of the experiment.

2.2. Apparatus and procedures

Participants completed three lessons (summarized in Table 3) in a fixed-base Dutch
Driving Simulator (Green Dino, 2007). The entire experiment, including the auto-
mated multimedia instructions and questionnaires, lasted about 30 min per partici-
pant.

To become acquainted with the simulator, participants first engaged in an auto-
mated drive-away lesson (L1) with virtual instruction, which lasted 3.5 min. This
lesson took place on an endless straight road and was identical for all groups.

Next, participants completed a lesson on MC (L2). After an automated multime-
dia instruction on how to check the mirrors before changing direction, the lesson
started. Participants only had to steer; speed-control, starting the engine, and using
the parking brake were automated. The lesson took place in an environment that
primarily consisted of unsignalized intersections. No other traffic was present. Upon
approaching each intersection, participants were instructed to turn left or right. Upon
approaching the 2nd, 3rd, 5th, 7th, 10th, and 13th intersections, participants of all
groups received preprogrammed verbal instructions to check the mirrors (see Table
4). After each intersection, participants belonging to the F groups received feed-
back on their MC performance (see Table 5). Participants in the NF groups did not
receive such feedback.

Finally, to test the retention of the learning of MC, all participants completed a
cornering lesson (L3). After an automated instruction on how to approach corners,
the lesson started in the same virtual environment as L2. Participants had to steer,
use the throttle, and brake themselves, raising the task difficulty compared to the
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previous lesson and directing participants’ attention away from the MC task. Upon
approaching each intersection, participants were instructed to turn left or right. Upon
approaching the 2nd, 7th, and 10th intersection, participants received instructions
to check the mirrors. None of the groups received feedback on MC.

After each lesson, participants had to fill in a questionnaire on their subjective
experience (see section 2.4.3).

2.3. Assessment of mirror-checking

During L2 and L3, two experimenters monitored the participant’s behaviour using
three webcams that were placed in the simulator. The webcams did not disturb the
participant’s view on the road. The two experimenters were each sitting in front of a
computer outside the view of the participant and independently assessed whether
the participant had correctly looked into the mirrors and to the side. A computer
programme made use of the assessments of one of the experimenters for providing
presampled verbal feedback (see Table 5). The assessments of the second experi-
menter were not used during the experiment, but only after all data were recorded,
for making interexperimenter comparisons. The software on the experimenters’ com-
puters was programmed in such a way that the experimenters could not distinguish
as to which group participants belonged. Because participants wore headphones,
the experimenters could not hear whether the participant received feedback or not.

2.4. Independent and dependent variables

A between-subjects design was employed. The independent variable under inves-
tigation was whether feedback on MC was applied during L2 or not. We compared
the I-NF versus I-F group, and E-NF versus E-F group. The dependent measures
are described in sections 2.4.1 through 2.4.3.

2.4.1. Mirror-checking score

Before each intersection, participants had to check two mirrors and look over their
shoulder at the blind spot. Accordingly, 3 score points could be obtained per inter-
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section. The total MC score of the first 14 valid intersections was calculated for each
participant (i.e., maximum 3 x 14 = 42 points per lesson) and linearly scaled from 0
to 100%. Intersections on which participants turned into a direction other than the
instructed direction were declared invalid. In case of missing values or inter-
experimenter disagreement, the stored videos were used to come to an agreement.

2.4.2. Objective measures

Table 6 shows the objective measures that were used. Earlier research has shown
that speed and lane keeping accuracy (standard deviation of lateral position or
SDLP) are sensitive measures (De Winter et al., 2006d). A lower mean speed or a
higher standard SDLP could be indicative of increased workload. Participants were
not told to use the turn indicator, except briefly as part of the multimedia introduction
of L2. Using the direction-indicator lights can therefore be considered an embed-
ded secondary task. Earlier research has shown that indicator errors are a sensitive
measure to changes in task load demands (De Groot et al., 2006).

2.4.3. Subjective measures

After each lesson, participants had to fill in a questionnaire comprising 10-point
scales running from 1 (No) to 10 (Yes). Of specific interest were the questions shown
in Table 7, as these concerned the face-validity of the MC learning and aspects
related to participants’ overall satisfaction. Other queries (not shown) were regarded
as “dummies”, included to direct participants’ attention away from the fact that the
research focus in this experiment was on MC.

Group differences were evaluated using an independent t test. If the p-value was
below the 0.05 threshold, then the null hypothesis of equal means was rejected.
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Cohen’s d was used as an effect size measure. It is defined as the difference be-
tween the means divided by the pooled standard deviation.

3. Results
3.1. Mirror-checking score

Table 8 and Figure 1 show the MC scores. During L2, the F groups performed sig-
nificantly better than the NF groups. However, feedback resulted in higher retention
of MC performance during L3 for the E-F group only.

3.2. Objective measures

Table 9 shows the results. Although trends can be recognized, no statistically sig-
nificant effects between NF and F were found.
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3.3. Subjective measures

Results are shown in Table 10. The E-F group had indicated that they learned less
well to check the mirrors than the E-NF group (Q1). Moreover, the I-F group found
the simulator significantly less realistic than the I-NF group (Q6).

3.4. Additional observations

Table 11 shows comparisons of the experimenters’ MC assessments. It can be seen
that the number of disagreements was small, indicating that the MC was reliably
assessed.

During L2, some participants always looked to the left, independent of whether
turning left or right on the intersections. Apparently, they had followed the multime-
dia instructions literally, that is, not within the context of the intersection event. There-
fore, in-between L2 and L3, an experimenter gave these participants a brief verbal
explanation on how they should check the mirrors. In total, 4 participants from the I-
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NF group, and 2 from the I-F group received these instructions, a difference which
was not statistically significant (p = 0.4 using a Wilcoxon test).

4. Discussion
This study showed that feedback on mirror-checking (MC) improved MC perform-
ance, which is one of the most important driving tasks. However, a beneficial effect
of feedback on retention was found only for the experienced drivers.

The E-F group indicated in the questionnaire that they learned less well to check
mirrors than the E-NF group. A possible explanation is that feedback was inter-
preted as an annoying disturbance for the experienced drivers who already knew
how to check the mirrors. The I-F group believed that the simulator was less realistic
than the I-NF group. A possible explanation is that feedback was not perfectly con-
sistent in terms of timing, which led to the belief that the entire simulator was less
realistic. Another explanation is that inexperienced drivers misconceived the mean-
ing of realism, as they had never driven a real car before.

Several possible reasons for the insignificant learning effect of feedback amongst
inexperienced groups can be thought of. The primary task of vehicle control may
have been too demanding so that participants failed to learn the MC task. It is also
possible that there were indeed differences, but the data were not sensitive enough
to detect them. The sample size in this study can be considered reasonable, how-
ever.

As indicated in section 3.4, some of the inexperienced participants initially made
errors because they had misunderstood how to check the mirrors. Clearly, proper
instructions are crucial for training effectiveness. It is recommended to first optimize
such evident didactic aspects, including the position of the lesson in the overall
curriculum, before spending considerable resources to eye-tracking technology.
Recommendations on how to improve didactics and hardware characteristics in
simulation-based training can be found in De Groot et al. (2007) and chapter 6.
Several other limitations apply. Webcam stagnation sporadically occurred. These
were random events, however; there were no indications that they interacted with
the experimental conditions. The participants were recruited from the university com-
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munity, which has particular sociodemographic characteristics. Moreover, partici-
pants’ motivation during an experiment may be different than during an actual simu-
lator lesson. Finally, it is possible that participants became aware of the aim of the
study during the course of the experiment. These factors could delimit the
generalizability of the present work.

In the present study, we provided simple feedback on MC. Eye-tracking devices
provide supplementary possibilities, for instance, presenting students with a two-
dimensional “map” of their visual scanning behaviour. Moreover, when subjecting
drivers to a standardized simulation-based test, aberrant driving behaviour, such as
incorrect MC, can be objectively identified (Chapman et al., 2002). This is likely to
be an advantage of eye-tracking compared to on-road driving during which per-
formance is subjectively assessed under nonstandardized conditions. Besides, sci-
entific reviews have indicated that formal on-road driver training is not safety-effec-
tive (e.g., Elvik & Vaa, 2004). Therefore, we believe it is out of place to characterize
the lack of eye-tracking as a disadvantage of driving simulation. Instead, eye-track-
ing can be regarded as a relatively new and unexplored opportunity for improving
driver training and testing.
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This chapter provides the main conclusions, elaborates on the results of this thesis,
outlines its limitations, and offers recommendations for future studies in the field of
driving simulation.
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1. Conclusion
The first objective of this thesis was to develop a method that can process data
obtained from driving simulators into a valid student-profile on driving skill and driv-
ing style. The second objective was to provide a fundamental understanding of the
relationships between driving simulator fidelity and training effectiveness, and spe-
cifically to investigate whether low-cost motion cueing systems are valuable in simu-
lation-based driver training.

The fist conclusion is that the statistical method exploratory factor analysis is
suitable for processing large amounts of data into a smaller number of theoretically
sound personal scores. The extracted speed-, violation-, and error-scores were mean-
ingful individual measures, as indicated by their correlations with gender, age, and
driving test results.

The second conclusion is that fidelity requirements depend on a compromise, in
which negative effects, such as costs, simulator sickness, and distraction, have to
be weighted against positive effects, such as improved validity and user accept-
ance. Low-cost motion cueing simulators are able to increase subjective ratings of
realism and improve in-simulator driving performance as compared to control con-
ditions without the motion system. However, validation research is still needed with
respect to transfer of training to the roads.

2. Discussion

2.1. Introducing factor analysis for driver assessment

Based on a data analysis of a driving simulator experiment and by means of a
literature overview on driver behaviour models (chapter 2), the value of motivational
models (in particular the risk homeostasis theory (RHT) and the task capability inter-
face (TCI)) was investigated. The overview illustrated that due to the lack of specificity
and lack of clear boundary conditions, it is possible to find an explanation for virtu-
ally any experimental result. In other words, the RHT and TCI cannot be falsified,
failing to fulfil one of the most important criteria of scientific models. It was con-
cluded that motivational models – although useful from a conceptual viewpoint –
cannot be used for constructing a quantitative student-profile from simulator data.

Adaptive control models suffer from the opposite problem. These types of mod-
els have been very useful for quantitative driver parameter identification in basic
tasks, such as car following, curve following, and regulation against wind gusts.
Measures could include crossover frequency, time delay, and coherence (and these
measures can still be included in a factor analysis). However, there are a number of
pitfalls. First, it is always possible to construct a model and to subsequently fit the
data to it in order to account for a certain share of the variance. However, this does
not mean that the model is necessarily the best or even an adequate model. The
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transfer functions (blocks) and information flows (lines) are inevitably arbitrarily cho-
sen. Chapter 2 provided some examples showing that strong latent correlations can
be present in the data which are not readily recognized or understood by adaptive
control models. Moreover, certain adaptive control models have been criticized for
their psychological implausibility and their failure to adequately incorporate indi-
vidual differences. In addition, we discussed the critical problem of overfitting and
the lack of validation. We recognized the tendency in adaptive control models to-
wards increased model complexity in order to provide a good fit to experimental
data. This good fit, however, comes at a price of parameters that have limited
generalizability, or parameters that may be meaningless.

 Understanding driving – a human-machine process – requires a statistical model
that explains individual differences, instead of a deterministic model that tries to
explain exactly what a driver does at a certain moment. Specifically, we propose
exploratory factor analysis (EFA) as a technique for constructing a student-profile.
EFA deviates from methods that lock driver assessment into single variables and
causal relations. Instead, EFA uses the multivariate correlation structure to retrieve
underlying patterns and to explain drivers’ behaviour parsimoniously. EFA can be
interpreted as a method that exploits the principle of the common cause, facilitating
the generation of plausible scientific theories (Haig, 2005).

The use of EFA for studying individual differences is neither new nor unexpected.
Factor analysis is one of the most widely used techniques in psychological research
(Fabrigar et al., 1999; Cudeck & MacCallum, 2007) and is increasingly recognized
in other scientific domains (Kaplunovsky, 2005). The method has been broadly ap-
plied in driver behaviour studies as well, mostly based on self-reports. A well-known
example is the Driver Behaviour Questionnaire (DBQ) which has been used for iden-
tifying violations and errors (and more specific factors such as aggressive viola-
tions, interpersonal violations, slips, and lapses; Reason et al., 1990). Although self-
reports are able to recover valuable information, it can be problematic to rely solely
on this type of data. For example, Bjørnskau and Sagberg (2005) found different
results as a function of driver experience when an ordinal DBQ was used that asked
how many times during the last month a certain behaviour was committed, instead
of the traditional 6-point scale ranging from 1 (never) to 6 (very often). Ironically,
asking drivers how many times they had slips or lapses is problematic in itself:
“Unconscious errors may be hard to remember precisely because they are uncon-
scious; they are not something we want or plan to do” (Bjørnskau & Sagberg, 2005,
p. 137).

The present thesis factor analysed learner drivers’ data from a diverse range of
tasks in standardized virtual environments (chapters 3 and 4). Analyses of large
pools of trainees’ performance records seem scarce in the scientific literature. Ex-
ceptions are Allen et al. (2006; 2007a) and Turpin et al. (2007), but these have not
reported on a factor analytical approach.
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2.2. Violations, errors, and speed factor-score predictors

Chapter 2 provided an example of the use of EFA for driver assessment. A speed
factor was extracted from a series of performance measures on an intersection
encounter task. Results showed that the speed-score reliably correlated with gen-
der and the interpersonal violation-score of the DBQ, demonstrating that the speed-
scores conveyed meaningful information about driver behaviour. Various measures
(e.g., minimum speed, safety indicators) had high loadings on the same speed
factor and therefore essentially represented the same construct. A possible limita-
tion of this study was that the performance measures were drawn from the same
experiment and were not experimentally independent.

In chapter 3, we extended the use of EFA by employing the method on more
diverse tasks of a pool of 520 students who completed an initial driver-training pro-
gramme in a simulator. According to the well-known violation-error distinction origi-
nally proposed by Reason et al. (1990), two factors were extracted from the stu-
dents’ task failures: violations and errors. Most likely, this was the first time that the
violation-error distinction has been retrieved from objective driver data. The distinc-
tion between errors and violations seems to correspond to other constructs in traffic
psychology, such as driver performance and behaviour (Evans, 2004), driving skills
and style (Elander et al., 1993), and skills and safety motives (Lajunen & Summala,
1995).

Next, we used EFA on students’ mean task completion times. Despite the diver-
sity of the driving tasks, it was clear that one factor provided the best explanation.
The extracted factor was again interpreted as a speed factor (paceability factor in
chapter 3), and the factor loadings were interpreted as the extent to which students’
inclination for quick task-execution was expressed in the task completion times.
Self-paced tasks loaded positively on the speed factor, forced-paced tasks had
approximately zero loadings, and inverse-paced tasks had negative factor loadings.
Tasks of the latter category actually took longer to complete for the quicker drivers.

Chapter 4 used EFA to extract a violation factor, an error factor (called steering-
errors factor in chapter 4), and a speed factor, now based on a larger sample of
participants and using more elementary driving tasks in more training sessions. The
predictive validity of the factor scores was investigated by calculating correlations
with the results of the on-road driving test. Earlier licensure was statistically associ-
ated with a lower violation-score, a lower error-score, and a higher speed-score.

Participants with a higher speed-score completed more tasks, committed more
violations, and fewer errors. In addition, it was shown that errors and violations were
slightly negatively correlated, indicating that these are two different forms of aberra-
tion, in agreement with the original hypothesis of Reason et al. (1990).

Chapters 2–4 showed that there were large gender differences, in some cases
larger than one standard deviation. Men had a higher speed-score, a higher viola-
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tion-score, and a lower error-score than women. This is in accordance with DBQ-
results, in which men on average have a higher violation-score but a lower error
score (lapse score) than women (Reason et al., 1990). The gender differences seem
in good agreement with gender differences in on-road crash involvement (Clarke et
al., 2005; Laapotti & Keskinen, 2004).

Correlations between factor scores and driver age were calculated as well. These
correlations had a magnitude that was smaller than 0.2 (chapter 4). The small mag-
nitude of the correlations can be explained by the notion that the age range was
rather small: virtually all simulator drivers were younger than 30 years. When calcu-
lating correlations between age and driving speed/performance in the simulator for
participants across a wider age span, correlations were stronger in magnitude, up
to 0.6 (De Winter et al., 2006a; H.C. Lee, 2003).

It is well established that age has a positive effect on road safety (chapter 1;
OECD, 2006). Serious accidents, and in particular fatal accidents, are often the
result of extreme forms of behaviour, such as excessive speeding. Figure 1 shows
age and gender differences for the more extreme kinds of speeds and violations
(i.e., a score greater than 1) in the simulator. The figure shows that these extremes
were particularly prominent amongst young men. Note that the effects of age are not
necessarily causal effects of biological age but could be confounded through age-
related volunteer bias to engage in simulator training (see appendix A for an elabo-
ration on this matter).

2.3. Quantifying violations

Literature suggests that violations and errors are mediated by different psychologi-
cal mechanisms (Parker, 2007; Reason et al., 1990). Violations are – at least partly –
a result of voluntary behaviour (i.e., what a driver chooses to do), whereas errors
can be best explained by cognitive processing limitations (i.e., what a driver is able
to do). Quantifying a drivers’ tendency for committing violations is important be-
cause violating behaviour relates to crash involvement (Parker et al., 1995; Parker,
2007) and “adequate psychomotor skills and physiological functions are not suffi-
cient for good and safe performance as a driver” (Hatakka et al., 2002, p. 202).

One may argue that students do not commit violations during driving lessons.
Indeed, simulators have been regarded as devices that can be only used for as-
sessing driving skills (e.g., reaction times, control accuracy) rather than driving style
(Evans, 2004). We infer, to the contrary, that students engaged in prolonged periods
of self-paced driving in a forgiving environment, independent of human instructors,
will inevitably reveal their “true nature”. Inevitably, some drivers choose to accept a
gap with less hesitation than others, are more inclined to break the speeding code
when the situation is considered relatively safe, or are less inclined to stop in front of
a traffic light when there is just enough time to stop. Violations can become part of a
routine when somebody believes to have sufficient skills to violate the rules habitu-
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ally (Parker, 2007). Committing violations has also been interpreted as the crossing
of a barrier: Whether or not a barrier will be crossed depends on the costs and
benefits associated with the barrier-crossing (Nap et al., 2007; Polet et al., 2002). As
indicated by Reason et al. (1990), violations are not necessarily reprehensible. In
some cases, the rules can be too strict compared to the situation, leading to inven-
tion of the term correct violations (Reason, 1999).

A number of studies have also recognized that simulators are able to capture
motivational components of car driving, not only driver skills. It has been found that
sensation seeking scores (Schwebel et al., 2006), self-reported driver aggression
(Deffenbacher et al., 2003; Matthews et al., 1998), self-reported driving style
(Hoedemaeker & Brookhuis, 1998), and at-risk personality characteristics (Deery &
Fildes, 1999) were predictive of driver behaviour in a simulator. Driving simulators

Figure 1. Percentage of men/women with a speed-score/violation-score greater than 1.
This figure was created using data of the study group of chapter 4 (N = 804). Participants
were sorted according to their age at the first driving simulator lesson and subsequently
divided into 10 groups of 80 or 81 each. The horizontal axis represents the mean age of
the 80/81 participants in the groups. The vertical axis represents the percentage of men/
women. The numbers in the top of the figure represent the number of men per group (top
row) and number of women per group (bottom row). The error-score had a more erratic
pattern as a function of age and is therefore not shown. 4.6% of the men and 14.6% of

the women had an error-score greater than 1.
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have also been used recently to study aggressive driving and road rage (Drews et
al., 2003), running yellow/red lights (Allen et al., 2005b; Senserrick et al., 2007),
voluntary violations (Chalmé et al., 2006), and violating behaviour under time pres-
sure (Bonsall & Palmer, 1997). An interesting finding of Chalmé et al. (2006) was that
there were large individual differences: There were participants who (almost) never
voluntarily violated a rule and others who made a large number of violations.

Summarizing, a driving simulator can capture more than just skills: A driving simu-
lator can capture motivational factors including violations and choice of speed. The
present thesis provided a method that can identify violation-prone students before
they head to the roads, which could be highly relevant to road safety. However,
more validation research is needed before affirmative conclusions can be made in
this respect (see section 3.5 as well).

2.4. The speed factor

The existence of a speed factor is consistent with motivational models of driver
behaviour in which speed is generally regarded as the primary variable (Vaa, 2007),
in accordance with Rothengatter (1988) who mentioned that speed is consistent
over time and locations, and in accordance with kinematic/dynamic analyses of
steering and braking which show that speed is a crucial factor determining the
critically of events (Allen et al., 2005b). Groeger (2000b) was one of the first to show
that driving speed is consistent amongst learner drivers. Groeger made time meas-
urements based on the number of video frames that elapsed between a start and
endpoint on different road sections. Not only did this study show that learner drivers’
number of speed limit violations increased with practice, it also showed that there
were reliable correlations between drivers and road sections. Groeger concluded
that “these results are, to the best of our knowledge, unique in showing a reliable
relationship between chosen speeds across different time periods and road condi-
tions, and suggest therefore, that some stable individual characteristic underlies the
speeds at which drivers choose to drive” (p. 148). The present study supports and
extends on the results of Groeger by using task completion time measurements of a
diverse range of driving tasks (i.e., not only driving speed on straight road sections
but also speed of shifting gears, using the indicator, etc.) and in diverse driving
sessions (i.e., rural roads, urban areas, highways).

The importance of speed also applies to the assessment of surgeons’ skills. In a
recent study, we used principle component analysis (a technique highly similar to
EFA) on surgeons’ performance of various elementary psychomotor tasks (Chmarra
et al., 2008). Interestingly, a variety of performance measures clustered onto the first
principal component. We found the highest rotated loadings for the task completion
time, and therefore we interpreted this component as speed. The extracted speed
component had strong power to discriminate between experts, residents, and nov-
ice surgeons. More generally, this corresponds to previous studies into human skill
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acquisition that have shown that task completion time is an important characteristic
(Crossman, 1959).

Participants with a higher speed-score made more violations but fewer errors
(chapters 3 and 4). This is remarkable when considering that quicker participants
performed more tasks than slower participants, and that quicker driving induces
higher task demands. In other words, speed has a negative and a positive side: A
swift task execution is indicative of vehicle control proficiency and good informa-
tion-processing capacity. However, some drivers excessively prefer speed to accu-
racy and use their skills the wrong way. Literature indicates that when drivers use
their skills to commit traffic violations, the results are likely to be negative for road
safety (Hatakka et al., 2002). Others have also reported on the confounding rela-
tionship between violations and skills. Clarke et al. (2005) found that “specific groups
of young drivers can even be considered as above average in driving skills, but
simultaneously have a higher accident involvement due to their voluntary decisions
to take risks” (p. 523). Reason et al. (1990) stated that “the finding that the subjects
who report the most violations also tend to rate themselves as particularly skilful
drivers suggests that these subjects believe that a good driver is someone who can
‘bend the rules’” (p. 1330).

Allen et al. (2006) described the relationship between speed and performance in
a large sample of teens that completed a training programme in a driving simulator.
These authors found that students increased driving speed with increasing experi-
ence, as we found as well (chapters 2 and 3). However, mean speeds dropped
when students had to pass a test without making collisions. Allen et al. (2006) attrib-
uted this phenomenon to a speed-accuracy trade-off: When the students had to
perform accurately to pass the test, they “traded” speed for accuracy. These results
are in accordance with the notion that car driving is a self-paced task in which
drivers exert free control over task demands, and in accordance with our discus-
sions about speed and accuracy in chapters 3 and 4. Salthouse (1979) was one of
the first to investigate the extent to which individuals emphasize speed and accu-
racy in elementary psychomotor tasks. The speed accuracy distinction has been
more formally introduced into the domain of car driving by Zhai et al. (2004), who
extended Fitts’ law of human movement into a steering law describing lane keeping
performance. The results of Allen et al. may pinpoint limitations of driving tests: in
case that tests emphasize accuracy they may not be a good representation of what
drivers normally do.

2.5. Advancing simulation-based driver training

Chapter 5 provided recommendations to improve the effectiveness of simulation-
based driver training. In addition, this chapter described how the results of chap-
ters 2–4 can be used, and are already used, in Dutch driver training curricula. By
summarizing previous data analyses, we recommended that students need didac-
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tically sound and clear-cut feedback and instructions during a driving lesson. A
simple form of student-adaptive training by virtue of automatic regressive instruc-
tion was effective for learning to drive away. We recommended being cautious with
augmenting the simulator with complex artificial intelligence. Moreover, an experi-
ment showed that a lane keeping task can be effectively learned without feedback
other than the task-intrinsic visual information. According to Groeger and Banks
(2007), feedback during driving can be disruptive, which may be especially true for
novices as they lack mental spare cognitive capacity as compared to experienced
drivers. Lack of spare capacity was also used to explain the no-result of the learning
of the mirror-checking task amongst inexperienced drivers in chapter 9. Chapter 5
concluded that it is crucial to determine in which situations the students actually
need feedback and instructions. An alternative to providing feedback during task
execution is to provide feedback after a training session has been completed or in-
between the execution of critical and demanding driving tasks.

Chapter 5 proposed constructing a student-profile, with violations, errors, and
speed as three primary factors. A basic form of a student-profile is already being
used in Dutch Driving Simulators in the form of a strength-weakness report (chapter
5; De Winter et al., 2006b), as well as an online competition (Green Dino, 2008),
both based on norm-referenced assessment. The purpose of a student-profile is to
use it for getting a better understanding of the student. For example, human super-
visors can draw on a student-profile to determine whether the student needs extra
training or not, or whether a student needs additional tutoring to reduce tendencies
for violating behaviour. Moreover, the (norm-referenced) scores can be used for
competency-based training, requiring the students to achieve scores that are in-
dicative of good and safe driving. This is already applied in Dutch Driving Simula-
tors, where students repeat a lesson when their norm-referenced score is lower than
a certain threshold (typically a 6 on a scale from 1 to 10; see also chapter 5), mean-
ing that his or her performance is below a defined population percentile level. As
explained, factor analysis can be used for calculating composite scores given a
participant’s data. However, as outlined in the discussion section of chapter 4, every
single task still carries a certain level of uniqueness. This means that the factor
scores should not be used as substitutes for individual task performance (see also
chapter 5), and that training of individual tasks should not be discarded. Instead,
the composite scores can provide an overall impression of the student with respect
to the generic indicators speed, violations, and errors. An analogy can be made
with student assessment in regular schools. Typically, a composite score such as a
grade point average (GPA) or a (factor analysis based) intelligence test or person-
ality test can be an excellent generic predictive-valid indicator for future job per-
formance. Still, specific variables, such as students’ performance on specific topics
could be more predictive for specific types of job performance. The downside is
that these specific variables are less generalisable and more dependent on the
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type of task and the type of assessment. Future research could also incorporate
individual characteristics such as sensation seeking behaviour and personality into
the student-profile. Research is needed to establish whether feedback and instruc-
tions that are tailored towards the individual strengths and weaknesses will improve
training effectiveness. The suppression of high violation-scores seems relevant in
the framework of road safety, as we recommend in section 3.2 as well.

2.6. Learning versus performance

The present thesis was largely devoted to scrutinizing how learners differ in simula-
tion-based driving, leading to the extraction of speed-, violation-, and error-scores.
Chapter 5 alluded to stable individual characteristics, such as personality, intelli-
gence, and sensation seeking behaviour, which can also be included in a student-
profile. However, a simulator should facilitate learning. Why did we focus on indi-
vidual differences in performance, and not on individual differences in how people
learn and acquire new skills?

First, in all the experiments and analyses, we found that individual differences in
performance constitute a large share of the total variance. Individual differences
were often much larger than the effects of feedback interventions (e.g., Figures 3
and 4 in chapter 7; see also Van Emmerik, 2004). Figure 2 of chapter 2 visually
illustrated that differences between participants were larger than the effects of driv-
ing experience between sessions, and that these differences did not level out with
increase of experience. Therefore, it seemed valuable to understand how and why
people differ in their performance, rather than to focus on how people differ in their
learning (i.e., a derivative of performance).

Second, we found that there is a conundrum in determining how much an indi-
vidual has learned, because learning is related to the level of performance. For
example, the learning curve of an expert driver will be virtually flat when a plateau is
reached (i.e., a perfect score on a particular driving task), whereas a beginner may
appear as a fast learner because he or she has a lot to learn. Consequently, it is
difficult to make a clear-cut distinction between a person’s learning pace and per-
formance level. From our analyses of driving simulator data (not included in the
present thesis), we did not identify a factor resembling individual learning charac-
teristics. Moreover, we found that it is difficult to assess reliably the learning pace of
a participant: Because learning is a derivative of performance, it has lower statisti-
cal reliability.

Third, there has been criticism regarding the concepts learning styles and cogni-
tive styles. A literature study can easily show that applying learning/cognitive styles
to individualize the training is highly popular, especially in the context of information
technology. At least 70 different learning/cognitive styles have been put forward in
the literature. A recent review of Menaker and Coleman (2007) aimed to distinguish
between what has been empirically proven about learning/cognitive styles and what
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has popular appeal alone. Their conclusion was that it is likely that individuals differ
in many ways, but there is a lack of empirical evidence linking learning/cognitive
styles to learning outcomes.

We are not implying that the analysis of training systems should focus on per-
formance instead of learning. To the contrary, analyses of learning (see chapter 5)
are important to improve training effectiveness. The field of simulation-based train-
ing is in need for information about which feedback and instruction methods yield
most satisfactory learning outcomes, and to what extent these results transfer from
the simulator to the roads (see section 3.5). However, we recommend that student-
adaptive training should guide towards reliable and valid individual traits, rather
than towards traits that have inadequate psychometric properties.

2.7. Fidelity requirements

Chapter 6 reported on a literature study about the relationships between driving
simulator fidelity and training effectiveness. The literature study provided a frame-
work that outlined advantages, disadvantages, and unknowns that are associated
with an intervention that increases simulator fidelity. Results showed that fidelity re-
quirements are dependent on a compromise, in which negative effects of the inter-
vention, such as costs, simulator sickness, distraction, and cue artefacts, have to
be weighted against positive effects, such as improved validity, positive reactions,
and better transfer of training. In addition, the study elucidated that understanding
fidelity is an extremely complicated matter. Even qualifying and quantifying fidelity
is difficult (Roza, 2005). Fidelity requirements also depend on the type of task and
the simulator application (e.g., training vs. assessment, or experts vs. novices) (e.g.,
Kaptein et al., 1996).

The framework made clear that a more realistic simulator does not necessarily
result in better training or assessment. This has been mentioned earlier in the litera-
ture (e.g., AGARD, 1980; Alessi, 2004; Kappé & Van Emmerik, 2005; Salas et al.,
1998). Nonetheless, the assumption that realism equates training effectiveness
strongly perseveres in the simulation community and is conveyed in many authori-
ties’ technical simulator requirements.

Using the framework of chapter 6, we recommended that improving the realism
of force-feel characteristics of pedals is important. This relatively simple and inex-
pensive modification carries high functional relevance to the driving task.

2.8. Motion cueing systems

One of the main purported disadvantages of fixed-base simulators is that they lack
tactile and vestibular cueing of vehicle accelerations, resulting in reduced validity of
data (Greenberg et al., 2003). A possible solution to this deficiency is to implement
a motion platform system. Referencing to the framework of chapter 6, one should
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carefully consider advantages, disadvantages, and unknowns before determining
whether a motion platform is worthwhile.

The available literature shows that trainees generally prefer motion on to motion
off. Furthermore, availability of motion cues generally improves operators’ in-simula-
tor performance, both in driving simulation (Mollenhauer, 2004), and flight simula-
tion (Bürki-Cohen et al., 1998).1 However, there is no scientific evidence that a simu-
lator with motion platform helps to deliver more proficient pilots or drivers as com-
pared to the same simulator without motion. The two meta-analyses that have been
performed found statistically insignificant effects in flight simulation, one slightly
negative (Hays et al., 1992), the other slightly positive (Vaden & Hall, 2005). Also,
there is no solid evidence that the availability of a motion base prevents simulator
sickness (McCauley, 2006; Mollenhauer, 2004). Finally, it is important to note that a
traditional Stewart motion platform does not provide physically realistic accelerations.
Studies have shown that there is a large discrepancy, both in magnitude and pat-
tern, between in-cabin accelerations and vehicle model accelerations, caused by
travel and bandwidth limitations of the motion system (Colombet et al., 2008; Tomaske
et al., 2001). More expensive solutions, such as linear drives, are required to pro-
vide physically realistic motion cueing during a lane change, for example (Nordmark
et al., 2004). To summarize, current motion platforms improve user acceptance,
provide a perceptual illusion of motion, and elicit more realistic in-simulator perform-
ance by providing task-relevant information (which does not necessarily has to be
realistic in terms of forces and accelerations).

Simple low-cost solutions such as vibration systems or small amplitude cueing
may be an adequate resolution to the aforementioned compromise of advantages
and disadvantages, while being able to satisfy the functions of more complex sys-
tems. The potential merit of low-cost solutions becomes apparent when reflecting
on the costs of motion. As discussed by Vaden and Hall (2005): “the question is not
just whether there is an advantage to having motion but how valuable any existing
advantage may be for pilot training. One should consider some of the costs ....
Limited availability (largely due to ownership costs) for certified simulators also means
scheduling issues, travel costs, and time away from the job for many trainees ....
Motion platforms require more physical space, more computing power, greater en-
vironmental control, more manpower for support, and result in higher maintenance

1) In the present reflection regarding motion cueing systems, reference is frequently made to flight
simulation. This is because more research and expertise exists in this domain as compared to
driving simulation. Flying and driving pose very different demands in terms of accelerations and
functional motion cues. Note that requirements also differ between military vehicles and regular car
driving. For instance, very little outside visual information is available in tanks, and mine resistant
vehicles are less stable than normal cars because of their high centre of gravity; therefore the
drivers of these military vehicles have to rely more on nonvisual cues. Nonetheless, the ideas and
conclusions in this thesis may be generalizable to flying and military vehicles as well.



176176176176176     Chapter 10

costs. Perhaps new motion chair devices will provide some or even all of the training
benefits that full-motion platforms currently offer at a fraction of the price” (p. 389).

Chapters 7 and 8 experimentally tested the following seven low-cost systems: a
motion seat, a seatbelt tensioning system, a stiff brake pedal, a vibrating steering
wheel, screeching tyre sound, a vibrating seat, and a pressure seat. These systems
aimed to provide the participant with additional information about vehicle
accelerations. In later studies, not included in this thesis, we tested four other sys-
tems: a brake pedal incorporating a progressive spring and hysteresis, an infinitely
stiff brake pedal that used a force sensor, auditory beeps that provided information
on vehicle accelerations, and a vibrating seat for simulating road noise (De Groot et
al., 2008). Considering that participants in simulators adopt accelerations that are
uncomfortably high in reality, each system was hypothesized to lead to reduced
speeds and accelerations of the virtual vehicle.

Figure 2 shows the consistency of the stopping distance for the different systems
tested in our fixed-base driving simulator, as well as two systems described in the
literature. It can be seen that the provision of additional cues improved stopping
consistency in all cases (although not always statistically significant). Similarly, all
the motion systems in chapters 7 and 8 resulted in reduced maximum decelerations
and reduced cornering speeds, although the effects were statistically insignificant
for the latter. Siegler et al. (2001) discussed the phenomenon of in-simulator per-
formance improvement using the principle of sensorimotor integration: “motion cues
– when present even with limited amplitude – may be integrated in the driver control
loop as additional inputs, providing they are relevant to the driving task consid-
ered”. In other words, drivers use the available information to improve their perform-
ance.

Simple modifications, such as the altered brake pedal stiffness, had notable ef-
fects on braking performance. In accordance with the framework of chapter 6, such
simple task-relevant cues have to be optimized first: It does not seem sensible to
spend considerable resources to a motion platform when a plain element such as
the brake pedal has not been validated yet. In addition, results showed that the
motion seat and the tensioning seatbelt had beneficial effects on the subjective
realism of the simulator. It is appealing that a tensioning seatbelt can contribute to
the feeling of being present in a real vehicle, while seatbelt tensioning forces do not
exist in a real car. This suggests that humans can easily be provided with an illusion
of motion. The pressure seat, on the other hand, was not successful in eliciting
positive reactions. There were indications that it lacked sufficient stimulus-response
compatibility so that participants were not able to use the cues to their benefit.

To summarize, the experiments showed that low-cost motion cueing systems can
be successful in improving in-simulator performance and in increasing subjective
realism. This is an important step in providing justification for low-cost motion cue-
ing systems as substitutes for more complex systems.
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The motion cueing experiments contributed to fundamental thinking about simu-
lator fidelity in relation to training effectiveness. It was shown that there are many
ways to improve drivers’ in-simulator performance so that it better matches real
world driving behaviour. The human brain uses efficient – often statistically optimal –
strategies to integrate and interpret information (Cutting, 1997; Ernst & Bülthoff, 2004).
In essence, trying to resemble performance in a simulator to performance in the
operational environment (i.e., having accurate behavioural fidelity) is an underdeter-
mined problem. This could mean that performance in the simulator (speeds, acceler-

Figure 2. Mean of participants’ standard deviation of distance to the target when standing
still (i.e., stopping consistency, SD DTLfin [m]) for 12 driving simulator experiments in

which participants had to stop at a target. The experimental condition is indicated in light
grey; the control condition is indicated in dark grey. The following experiments are

shown: 1) Motion seat between-subjects (chap. 7), 2) Motion seat within-subjects (chap.
7), 3) Seatbelt tensioning system (chap. 8), 4) Stiff brake pedal (chap. 8), 5) Vibrating

steering wheel (chap. 8), 6) Screeching tyre sound (chap. 8), 7) Progressive brake pedal
with hysteresis (De Groot et al., 2008), 8) Infinite stiff brake pedal (De Groot et al., 2008)
9) Auditory beeps depending on vehicle acceleration (De Groot et al., 2008), 10) Speed-
dependent seat vibrations or “road noise” (De Groot et al., 2008), 11) Limited amplitude

motion platform (Siegler et al., 2001), 12) Stereo presentation (Kim et al., 2005). Note that
experiments 1 and 2 have participant overlap (see chap. 7). The treatments of experi-

ments 7 and 8 were actually the same between-subjects experiment; the SD DTLfin of the
treatment of experiment 4 was used as a substitute for the control group in experiments 7
and 8, because it was the simulator in the same configuration. Experiment 11 represents
an aggregate SD DTLfin of all participants. Note that a driving simulator study of Pinto et

al. (2004) showed that visual tilt cues as well as motion cueing improved stopping
accuracy to a target. Unfortunately, this study included insufficient quantitative informa-

tion to be included in the present figure.
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ations, etc.) can accurately match performance in the operational environment by
using “unrealistic” cues. Similarly, it could be possible that two simulators show
identical driver performance, but both elicit dissimilar driver’s cue weighting strate-
gies.

Further research is needed to establish whether (a combination of) motion cueing
systems contributes positively to training effectiveness. Humans seem well able to
reschedule the weights of different information sources. For example, research has
shown that humans are capable of adapting to various system dynamics (McRuer &
Jex, 1967), to cars with different steering wheel gains (Evans, 2004), or to driving
with a time delay (Cunningham et al., 2001). This could imply that effective transfer
takes place even if the simulator cues are only partially realistic. A danger, however,
is that insufficient transfer occurs because the human has only learned to master
the vehicle in the simulator. That is, he or she cannot apply the results out of the
context of virtual reality. There exist little empirical studies investigating the degree
of transfer from driving simulation to the operational environment. One of the few
examples is Uhr et al. (2003), who showed that both positive and negative transfer
can take place from the simulator to the roads. Recommendations for simulator vali-
dation are provided in section 3.5.

2.9. Limitations

Several limitations apply to the experiments in chapters 5, 7, 8, and 9. The experi-
ments were performed with participants from a technical university. This provided
us with a suitable pool of youngsters, many of them without a driving licence. How-
ever, the university population has specific sociodemographic characteristics: The
participants were predominantly men with a profound interest in technology. There
were no indications that the participants in the experiments showed social desirabil-
ity in the questionnaire responses. To the contrary, participants were critical towards
the realism of the simulator with mean ratings between about 4 and 6 on a scale
from 1 to 10 (e.g., chapters 7–9). Moreover, not all systems increased user ratings
(e.g., pressure seat in chapter 8 and mirror-checking feedback in chapter 9). An
interesting result was that participants’ ratings of didactic aspects of the simulator
were higher: between 6.5 and 8.5 on a scale from 1 to 10 (chapter 9 for university
students; Van der Snee, 2005 for interviews at Dutch driving schools). An alternative
to university students is to acquire participants who respond to an advertisement or
to recruit them from a database of volunteers. Such a method was used in Houtenbos
(2008) and De Winter et al. (2006a). The risk that looms for this approach is that the
sample consists of participants who are very interested in scientific research and
who may start thinking about the design of the experiment. To summarize, behav-
iour during the experiments in chapters 5, 7, 8, and 9 may not be fully representative
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of behaviour in driving schools where students are paying for their lessons in order
to obtain their licence.

The experiments of chapters 7 and 8 were of different designs. Simulator configu-
rations varied as well. Some experiments included licensed drivers and others in-
cluded unlicensed drivers; some used a between-subjects design and others a
within-subjects design. The advantage of a between-subjects design is that condi-
tions are independent and that there are no carryover effects. The advantage of a
within-subjects design is increased statistical power, but a drawback is that stu-
dents can more easily become aware of the aim of the experiment, which may also
lead to inflated effect sizes. Consequently, the results of each independent experi-
ment were valid, but the results of different experiments should not be compared on
an absolute scale. Nonetheless, in a more detailed analysis provided by De Groot et
al. (2008), it was found that the results of chapters 7 and 8 are reasonably invariant
for subsamples, such as for experienced versus inexperienced participants. The
result that men adopt higher speeds and more accurate lane keeping performance
has been found in driving schools as well as in experiments in our laboratory, thereby
providing support for the generalizability of this result.

The experiments were complemented by studies that had recorded students’
performance during simulation-based training in driving schools in the Netherlands
(chapters 3 and 4). This provided important information about how students behave
in a naturalistic setting and provided excellent statistical power due to large sample
sizes. An important weakness, however, is that we lacked experimental control over
who drove in the simulator. For example, chapter 4 found that students who com-
pleted more simulator lessons obtained their driving licence at an earlier date. Be-
cause of the lack of a control group, it is impossible to conclude that simulator
training causes earlier licensure or whether it was a spurious correlation arising from
volunteer bias.

The present thesis quantified students’ higher order behaviours (i.e., violations
and speed choice) as well as lower level skills (i.e., errors, vehicle control). How-
ever, it takes more to improve training effectiveness. A more pragmatic approach is
needed to investigate how to train and assess specific tasks and procedures. For
this, one should make use of task analyses (e.g., McKnight & Adams, 1970) and
learning objectives (Vlakveld, 2000). Further recommendations on simulator didac-
tics are provided in section 3.1.

In this project, we assessed the predictive validity of driving simulator scores on
driving test results. As indicated in chapter 4, it would have been relevant as well to
assess predictive validity with respect to a driver’s crash involvement. Unfortunately,
during the course of this project, we could not acquire police-recorded crash data
of the students. It may have been feasible to send everyone (of whom the post
address was known) a letter asking for the number of crashes since licensure. How-
ever, due to limited response rates, volunteer bias in the type of respondents (cf.
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Hazevoet & Vissers, 2004 for a questionnaire study amongst driving exam candi-
dates), and biases in the accuracy of subjective crash record data (e.g., Ranney,
1994; Groeger, 2000), we reasoned that these crash data would be of insufficient
validity and insufficient statistical power anyway.

Another limitation of the present research, with the exception of chapter 4, is that
it concentrated on in-simulator performance. As discussed in chapter 3, each simu-
lator provides an imperfect representation of real driving. Safety has a different mean-
ing and the consequences of committing violations are different compared to reality.
It is vital to have information about the extent to which behaviour in a simulator
predicts future crash involvement. In addition, it is relevant to investigate the extent
to which simulator training affects later on-road driving. Better insight in these mat-
ters can aid in specifying fidelity requirements and can support software develop-
ments. Further recommendations are provided in section 3.5.

A limitation of the present research about simulator fidelity is that – with the ex-
ception of stereo presentations in chapter 6 – it was restricted to motion cueing. The
importance of visual and auditory information should not be neglected. Studies have
shown that visual information alone can yield an illusion of motion (Riecke et al.,
2005). A personal experience on a ship simulator showed that a large field of view
projection yields a very compelling illusion of tilt motion in the absence of any physi-
cal motion. Auditory feedback can influence speed perception as well as accuracy
of vehicle control (Evans, 1970; Pinto et al., 2004). Future research should evaluate
the extent to which a driver uses these different modalities, and to what extent they
contribute to training effectiveness.

3. Future research directions
The chapters in this thesis provided in-depth recommendations. Here, the focus is
on what we consider the most important suggestions for future research in the field
of simulation-based driver training.

3.1. Improving feedback and instructions

It is important to investigate further which types of feedback and instruction gener-
ate the best possible training effectiveness. It has been mentioned in chapters 5
and 9 that potentially large gains can be made by improving simulator didactics,
which can likely be achieved with simple rather than complex interventions. Impor-
tant aspects to be considered are the implementation of the Five Principles of In-
struction (De Groot et al., 2007; Merrill, 2002), providing augmented feedback (De
Groot et al., 2006; Van Emmerik, 2004), considering in which situations students
actually need feedback or instructions (see also chapter 5), and conducting exten-
sive software tests by means of video observation.
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A tentative suggestion is to conduct large-scale experiments in driving schools.
Here, the simulator can randomly assign the students to a treatment or a control
condition, without informing the student or the human supervisors. In the end of the
simulator curriculum, a simulator-driving test can be used that is equal to all stu-
dents. Such studies may be an efficient way to test the effects of various modes of
feedback and instructions in an ecologically valid setting with excellent statistical
power, yielding important results for the scientific community.

In this respect, it is relevant to compare different training philosophies. For exam-
ple, should training include many critical hazards (such as triggered vehicle and
pedestrian encounters) for learning behavioural compensation and defensive driv-
ing, or would it be more safety-effective to not include such triggered critical haz-
ards and to focus on common normative driving behaviours instead? Similarly, it is
important to investigate the effectiveness of part-task training versus whole-task
training, and the effectiveness of training of lower-order vehicle control versus fo-
cusing on higher-order skills and attitudes.

3.2. Remedying violations

This thesis showed that a simulator is able to provide individual violation-scores
before the students have actually driven a real car. The importance of early identifi-
cation of deviant behaviours was substantiated by a recent study from the United
Kingdom, which concluded that “drivers tended to enter the driving population with
fairly fixed ideas about themselves – both in absolute terms and in relation to others.
This indicates that interventions to influence attitudes need to be in place very early
in a learner driver’s training, or even prior to practical training” (Wells et al., 2008, p.
12).

Chapters 3, 4, and 5 discussed possibilities for remedying violations. An impor-
tant countermeasure could be deflation of driver confidence (Senserrick, 2001) and
multimedia campaigns to change attitudes and norms. However, some have ar-
gued that an individual’s crash risk is governed by strong developmental and bio-
logical factors (Arnett, 2002; Evans, 2006). Indeed, looking at the consistency and
robustness of the speed with which people drive through the virtual environment
(e.g., chapters 5 and 7), it may be argued that remedying violations will require
engineering and enforcement solutions as well, such as speed limiters and stronger
police enforcement.

3.3. Simulator sickness

Participants in our experiments had little problems with simulator sickness symp-
toms. This can be explained by the fact that the participants were mostly inexperi-
enced drivers and that our experiments consisted of short-lasting simple driving
tasks (e.g., Mollenhauer, 2004). Simulator sickness can be a more serious problem
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undermining the validity and credibility of the system when involving experienced
drivers in demanding driving tasks.

Alleviation of simulator sickness is unlikely unless a valid underlying model can
explain its causes. Scientific literature has put forward numerous theories of simula-
tor sickness, with the sensory conflict (SC) theory and the postural instability (PI)
theory as the prominent ones (Johnson, 2005; Mollenhauer, 2004; Zaychik & Cardullo,
2003). However, these existing theories are not without weaknesses. The SC has
been criticized for having little predictive power (Johnson, 2005). Furthermore, SC
and PI make different predictions regarding the relative contributions of the con-
founding variables age and experience (Johnson, 2005). Understanding the symp-
toms of simulator sickness is largely based on EFA (Kennedy et al., 1993). Future
research into simulator sickness should develop a quantitative model. Having a
valid model can better help to identify risk factors and to produce methods that
alleviate simulator sickness, which is of great importance to the simulation commu-
nity.

3.4. Driver behaviour modelling and statistics

Having a good understanding of (young) drivers’ behaviour is important for road
safety. The present thesis showed that simulators can contribute to such under-
standing. In addition, this thesis stressed the importance of data collection in simu-
lation-based training. However, the present ideas for driver modelling do not neces-
sarily restrict itself to simulation. Interesting possibilities arise when considering the
increasing availability of driver surveillance systems on the roads. Moreover, analy-
ses of coupled databases, such as those of the driving test organisations, simulator
performance records, and accident records, will likely yield vital results for driver
behaviour modelling.

One may ask why we proposed EFA for modelling the driver and not another
statistical technique. The reason to prefer EFA is that it allows a parsimonious repre-
sentation of the data by virtue of latent factors. When using techniques such as
regression analysis or linear discriminant analysis (LDA) directly on the manifest
variables, there is a higher risk of overfitting and multicollinearity, resulting in a model
that does not adequately capture the underlying phenomena. Therefore, and par-
ticularly when there are many intercorrelated variables, it is recommended to con-
duct LDA, regression analysis, or correlation analysis, only after performing EFA.

A number of statistical methods carry close similarity to EFA. Although research-
ers often claim that EFA and principal component analysis (PCA) are different meth-
ods with different aims, in practice they yield highly similar results (Velicer & Jackson,
1990). Another appealing technique, closely related to EFA and PCA, is independ-
ent component analysis (ICA). A powerful feature of ICA is that it can be used for
rotation towards independence rather than towards a simple structure, as is nor-
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mally done on the loadings matrix acquired with EFA or PCA (Jennrich & Trendafilov,
2005). Confirmatory factor analysis and structural equation modelling – techniques
related to EFA – could be valuable as well for future driver behaviour modelling
research.

3.5. Transfer of training and predictive validity

Technological advancement has been of crucial importance in the development of
any vehicle simulator. However, the driving simulation community should shift its
focus from introducing technological novelties and direct more attention towards
data collection and validation. It is recommended to regard a simulator as a tool for
training and assessment, rather than a replication of the operational environment,
as the term simulator implies. Successful validation of driving simulators against
more traditional modes of training could evoke a more widespread acceptance of
the former. Validation and transfer studies are important but relatively scarce in the
present field of simulation-based driver training.

Most professional on-road driver training methods do not positively contribute to
road safety as compared to informal training (chapter 1). However, there has been
no research investigating the effectiveness of simulation-based pre-licence driver
training. As previously outlined by Vlakveld (2006b), it is important to determine
whether training in a simulator improves road safety. Answering this question re-
quires a large and well-designed experiment that randomly assigns participants
between groups. For sufficient statistical power, probably at least 500 participants
will be needed (cf. chapter 4). However, 10,000 or more is a better number to aim at,
following the design of the DeKalb study (Lund et al., 1986). It is necessary to have
full experimental control; cross-sectional studies do not suffice because of volun-
teer bias. In addition, support from driving test organizations as well as organiza-
tions that have access to drivers’ accident records is recommended.

Chapter 4 investigated the extent to which driving simulator performance can
predict driving test results. It is also relevant to investigate whether a driving simula-
tor can predict future crash involvement. Specifically, future research should evalu-
ate whether a simulation-based test is better able to discriminate between safe and
unsafe drivers than an on-road test with a human examiner, or than a battery of
neuropsychological tests. The hypothesis that a simulator test is better able to iden-
tify crash-prone drivers than a human examiner is certainly justified when consider-
ing the dissatisfactory reliability of the driving test (Baughan et al., 2005).

The use of driving simulators for testing is increasingly recognized in the clinical
domain and the assessment of older drivers (e.g., George, 2003; Lew et al., 2005).
An experiment by Lew et al. (2005) concluded that “simulator-based assessment of
patients with brain injuries can provide ecologically valid measures that, in some
cases, may be more sensitive than a traditional road test as predictors of long-term
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driving performance in the community” (p. 177). Recently, simulators have been
allowed for recurrent training and testing of truck and bus drivers (CCV, 2008). It
can certainly be expected that simulators will get a more prominent role in formal
training and testing of learner drivers, not unlike current training and assessment of
airline pilots, which for a large part takes place in simulators. The results of the
present thesis showed that simulation-based assessments do not have to constrain
to skills and procedures; they can also be used to assess driving style aspects. It is
therefore recommended that a simulation-based test should incorporate a diverse
range of tasks, prolonged periods of self-paced driving, and scenario’s that can
bring about violating behaviour such as speeding. Standardization is important in
order to facilitate valid iterative decision-making with respect to tasks that should be
included, as well as for comparing different types of simulator configurations. A
breakthrough is envisaged when future research is able to show that a simulation-
based test yields data that are more valid and more reliable than traditional tests
with a human examiner.

It is relevant as well to compare different types of simulators (i.e., cross-platform
comparisons) with respect to their training effectiveness and their predictive valid-
ity. Especially the comparison between a simulator with and without a motion plat-
form seems important (see Bürki-Cohen et al., 1998, and Vaden & Hall, 2005, for
recommendations in flight simulation). An interesting (and perhaps the only) study
into the predictive validity of motion cueing was performed by Koonce (1979). This
study evaluated three conditions in a flight simulator: (a) no motion, (b) simple sus-
tained linear motion, and (c) a more sophisticated washout motion, using 90 licensed
multi-engine pilots. Results showed that no motion yielded the poorest and washout
motion the best in-simulator performance. There were no significant differences in
the real aircraft, although the no motion group tended to perform best in the contact
manoeuvres. The correlations (i.e., predictive validity) between pilot performance in
the simulator and pilot performance in the aircraft were 0.76 for no motion, 0.91 for
sustained motion, and 0.65 for washout motion. Koonce (1979) concluded that for
predictive validity, it is important to consider which motion system provides the best
stability in performance, rather than which system provides the best fidelity of mo-
tion cues or which system provides the best in-simulator performance. The washout
motion system caused variation within and between individuals, thereby reducing
predictive validity. As already discussed in chapter 4, a high-fidelity simulator does
not necessarily yield better data than a low-fidelity one. Instead, simplicity and stand-
ardization are important features in order to obtain reliable measures.

To summarize, it is recommended to put more research effort into investigating to
what extent the training in a simulator affects and predicts future driving on the road.
Here lies considerable potential to the benefit of safety on the road and society as a
whole.
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Abstract
Gender differences were investigated in a sample of persons (N = 34,775) who com-
pleted the driving licence theory test in the Netherlands. Contrary to recent findings
from Sweden, no gender differences were found. The present study signifies the
importance of standardization in driver testing.

De Winter, J.C.F., & Wieringa, P.A. (2008). Gender differences in driver’s license
theory test scores in the Netherlands. Journal of Safety Research, 39, 413–416.
(adapted with minor textual changes)
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1. Introduction
It is a well-known phenomenon that young male drivers are more involved in severe
car crashes as compared to their female counterparts. To obtain better insight into
gender differences amongst young drivers, Wiberg (2006) investigated the results
of 11,862 persons who completed the Swedish driving licence theory test in the
period January 9, 2004 to February 9, 2004. She found that men had a mean score
of 52.70 out of a maximum score of 65 as compared to 54.19 for women. The author
considered that the inferior performance of men in the theory test could be a factor
that explains why male drivers are overrepresented in road traffic crashes.

Inspired by the noteworthy findings of Wiberg (2006), we investigated whether
gender differences in theory test results exist in the Netherlands as well. Addition-
ally, we looked at the mediating role of age. For this purpose, we analysed the scores
of 34,775 persons who completed the Dutch driving licence theory test in the period
September 8, 2003 to November 12, 2003.

2. Theory test procedures in the Netherlands
All theory tests were taken at one of the 32 theory-testing locations of the Dutch
Driving Test Organization (CBR). For the period under investigation, the Dutch theory
test comprised 50 computerized questions: yes/no questions, multiple choice ques-
tions, and open questions (in which the test taker should type in a number). The
questions were asked orally based on images of traffic situations shown on large TV
screens. Candidates were also able to read the questions on these TV screens.
Candidates had to give answers by means of buttons on the desk. To pass the test,
participants needed a minimum of 45 correct answers.

After successfully completing the theory test, a theory certificate is acquired which
is valid for a period of 1 year. The learner driver must have a valid theory certificate
before being allowed to participate in the practical driving test. In the Netherlands,
people are allowed to have on-road driving lessons and undertake the theory test
only after turning 18 years old.

3. Sample under investigation
Results of 34,775 persons who passed the theory test in the period September 8,
2003 – November 12, 2003 were obtained from the CBR. Test results of failed tests
(score 44 or lower) were not available. Note that, according to the CBR annual re-
port (CBR, 2003), 202,680 of 410,779 participants passed the theory test in that
year.
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4. Results
Table 1 shows the mean score of men and women. An independent t test indicated
that there was no statistically significant gender difference (p = 0.7). Figure 1 shows
the distribution of test scores of men and women. Again, no significant gender dif-
ference was identified.

Table 1 also shows that men had a lower mean age than women when passing
the test (p < 0.001 using a t test). Note that this difference was larger than the age
difference amongst theory test-takers in Sweden (Wiberg, 2006), where mean ages
of 19.64 and 19.85 years were found for men and women, respectably (overall
SD = 1.54 years). Figure 2 illustrates the relationship between age and gender. It
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Figure 1. Distribution of theory test scores for men and women. 95% confidence intervals
were calculated for each score separately assuming binomial distribution.
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can be seen not only that the distribution of age is highly skewed, but also that those
who passed the driving test at very early age were mostly men. Conversely, persons
who were involved in driver education at an older age were predominantly women.

Figure 3 depicts the interaction between age and test score. Test score had a
small significant negative correlation with age, both amongst men (Spearman corre-
lation -0.0514, p < 0.001) and amongst women (Spearman correlation -0.0564,
p < 0.001). We also calculated the mean score of men and the mean score of women
for each of the 100 groups shown in Figure 3. A paired t test revealed no statistically
significant difference (p = 0.11), indicating that no gender differences were identi-
fied after correcting for age.

5. Discussion
In the Netherlands – contrary to the findings from Sweden – no gender differences
in theory test scores existed amongst those who passed the test. This discrepancy
could imply that gender differences in theoretical knowledge truly differed between
countries at the time of taking the test, or that the theory test of one or both countries
was somehow gender biased, or that the tests were measuring different aspects of

Figure 2. Proportion of women versus age when passing the theory test. The graph was
created by sorting the persons according to their age and creating 100 groups of 347 or
348 persons each. Each point in the graph represents the percentage of women in the
group versus the mean age of the group. The horizontal line depicts the proportion of

women in the total sample (52.2%).
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theoretical knowledge. Therefore, no definite conclusions can be drawn of the sup-
posed relationship between theory test scores and crash rate. Regardless of the
explanation, the present results signify the need for improved standardization in
driver training and testing procedures, so that valid comparisons become possible
and valid conclusions can be drawn with respect to gender differences in traffic
safety (see Baughan et al., 2005, for further consideration).

The present study found no gender differences in theory test results when pass-
ing the test. Other studies have found no gender differences in the practical driving
test (Nyberg et al., 2007; Wiberg, 2006, both in Sweden). Conversely, others have
identified considerably higher pass rates amongst men in the practical driving test
(e.g., Crinson & Grayson, 2005, in the UK). Also, wide gender differences have
been found in driving simulators (chapter 3, in the Netherlands). The need for fur-
ther research into gender differences in car driving was underscored by the World
Health Organization (2002), which also stressed the need for standardization of
data collection procedures.

A final remark is made with respect to effects of volunteer bias. Figures 2 and 3
suggested that volunteer bias effects can play an important role in driver statistics.
It is unlikely that the decrease of test scores within a couple of months time reflects

Figure 3. Test score versus age when passing the theory test. The graph was created by
sorting the persons according to their age and creating 100 groups of 347 or 348

persons each. Each point in the graph represents the mean test score of the group
versus the mean age of the group. The horizontal line depicts the mean test score of the

total sample (46.70).
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a true effect of age. It is much more likely that (predominantly male) drivers who
obtained their licence quickly after their 18th birthday had a very high motivation
toward driving. According to Hatakka et al. (2002), a highly car-oriented lifestyle
could be particularly problematic for road safety. The present study illustrated that
because of volunteer bias effects, researchers should be cautious in interpreting
driver-related statistics, for instance, in quantifying the effects of age on crash risk.
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Abstract
Exploratory factor analysis (EFA) is generally regarded as a technique for large
sample sizes (N ), with N = 50 as a reasonable absolute minimum. This study offers
a comprehensive overview of the conditions in which EFA can yield good quality
results for N below 50. Simulations were carried out to estimate the minimum re-
quired N for different levels of loadings (λ), number of factors (f ), and number of
variables (p), and to examine the extent to which a small N solution can sustain the
presence of small distortions such as interfactor correlations, model error, second-
ary loadings, unequal loadings, and unequal p/f. Factor recovery was assessed in
terms of pattern congruence coefficients, factor score correlations, Heywood cases,
and the gap size between eigenvalues. A subsampling study was also conducted
on a psychological dataset of individuals who filled in a Big Five Inventory via the
Internet. Results showed that when data are well-conditioned (i.e., high λ, low f, high
p), EFA can yield reliable results for N well below 50, even in the presence of small
distortions. Such conditions may be uncommon but should certainly not be ruled
out in behavioural research data.

De Winter, J.C.F., Dodou, D., & Wieringa, P.A. (in press-b). Exploratory factor analy-
sis with small sample sizes. Multivariate Behavioral Research. (adapted with minor
textual changes)
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1. Introduction
Exploratory factor analysis (EFA) is one of the most widely used statistical methods
in psychological research (Fabrigar et al., 1999), prompted by the need to go be-
yond the individual items of tests and questionnaires to reveal the latent structure
that underlies them. Factor analyses are generally performed with large sample
sizes. A study of the literature easily shows that applying EFA to small sample sizes
is treated with caution. Researchers are discouraged from using EFA when their
sample size (N ) is too small to conform to the norms presented in the state of the art
in factor analysis. Many early recommendations focused on the importance of ab-
solute sample size. Guilford (1954) recommended a minimum sample size of 200
for consistent factor recovery. Comrey (1973) suggested a range of minimum sam-
ple sizes, from 50 (very poor) to 1,000 (excellent), and advised researchers to ob-
tain sample sizes larger than 500. Gorsuch (1974) characterized sample sizes above
200 as large and below 50 as small. Cattell (1978) proposed that 500 would be a
good sample size to aim at, commenting that in the context of most problems, how-
ever, 250 or 200 could be acceptable. Other researchers focused on the number of
cases per variable (N/p) and recommendations range from 3:1 – 6:1 (Cattell, 1978)
to 20:1 (Hair et al., 1979), with the latter advising researchers to obtain the highest
cases-per-variable ratio possible in order to minimize the chance of overfitting the
data.

Later studies showed that those propositions were inconsistent (Arrindell & Van
der Ende, 1985) and recommendations on absolute N and the N/p ratio have gradu-
ally been abandoned as misconceived (Jackson, 2001; MacCallum et al., 1999).
Meanwhile, a number of studies have pointed out that not only sample size but also
high communalities (Acito & Anderson, 1980; Pennell, 1968) as well as a large number
of variables per factor (p/f ) (Browne, 1968; Tucker et al., 1969) contribute positively
to factor recovery. Recently, a steeply increasing number of simulation studies has
investigated the determinants of reliable factor recovery and shown that minimum
sample size is a function of several parameters. There are no absolute thresholds:
Minimum sample size varies depending on the level of communalities, loadings,
number of variables per factor, and the number of factors (Gagné & Hancock, 2006;
MacCallum et al., 1999, 2001; Marsh et al., 1998; Velicer & Fava, 1998). A consider-
able part of the literature on sample size recommendations has been reviewed by
Velicer and Fava (1998) and MacCallum et al. (1999).

MacCallum et al. (1999) developed a theoretical framework for the effects of sam-
ple size on factor recovery and provided a basis for the contention that there are no
absolute thresholds for a minimum sample size. This framework is based on earlier
theoretical analyses presented by MacCallum and Tucker (1991), subsequently
extended by MacCallum et al. (2001). The framework indicates that factor recovery
improves as: (a) sample size increases, (b) communalities increase, and (c) p/f
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increases; the effect of p/f decreases as communalities increase, and it may also
interact with the sample size. Although the simulations in MacCallum et al. (1999,
2001) applied a minimum N of 60, their theoretical framework should be applicable
to smaller sample sizes as well. However, it remains undefined how small a sample
size can be and still yield acceptable solutions.

Only a very limited number of studies on the role of sample size in factor analysis
have investigated real or simulated samples sized smaller than 50, probably be-
cause this is considered a reasonable absolute minimum threshold (Velicer & Fava,
1998). A few earlier studies recognized that sample sizes of 30 (Geweke & Single-
ton, 1980, having tested sample sizes as small as 10) or 25 (Bearden et al., 1982)
can be adequate but, as Anderson and Gerbing (1984) noted, the latter study was
limited and its findings should not be generalized. In a Monte Carlo study on con-
firmatory factor analysis (CFA) with sample sizes ranging from 25 to 400, Boomsma
(1982) characterized factor analysing sample sizes smaller than 100 as “danger-
ous” and recommended using sample sizes larger than 200 for safe conclusions. A
subsampling study of Costello and Osborne (2005) indicated that for a sample size
as small as 26, only 10% of the samples recovered the correct factor structure,
whereas 30% of the analyses failed to converge and 15% had Heywood cases. A
study by Marsh and Hau (1999) specifically devoted to small sample sizes in CFA
used a minimum of 50 and warned that reducing the sample size from 100 to 50 can
dramatically increase the number of improper solutions. Sapnas and Zeller (2002)
determined adequate sample sizes for principal component analysis and suggested
that a sample size between 50 and 100 was adequate to evaluate psychometric
properties of measures of social constructs. This study, however, has been criti-
cized for methodological errors and for failing to explain under which conditions a
small sample EFA may be feasible (Knapp & Sawilowsky, 2005). In a more recent
work, Zeller (2006) concluded that a sample size between 10 and 50 was sufficient
for two dimensions and 20 variables. A simulation study by Preacher and MacCallum
(2002) on applying EFA in behaviour genetics clearly showed that for communalities
between 0.8 and 0.9 and 2 factors EFA can yield reliable solutions even for sample
sizes as small as 10. Another recent Monte Carlo study by Mundfrom et al. (2005)
also showed that if communalities are high and the number of factors is small factor
analysis can be reliable for sample sizes well below 50. Finally, Gagné and Hancock
(2006) found that a sample size of 25 yielded no incidences of nonconvergent or
Heywood cases when loadings were as high as 0.8 and p/f = 12. The majority of
these studies, however, did not investigate factor recovery when deviating from a
simple structure; a situation most likely to be encountered in real data. An exception
was the study by Preacher and MacCallum (2002), but it included model error as
the sole distortion.

This paper aims to offer a comprehensive overview of the conditions in which EFA
can yield good quality results for small sample sizes. A number of simulations were
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carried out to examine how the level of loadings and communalities, the number of
factors, and the number of variables influence factor recovery and whether a small
sample solution can sustain the presence of distortions such as interfactor correla-
tion, model error, secondary loadings, unequal loadings, and unequal p/f. Next, we
conducted a subsampling study on a psychological dataset of individuals who filled
in the 44-item Big Five Inventory. The dataset was part of the Gosling-Potter Internet
Personality Project studying volunteers assessed via the Internet (Gosling et al.,
2004; Srivastava et al., 2003).

2. Simulation studies
The majority of previous Monte Carlo studies that examined the role of sample size
in factor analysis estimated factor recovery for a predefined range of sample sizes.
In contrast, the present study estimated the minimum sample size that would yield a
sample solution in good congruence with a population pattern (assuming a simple
population pattern with common factors and equal loadings) for a combination of
determinants (i.e., factor loadings, number of factors, and number of variables). The
present study subsequently introduced a number of small distortions to a popula-
tion pattern to investigate factor recovery in a realistic context.

2.1. Minimum sample size as a function of determinants

2.1.1. Method

The minimum sample size was estimated for population conditions with varying fac-
tor loadings (λ = 0.2, 0.4, 0.6, 0.8, 0.9), number of factors (f = 1, 2, 3, 4, 8), and
number of variables (p = 6, 12, 24, 48, 96), except for p < 2f. The numerical ranges
of the factors and variables were chosen to be representative for general factor
analytical practice in psychological research (Henson & Roberts, 2006).

For each of the conditions under investigation, population solutions were defined
to exhibit a simple pattern with equal loadings, as equal a number of loading vari-
ables per factor as possible, no secondary loadings, orthogonal factors, and no
model error.1 See Table 1 for an example.

The minimum sample size for each condition was estimated by means of a pro-
portional controller. A Tucker’s congruence coefficient (K ) of 0.95 was considered
the minimum threshold for “good agreement” (Lorenzo-Seva & Ten Berge, 2006).2

The controller tuned N so that K converged to the 0.95 threshold. More precisely, the
following procedure was repeated 5,000 times:

1) This article defines simple structure as a special case of Thurstonian simple structure, also called
independent cluster structure or ideal simple structure.
2) Lorenzo-Seva and Ten Berge (2006) suggest the 0.95 threshold for good agreement on the basis
of judgements of factor similarity by factor analytic experts. Note that others have used a 0.92
threshold for good and 0.98 for excellent agreement (MacCallum et al., 2001).
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1. Based on the population solution, a sample observation matrix (N x p) was gen-
erated, using a method described by Hong (1999).

2. The Pearson correlation matrix of the sample observation matrix was submitted
to principal axis factoring (maximum number of iterations: 9,999; iterative proce-
dure continues until the maximum absolute difference of communalities was
smaller than 10-3) and oblique direct quartimin rotation (i.e., oblimin with gamma
= 0) (Bernaards & Jennrich, 2005) by extracting f factors. To prevent optimism
bias by screening solutions, unscreened data were used, that is, solutions that
yielded Heywood cases (one or more variables with communalities equal to or
higher than 1) were included in further analysis.

3. To recover the order and sign of the loadings, the Ks for the factor combinations
(f x f ) between the sample solution and the population solution were calculated.
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Next, the reordering procedure of the sample solution started with the highest
absolute K of the f x f calculated Ks and proceeded towards the lowest K until the
sign and order of all factors were recovered.

4. K was calculated between each reordered sample solution and the population
pattern.

5. A new N was calculated as N(i + 1) = N(i ) - N(i )·(K - 0.95), rounding away from
N(i ). In other words, if K > 0.95, N was reduced, whereas, if K < 0.95, N was
increased. Initial N, that is N(1), was set at 1,000. A minimum N of 5 was set for
controller stabilization. If N exceeded 10,000, the controlling phase was termi-
nated and no estimated N was provided.

After the 5,000th repetition, the mean N of the last 4,500 repetitions was calcu-
lated, hereafter referred to as Nestimate. The first 500 iterations were omitted so that
Nestimate was based on the Ns after the controller had stabilized.

The quality of Nestimate was assessed during a verification phase. That is, for 5,000
new repetitions, median K, mean K, 5th percentile of K, the mean factor score corre-
lation coefficient (FSC), and the proportion of sample solutions exhibiting one or
more Heywood cases were calculated. The factor score correlation coefficient was
inspired by the comparability coefficient described by Everett (1983). Bartlett factor
scores based on the sample solution and Bartlett factor scores based on the popu-
lation pattern were calculated. FSC was then defined as the correlation between the
sample factor scores and the population factor scores, averaged over the f factors.
Heywood variables were omitted when calculating the factor scores of the sample
solution. Finally, Cohen’s d effect size (ES) was calculated between the f-th and
(f+1)-th eigenvalues of the unreduced correlation matrix as a descriptive measure
of the size of their “gap”.3 An ES = 4 was considered a gap of adequate size, as-
suming two independent normally distributed eigenvalues with equal standard de-
viations and applying a threshold in the middle (i.e., ES = 2 from both means) im-
plies that the correct number of factors can be identified in 95.5% of the solutions.

2.1.2. Results

The results in Table 2 show that factor recovery can be reliable with sample sizes
well below 50. In agreement with the theoretical framework of MacCallum et al. (1999),
lower sample sizes were needed when the level of loadings (λ) (therefore the

3) The ES index in this article was calculated from the eigenvalues of the unreduced correlation
matrices (UCM, with 1s in the diagonal). It has been argued that it is more conceptually sensible to
use the eigenvalues of the reduced correlation matrix (RCM, with communality estimates in the
diagonal) when the goal is to identify the number of common factors (Fabrigar et al., 1999; Preacher
& MacCallum, 2003). The present authors have repeated the subsampling study with ES based on
the RCM (with communality estimates based on squared multiple correlations). Results showed that
the difference in ES based on the UCM and the ES based on the RCM was always smaller than
10%, and that overall average ES was higher for the UCM, as compared to the RCM.
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2elbaT detamitsE. N (sgnidaolrotcaftnereffidrofyrevocerrotcafyrotcafsitasrof )λ ,
(srotcaffosrebmun f (selbairavfosrebmundna,) p ,naidemeht,noitidnochcaeroF.)

(tneiciffeocecneurgnocs'rekcuTfo)5P(elitnecrepht5dna,naem K rotcafnaemeht,)
(tneiciffeocnoitalerrocerocs CSF roenognitibihxesnoituloselpmasfonoitroporpeht,)

s'nehoCdna,sesacdoowyeHerom d (ezistceffe SE ehtneewteb) f (dnaht- f ht-)1+
.nwohseraseulavnegie

λ f p N etamitse naideM
K

naeM
K

5P
K

naeM
CSF

doowyeH
sesac

SE

2.0 1 6 4251 169.0 059.0 978.0 259.0 000.0 32.6

21 257 559.0 059.0 209.0 069.0 000.0 63.6

42 074 359.0 159.0 919.0 079.0 000.0 35.7

84 933 259.0 059.0 729.0 089.0 000.0 89.8

69 472 159.0 059.0 339.0 789.0 000.0 34.01

2 6 9485 859.0 059.0 388.0 949.0 000.0 87.6

21 1752 459.0 059.0 619.0 559.0 000.0 19.6

42 8341 259.0 059.0 729.0 269.0 000.0 83.8

84 819 059.0 059.0 439.0 179.0 000.0 16.01

69 676 059.0 059.0 939.0 189.0 000.0 74.31

3 21 3635 359.0 059.0 419.0 259.0 000.0 88.6

42 9282 159.0 059.0 139.0 959.0 000.0 33.8

84 2371 059.0 059.0 739.0 769.0 000.0 61.11

69 7911 059.0 059.0 249.0 679.0 000.0 69.41

4 42 2064 059.0 059.0 239.0 659.0 000.0 49.7

84 0572 059.0 059.0 939.0 469.0 000.0 42.11

69 7281 059.0 059.0 249.0 379.0 000.0 75.51

8 84 5968 059.0 059.0 249.0 759.0 000.0 81.01

69 0935 059.0 059.0 549.0 469.0 000.0 57.51

4.0 1 6 201 369.0 059.0 178.0 459.0 400.0 13.5

21 46 559.0 849.0 098.0 869.0 000.0 61.5

42 25 359.0 949.0 509.0 289.0 000.0 66.5

84 64 259.0 949.0 519.0 099.0 000.0 50.6

69 44 259.0 059.0 919.0 599.0 000.0 64.6

2 6 073 069.0 059.0 478.0 649.0 510.0 16.6

21 681 459.0 059.0 119.0 369.0 000.0 61.6

42 431 159.0 949.0 429.0 679.0 000.0 20.7

84 211 159.0 059.0 139.0 689.0 000.0 12.8

69 101 059.0 059.0 639.0 299.0 000.0 62.9

( seunitnocelbat )
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2elbaT )deunitnoc(.

λ f p N etamitse naideM
K

naeM
K

5P
K

naeM
CSF

doowyeH
sesac

SE

3 6 9511 359.0 949.0 888.0 839.0 100.0 48.8

21 353 459.0 059.0 619.0 859.0 100.0 72.6

42 432 159.0 059.0 929.0 279.0 000.0 84.7

84 681 159.0 059.0 639.0 389.0 000.0 82.9

69 361 059.0 059.0 939.0 099.0 000.0 08.01

4 21 985 459.0 059.0 319.0 359.0 600.0 04.6

42 943 159.0 059.0 239.0 969.0 000.0 82.7

84 072 059.0 059.0 839.0 089.0 000.0 36.9

69 032 059.0 059.0 149.0 889.0 000.0 49.11

8 42 779 159.0 059.0 439.0 859.0 100.0 35.6

84 876 059.0 059.0 249.0 279.0 000.0 43.9

69 145 059.0 059.0 449.0 289.0 000.0 26.31

6.0 1 6 81 569.0 049.0 318.0 649.0 640.0 24.4

21 51 169.0 349.0 448.0 969.0 400.0 93.4

42 31 559.0 049.0 048.0 289.0 100.0 64.4

84 21 259.0 839.0 748.0 199.0 000.0 16.4

69 21 159.0 049.0 068.0 599.0 000.0 96.4

2 6 95 069.0 059.0 778.0 549.0 021.0 53.5

21 93 559.0 849.0 698.0 869.0 100.0 51.5

42 43 259.0 849.0 319.0 389.0 000.0 66.5

84 13 159.0 849.0 029.0 199.0 000.0 91.6

69 03 159.0 849.0 329.0 599.0 000.0 34.6

3 6 802 059.0 949.0 309.0 319.0 404.0 24.8

21 76 459.0 949.0 019.0 469.0 900.0 62.5

42 55 159.0 949.0 429.0 189.0 000.0 49.5

84 05 949.0 849.0 929.0 989.0 000.0 77.6

69 94 159.0 059.0 439.0 499.0 000.0 27.7

4 21 99 259.0 949.0 119.0 659.0 150.0 02.5

42 87 159.0 059.0 929.0 879.0 000.0 79.5

84 17 059.0 949.0 539.0 889.0 000.0 13.7

69 86 059.0 059.0 839.0 399.0 000.0 65.8

8 42 971 159.0 059.0 339.0 769.0 400.0 63.5

84 651 059.0 059.0 149.0 389.0 000.0 95.7

69 641 059.0 059.0 349.0 099.0 000.0 51.01

( seunitnocelbat )
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8.0 1 6 6 489.0 539.0 686.0 559.0 133.0 59.4

21 6 389.0 849.0 687.0 579.0 671.0 39.4

42 6 289.0 459.0 228.0 789.0 990.0 60.5

84 6 289.0 759.0 048.0 499.0 840.0 42.5

69 6 189.0 959.0 058.0 799.0 520.0 42.5

2 6 21 069.0 149.0 518.0 849.0 245.0 57.3

21 11 659.0 049.0 348.0 279.0 431.0 58.3

42 01 949.0 739.0 658.0 389.0 440.0 08.3

84 01 949.0 049.0 678.0 099.0 800.0 70.4

69 01 949.0 149.0 288.0 399.0 200.0 23.4

3 6 12 859.0 949.0 688.0 109.0 548.0 37.3

21 71 259.0 249.0 378.0 969.0 181.0 46.3

42 71 259.0 749.0 709.0 589.0 110.0 80.4

84 71 259.0 949.0 619.0 299.0 000.0 35.4

69 71 259.0 949.0 229.0 599.0 000.0 48.4

4 21 42 459.0 849.0 009.0 769.0 523.0 16.3

42 32 259.0 849.0 919.0 489.0 010.0 11.4

84 32 159.0 949.0 729.0 199.0 000.0 27.4

69 32 059.0 949.0 929.0 499.0 000.0 51.5

8 42 54 059.0 949.0 729.0 779.0 501.0 17.3

84 74 159.0 059.0 839.0 989.0 000.0 01.5

69 74 059.0 059.0 939.0 399.0 000.0 13.6

9.0 1 6 5 699.0 169.0 738.0 879.0 244.0 91.7

21 5 699.0 879.0 598.0 989.0 833.0 70.7

42 5 699.0 879.0 109.0 499.0 742.0 00.7

84 5 699.0 189.0 419.0 799.0 381.0 11.7

69 5 599.0 879.0 509.0 899.0 531.0 22.7

2 6 7 479.0 159.0 618.0 869.0 177.0 73.3

21 6 859.0 139.0 847.0 679.0 407.0 70.3

42 6 559.0 439.0 608.0 489.0 765.0 71.3

84 6 459.0 539.0 418.0 889.0 754.0 91.3

69 6 459.0 739.0 538.0 199.0 443.0 42.3

( seunitnocelbat )
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3 6 8 459.0 929.0 967.0 698.0 839.0 65.2

21 9 559.0 939.0 838.0 579.0 066.0 38.2

42 9 259.0 049.0 768.0 589.0 053.0 19.2

84 9 059.0 149.0 878.0 989.0 941.0 50.3

69 9 949.0 149.0 688.0 199.0 460.0 71.3

4 21 21 659.0 449.0 168.0 479.0 277.0 27.2

42 21 159.0 349.0 788.0 589.0 772.0 29.2

84 21 949.0 549.0 409.0 099.0 160.0 41.3

69 21 849.0 449.0 809.0 299.0 610.0 23.3

8 42 32 359.0 749.0 919.0 289.0 235.0 48.2

84 42 059.0 949.0 039.0 099.0 710.0 05.3

69 52 159.0 159.0 639.0 399.0 000.0 11.4

etoN .snoititeper000,5nodesaberewsnoitulosllA.

communalities) was high, the number of factors (f ) small, and the number of vari-
ables (p) high. For loadings higher than 0.8 and one factor, even sample sizes smaller
than 10 were sufficient for factor recovery. The level of loadings was a very strong
determinant. For example, when loadings were as high as 0.9, and even with a high
number of factors (f = 4) and a limited number of variables (p = 12), a sample size
of 12 sufficed.

A larger number of variables improved factor recovery, particularly when loadings
were low. No practical objection for performing EFA was found in conditions where
the number of variables exceeded the sample size. In fact, increasing the number
of variables reduced the minimum N, also when p > N.

Table 2 shows that for constant mean K, ES was lowest when high λ was com-
bined with low p and low N, indicating that researchers should be cautious when
deciding on the number of factors, particularly under such circumstances. In most
conditions, however, ES was greater than 4. The highest ES was found in patterns
with low λ, high p, and high N. Increasing p was beneficial for ES, even when N was
decreased.

Table 2 also reveals the different tendencies of the factor recovery indices. Al-
though the mean/median K was kept constant at 0.95, the 5th percentile of K sys-
tematically increased with an increase of p, signifying a favourable distributional
change of K. FSC consistently and strongly improved with an increase of p, profiting
from the additional information provided by extra variables. The proportion of sam-
ple solutions exhibiting Heywood cases reduced with higher p, whereas it increased
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for higher λ. This phenomenon can be attributed to the fact that increased λ el-
evates the risk of communalities higher than 1, due to sampling error. Note that the
presence of Heywood cases was not detrimental to the recovery of the population
pattern per se, as high K and high FSC could still be obtained in the unscreened
solutions.

A more detailed analysis was conducted to gain insight into the interactions be-
tween the determinants. Mean K, mean FSC, and ES were calculated for a wide
range of f (between 1 and 8) and p (logarithmically spaced between 10 and 200),
except for p < 2f, for six combinations of sample sizes (small: N = 25, medium: N =
100, and high: N = 1,000) and levels of loadings (low: λ = 0.4 and high: λ = 0.9). The
results are shown in Figure 1. Increasing N was always beneficial. Also apparent is
that f had a relatively strong influence, with mean K and mean FSC reducing when f
increased. The effect of p, on the one hand, depended on λ: For low λ, increasing p
resulted in higher mean K and ES, whereas, for high λ, increasing p had a much
smaller positive effect. For FSC, on the other hand, a higher p was beneficial for
both high and low λ. These findings agree with the theoretical framework presented
by MacCallum et al. (1999) demonstrating that a high p/f is advantageous to factor
recovery and that this effect diminishes with increasing λ. However, the present
results also showed that p/f is not a comprehensive measure, as p and f have clearly
distinct effects on factor recovery.

2.2. The role of distortions

2.2.1. Method

In reality, models rarely exhibit a perfectly simple structure. Moreover, models are
imperfect, leaving a part of reality undepicted. For this reason, we systematically
evaluated the role of various distortions (divided into 13 groups of four conditions
each) in a baseline population solution with a small N but large λ, low f, and large p
(N = 17, λ = 0.8, f = 3, p = 24). The corresponding pattern solution is shown in Table
1. Iterative principal factor analysis was performed with oblimin rotation for all the
investigated groups of distortions. Sufficient repetitions were performed for each
condition so that the 95% confidence interval of the mean K was narrower than
0.001. The design of the simulation is summarized in Table 3. As an example, Table
4 shows the first population pattern of each investigated group.

Group 1. Interfactor correlation (ifc = 0.1, 0.3, 0.5, 0.7) for one pair of factors
This group examined the effect of various levels of ifc between two factors.

Group 2. Interfactor correlation (ifc = 0.1, 0.3, 0.5, 0.7) between all factors
Same as Group 1, but here all three combinations of factors were correlated, provid-
ing a more severe test case.
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Figure 1. Main effects and interactions among the determinants of factor analysis. The
plots show the factor recovery indices (mean Tucker’s congruence coefficient (K ), mean
factor score correlation coefficient (FSC), and the Cohen’s d effect size (ES) between the

f-th and (f +1)-th eigenvalues) as function of a wide range of f and p, and two levels of
loadings (λ = 0.4 and λ = 0.9). Three levels of sample size are shown in each plot, that is,

N = 25 (white), 100 (grey), and 1,000 (black).

λ = 0.4 λ = 0.9

0.9

0.99

0.999

0.9999

m
ea

n
K

fp

10
16

21
35

56
90200 12345678

124

0.1
0.4
0.6

0.8

0.9

0.99

0.999

m
ea

n 
K

10
16

21
35

56
90

124
200 12345678

fp

0.1
0.6
0.8
0.9

0.99

0.999

m
ea

n 
FS

C

fp

10
16

21
35

56
90

124
200 12345678

0.9

0.99

0.999

0.9999

0.99999

0.999999

fp

m
ea

n 
FS

C

10
16

21
35

56
90

124
200 12345678

2

3
4
5
6
8

10

20

30

E
S

fp

10
16

21
35

56
90

124
200 12345678

3
4
6
8

10

20
30
40
60
80

100

200

E
S

fp

10
16

21
35

56
90

124
200 12345678

Group 3. Model error, altering the amount of variance
To investigate whether model error plays a role in factor recovery for small N, ran-
dom model error was introduced for every repetition by means of 200 minor factors
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explaining (a) 0.05, (b) 0.1, (c) 0.15, and (d) 0.2 of the variance. The data genera-
tion parameter determining the distribution of successive minor factors was set at ε
= 0.1.

Group 4. Model error, altering the distribution of the minor factors
In this group, the distribution of minor factors explaining 0.2 of the variance was
altered by varying ε from 0.05 to 0.15, 0.25, and 0.35. Larger values of ε causes the
contribution of the minor factors to be more skewed in favour of the earlier factors in
the sequence (MacCallum & Tucker, 1991).

Group 5. Low loadings (0.6) added
The simulation results in Table 2 on the factor analytic determinants showed that the
addition of variables improved factor recovery. Adding low loading variables, how-
ever, inevitably decreases average communalities amongst all variables. Consider-
ing that both communalities and the number of variables are important determi-
nants of factor recovery, the question is whether the addition of variables improves
factor recovery, even when the added variables reduce average communalities. For
this reason, the behaviour of population patterns with a number (6, 12, 24, 96) of
extra variables with low loadings (0.6) was studied.4

Group 6. Low loadings (0.6) replacing high loadings
A number (3, 6, 12, 18) of high loading variables were replaced with low loading
(0.6) variables. This was expected to cause a stronger distortion than Group 5 be-
cause the number of high loading variables was also reduced.

Group 7. Altering the number of variables
The number of variables was altered from 24 to 12, 15, 18, and 48, in order to
investigate whether a discontinuity appears in factor recovery when factor analys-
ing samples in which the number of variables exceeds the sample size.

Group 8. Unequal loadings between factors
The level of the loadings among the three factors was varied in such a way that the
average communalities of all variables remained equal to the baseline condition
(i.e., 0.64). The following four combinations were investigated: (a) 0.85/0.8/0.75
( = [0.82 - (0.852 - 0.82)] 0.5 ), (b) 0.9/0.8/0.69, (c) 0.95/0.8/0.61, and (d) 0.99/0.8/0.55.

4) A loading of 0.6 was considered as low for the sample size (N = 17) under investigation. This was
based on the findings of the first part of the simulations (Table 2): for λ = 0.6, f = 3, p = 24, the
required minimum N for good agreement (K = 0.95) was 55.



210210210210210     Appendix B

Group 9. Unequal loadings within factors
The loadings within each of the three factors were alternated in such a way that the
average communalities were equal to those in the baseline condition. The following
four combinations of alternate nonzero loadings were investigated: (a) 0.85/0.75
( = [0.82 - (0.852 - 0.82)] 0.5 ), (b) 0.9/0.69, (c) 0.95/0.61, and (d) 0.99/0.55.

Group 10. Secondary loadings
The effect of adding two or four secondary loadings of low (0.2) as well as high (0.4)
level was examined. Alternating signs of the secondary loadings were used to pre-
vent rotation toward a different solution.

Group 11. Random distortions of all loadings
In reality, population patterns are not homogeneous. Therefore, random distortions
of all loadings were introduced. More precisely, four levels of uniform random loadings
(ranges 0.05, 0.1, 0.15, and 0.2) were added to the baseline.

Group 12. Unequal p/f (one weak factor)
Equal p/f rarely occurs in reality. Therefore the third factor was weakened by de-
creasing the number of variables that loaded on this factor.

Group 13. Unequal p/f (two weak factors)
Factor 2 and 3 were weakened by decreasing the number of variables that loaded
on these factors. This means tested the impact of weakening two out of three factors
on factor recovery.

2.2.2. Results

Figure 2 shows the mean K, mean FSC, the proportion of sample solutions exhibit-
ing Heywood cases, and ES for each of the 13 groups.

Groups 1–2. Interfactor correlation
When one pair of factors was very strongly (0.7) correlated or all factors were strongly
(0.5) correlated, mean K and mean FSC deteriorated considerably. Small interfactor
correlation (up to 0.3) disturbed K and FSC to a far lesser extent. The proportion of
sample solutions exhibiting Heywood cases increased slightly when all three fac-
tors were strongly correlated. Correlated factors negatively affected ES more than
any other distortion did.

Groups 3–4. Model error
Model error slightly worsened factor recovery. This effect was seen in all four indi-
ces. Introducing a large model error (0.2) across a more skewed distribution of
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minor factors (ε = 0.25 or 0.35) caused a relatively strong degradation of factor
recovery as compared to the effect of a less skewed distribution.

Groups 5–6. Low loadings (0.6) added or replacing high loadings
Adding low loading variables worsened mean K. Mean FSC slightly decreased for a
small number of added low loadings but recovered for a larger (96) number of added
low loadings. This can be explained by the fact that K takes into account all (low as
well as high) loadings, whereas FSC is based on factor scores, obtaining the infor-
mation from all the manifest variables. In other words, FSC benefited from (or, at
least, stayed unaffected by) additional information. On the other hand, as an index
of factor loadings similarity, K was more easily disturbed by the presence of vari-
ables of low quality. The deterioration of K was even more dramatic when low load-
ing variables replaced high loading variables, whereas FSC degraded mainly when
18 out of the 24 variables had been replaced by low loadings. The proportion of
sample solutions exhibiting Heywood cases reduced when low loading variables
were added but increased when low loading variables replaced high loading vari-
ables. Appending low loadings influenced ES only slightly. However, this index de-
graded, when low loadings replaced high loadings.

Group 7. Altering the number of variables
An increased number of variables slightly improved mean K, considerably improved
mean FSC, and strongly suppressed the proportion of sample solutions exhibiting
Heywood cases. In an additional test, driven more by theoretical interest rather than
a realistic approach, factor recovery was estimated for 600 variables, a level at
which mean FSC reached near unity (0.997). In accordance with the first series of
simulations, increasing the number of variables increased ES. The results of this
group also showed that there was no discontinuity whatsoever with respect to factor
recovery at the point where the number of variables exceeded the sample size.

Groups 8–9. Unequal loadings between or within factors
For unequal loadings between factors (Group 8), the recovery of factors with high
loadings improved (with the FSC of the first factor reaching 0.999 in the fourth con-
dition), whereas the recovery of factors with low loadings deteriorated. Unequal
loadings within factors (Group 9) strongly increased the likelihood of Heywood cases.
However, this did not deteriorate factor recovery: mean K remained constant while
mean FSC increased up to near unity (0.995) in the fourth condition, which had a
very large proportion of Heywood cases. ES decreased with unequal loadings be-
tween factors (Group 8) but was less sensitive to unequal loadings within factors
(Group 9).
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Figure 2. Factor recovery for the 13 investigated groups. Left top: mean Tucker’s
congruence coefficient K, left bottom: mean factor score correlation coefficient FSC, right

top: proportion of sample solutions exhibiting one or more Heywood cases, and right
bottom: the Cohen’s d effect size (ES) between the third and fourth eigenvalues. The

horizontal line represents the average factor recovery for the baseline condition.
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Group 10. Secondary loadings
Secondary loadings hardly influenced factor recovery. Only when the number and
level of secondary loadings were the highest tested did mean FSC slightly decrease.
Mean K, on the other hand, slightly increased when secondary loadings were high
(0.4). Moreover, secondary loadings were beneficial to ES.

Group 11. Random distortions of all loadings
Randomly distorted loadings hardly influenced factor recovery, signifying that the
positive effect of the presence of high loadings compensated for the negative effect
of random low loadings.

Groups 12–13. Unequal p/f (one or two weak factors)
Low p/f had a negative effect on the recovery of the corresponding factor. The mean
FSC of the worst condition (p/f = 2) was still higher than 0.85, so even for a very
weak factor, factor recovery was not necessarily grossly wrong in a small N sce-
nario. The recovery of the strong factors improved in terms of K. A low p/f increased
the proportion of sample solutions exhibiting Heywood cases and weakened ES,
diminishing the odds of correctly estimating the number of factors.

Group summary
The investigated baseline (N = 17, λ = 0.8, f = 3, p = 24) was noticeably robust
against single small distortions. Each of the indices (mean K, mean FSC, Heywood
cases, and ES) was sensitive to different distortions. The most serious degradation
of factor recovery was caused by a highly unequal distribution of variables between
factors (unequal p/f ). In addition, ES was highly sensitive to interfactor correlations.
Replacing high with low loadings or having unequal loadings between factors also
negatively influenced ES.

3. Subsampling study
A subsampling study was carried out to investigate whether the findings of the simu-
lation study are realistic and hold for actual data. An empirical dataset with a large
sample size was used, acting as a population. The dataset consisted of 280,691
participants (mean age = 30.4, SD = 8.5 years, 54% women) who filled in the 44-
item Big Five Inventory (Gosling et al., 2004; Srivastava et al., 2003). All selected
participants indicated that they were filling in the inventory for the first time. Only
participants who filled in the English version of the inventory, answering all items
without giving identical answers to all 44 items were included. Subsamples were
drawn from the population sample, and factor recovery was assessed between the
subsampling and the population solution.
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3.1. Method

Factor recovery was estimated for a range of 25 subsample sizes spaced logarith-
mically between 10 and 200. For each subsample size, 10,000 random subsamples
were drawn from the population and factor analysed as in the simulation study. To
investigate the role of the number of factors as a determinant of factor analytic per-
formance, factor recovery was assessed when retaining from 1 up to 5 factors.
Variables were selected so that each factor contained the 8 to 10 variables repre-
senting the corresponding personality trait. Table 5 summarizes the results of the
five population patterns. Communalities were wide. Interfactor correlations were low,
so these should hardly affect factor recovery, according to the simulations. Factor
recovery was evaluated using mean K, mean FSC, the proportion of solutions exhib-
iting a Heywood case, and ES.

3.2. Results

Figure 3 shows the factor recovery results. For one extracted factor, a sample size
around 13 and 17 was adequate for satisfactory FSC and K (= 0.95), whereas f = 2
required a sample size between 30 (for FSC = 0.95) and 50 (for K = 0.95). When
retaining all factors of the Big Five (f = 5), a considerably larger sample size (80 to
140) was needed. For all numbers of factors, the proportion of solutions exhibiting a
Heywood case was below 0.05 for sample sizes greater than 17. For one extracted
factor, a sample size of 10 was sufficient for ES = 4. In contrast, when all 5 factors
were retained, a larger sample size (140) was required to guarantee an adequate
ES.
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Figure 3. Subsampling factor recovery for the Big Five Inventory. Left top: mean Tucker’s
congruence coefficient (K ), left bottom: mean factor score correlation coefficient (FSC),

right top: proportion of sample solutions exhibiting one or more Heywood cases, and
right bottom: the Cohen’s d effect size (ES) between the f-th and (f +1)-th eigenvalues.

The horizontal line represents a threshold for satisfactory factor recovery (K = 0.95,
FSC = 0.95, Heywood cases = 0.05, ES = 4). Abbreviations: E = extraversion,
O = openness, C = conscientiousness, N = neuroticism, A = agreeableness.
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The subsampling study confirmed the findings of the simulation study with re-
spect to the fact that a larger sample size is needed when extracting a larger number
of factors. It should be noted that the subsampling study yielded moderately higher
estimates of N compared to the simulations. For example, for (mean) λ = 0.58, f = 3,
and p = 27, the subsampling study yielded an N = 73, whereas the respective value
(λ = 0.6, f = 3, and p = 24) in the simulations (Table 2) was 55. This discrepancy can
be attributed to the presence of model error as well as to the five-point Likert scale
data: To obtain reliable correlations between variables, Likert scale data require a
larger sample size than continuous normally distributed data.

4. Discussion and recommendations
The goal of this article is to offer a comprehensive overview of the conditions in
which EFA can yield good quality results for small N. The simulations showed that,
for the circumstances under which EFA is mostly applied (i.e., low to medium loadings,
communalities, and a relatively large number of factors), a large sample size is
required. However, when the data are well-conditioned (i.e., high λ, low f, high p),
EFA can yield reliable solutions for sample sizes well below 50. In some conditions,
sample sizes even smaller than 10 (beyond the smallest sample size of previous
simulation studies) were sufficient. For example, when λ = 0.8, f = 1, p = 24, and the
structure was simple, N = 6 was adequate. A small sample solution (N = 17, λ = 0.8,
f = 3, p = 24) was markedly robust against single small distortions. Weakly deter-
mined factors and strong interfactor correlations negatively affected factor recov-
ery, but even in the worst cases tested, factor recovery was still possible. The
subsampling study confirmed the findings of the simulations with respect to the fact
that a larger sample size is required when extracting a larger number of factors. For
one extracted factor, a very small sample size (10–17) was adequate for satisfac-
tory factor recovery.

An important issue when factor analysing small samples is whether it is possible
to correctly estimate the number of factors. The simulations showed that when the
structure is simple, in most conditions, small sample sizes can guarantee an ad-
equate ES > 4. However, when deviating from a simple structure, researchers should
be extra cautious when deciding on the number of factors, particularly if these fac-
tors are correlated.

This paper emphasizes that researchers should certainly not be encouraged to
strive for small sample sizes. Large sample sizes are always beneficial and inevita-
bly required when communalities are low. However, when factors are well-defined or
their number is limited, small sample size EFA can yield reliable solutions. Thus, a
small sample size should not be the sole criterion for rejecting EFA. Inversely, if one
prefers, subjecting a small sample to EFA can be worthwhile and may possibly
reveal valuable latent patterns. Considering that models are useful unless they are
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grossly wrong (MacCallum, 2003) and a small sample size factor analytic model is
not per definition grossly wrong, applying factor analysis in an exploratory phase is
better than rejecting EFA a priori. Obviously, the reliability and theoretical sound-
ness of the solutions should be very carefully assessed.

4.1. Deviations from a simple structure

The present study investigated factor recovery when deviating from a simple struc-
ture, a situation most likely to occur in real data but which had not previously been
systematically investigated. Past studies usually focused on one kind of distortion
and on sample sizes larger than 50.

A number of studies (Boomsma & Hoogland, 2001; Gagné & Hancock, 2006;
Gerbing & Anderson, 1987; Marsh et al., 1998) introduced an ifc of 0.3 in their simu-
lation studies without, however, investigating the effect of different levels of ifc.
Anderson and Gerbing (1984) examined two levels of ifc, but only with respect to
improper solutions. It is surprising that the effect of ifc has not been exhaustively
studied yet, considering that interfactor correlations are often present in psycho-
logical models. The current simulations investigated a range of ifc and revealed that
a small N solution was able to sustain small interfactor correlations; factor recovery
deteriorated considerably, however, when factors were strongly correlated.

Model error is usually considered as having no or only a small effect on factor
recovery (MacCallum et al., 2001). The present results showed that when model
error was small it was indeed of only little influence. A large model error, however,
had a strong negative effect on factor recovery, particularly when its distribution
was skewed in favour of the earlier factors in the sequence.

Gagné and Hancock (2006) found that when replacing higher with lower loadings
(in an equal manner between factors), the number of improper solutions increased;
appending loadings on the other hand, was beneficial. These findings are in agree-
ment with the present simulations. Additionally, the present study showed that, when
replacing high with low loadings, all four investigated indices deteriorated. When
appending low loadings, on the other hand, the indices exhibited various tenden-
cies, indicating the importance of assessing factor recovery by means of more than
one index.

Past studies showed that unequal loadings within factors may cause an increased
number of improper solutions (Anderson & Gerbing, 1984) and a less rapid im-
provement of factor recovery as N increases (Velicer & Fava, 1998). The current
simulations showed that in the presence of unequal loadings within factors K and ES
remained unaffected, whereas FSC increased up to near unity despite an increased
likelihood of solutions exhibiting a Heywood case. The robustness of the small N
solution to unequal loadings with respect to K and ES and the improvement of FSC
are of interest because such conditions resemble real data.
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Beauducel and Wittmann (2005) investigated factor recovery in the presence of
secondary loadings and found that secondary loadings did not influence absolute
indices of model fit but negatively affected incremental indices. The present study
showed that factor recovery was robust against secondary loadings and that ES
can even improve. This is an important result because small secondary loadings
are inevitably present in real data and researchers consistently use the presence of
secondary loadings as a reason to disregard items during the process of scale
construction. It should be noted, however, that scale developers may still prefer
simple structures to ensure that individual items do not end up in multiple subscales
and subscale correlations do not risk becoming inflated.

Beauducel (2001) and Briggs and MacCallum (2003) investigated patterns with
weak factors but both studies focused more on comparing the performance of vari-
ous factor analytic methods rather than examining factor recovery. Ximénez (2006)
investigated the recovery of weak factors using CFA and found that the recovery of
weak factors may be troublesome if their loadings are small and the factors
orthogonal. The present simulations investigated the effects of weak factors by means
of unequal loadings between factors as well as by means of unequal p/f. When
loadings were unequal, weak factors did not inhibit the recovery of the strong fac-
tors. For unequal p/f, the recovery of factors with low p/f deteriorated considerably.
On the other hand, the recovery of the strong factors improved in terms of K (even if
p/f of the strong factor was unchanged).

In summary, the present study investigated the effect of a wide range of single
small distortions on EFA performance and showed that while a small N solution was
relatively robust against distortions, factor recovery deteriorated strongly when fac-
tors were correlated or weak.

4.2. The effects of p, f, p/f, and p/N

The simulations showed that an increased p improved factor recovery, raising K,
FSC, and ES, and reducing Heywood cases. An increased p was particularly ben-
eficial for low λ patterns. A large number of references in the literature consider p/f
as a strong factor analytic determinant. The present simulations confirm that p/f is
an important criterion; lowering p/f had a negative influence on factor recovery. When
p/f was equal between factors, however, p and f had clearly distinct effects on the
quality of the factor solutions (see Figure 1); therefore the p/f ratio should not be
considered as a comprehensive measure. For example, in a simple structure and
for the same level of loadings (0.8), 2 factors and 12 variables (i.e., p/f = 6) required
a minimum sample size of 11, whereas with 8 factors and 48 variables this minimum
increased to 47. MacCallum et al. (2001) described a similar effect. They noticed
that the effect of overdetermination on their empirical data was considerably weaker
than in their Monte Carlo data. The difference was that in the empirical study the
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nature and number of factors were kept constant while the number of variables
varied, whereas in the Monte Carlo study the number of variables was kept constant
while the number of factors varied. The present study indicates that when p/f is
equal, one should evaluate p and f separately instead of their ratio.

In some simulation conditions and in the subsampling study, the number of vari-
ables exceeded the sample size. Many factor analytic studies (e.g., Aleamoni, 1976),
statistical packages, and factor analysis guidelines claim that the number of vari-
ables should never exceed the sample size. Contrary to this popular belief, Marsh
and Hau (1999) reported no discontinuities in their simulation results when surpass-
ing the p = N barrier and suggested that there might be nothing special about such
a barrier. The present simulations and the subsampling study concur with this view
for all the investigated ranges of p and N. In fact, increasing the number of variables
was beneficial, including when p > N. Moreover, in recent work, Robertson and
Symons (2007) proved that p > N is valid for maximum likelihood factor analysis.
This method usually considers p > N impossible because the covariance matrix
turns nonpositive definite. Besides, as Bollen (2002) noted: “Resolution of this inde-
terminacy is theoretically possible under certain conditions …. (a) when the sample
size (N) goes to infinity, (b) when the number of observed variables goes to infinity,
and (c) when the squared multiple correlation for the latent variable goes to one and
the predictors are observed variables” (p. 616). In other words, increasing the number
of variables originates from the same striving for reducing factor indeterminacy as
increasing the sample size. This is of importance for small sample sizes: when in-
creasing N is not possible, one can attempt to append good quality variables, no
matter if such a strategy may lead to a p > N condition.

The simulations show that adding low loading variables considerably affected
Tucker’s congruence coefficient (K ). This may then imply that only variables ex-
pected to load highly on a factor should be considered. Such a recommendation is
only partially true as it could lead to the pitfall of “bloated specific” factors because
highly loading variables can be also highly redundant (Boyle, 1991). Such variables
lead to factors that are internally consistent but have low validity since they mask the
presence or power of other factors and contaminate the entire factor structure.5 In
fact, the selected variables should be such that they assure validity, while being
sufficiently diverse. The present simulations show that the factor score correlation
coefficient (FSC) considerably improved when many variables were added, even
when those variables had low factor loadings. In conclusion, we recommend in-

5) Cronbach’s α was calculated for two conditions of the first simulation series (low loadings: λ =
0.2, f = 2, p = 24, N = 1438 and high loadings: λ = 0.9, f = 2, p = 24, N = 6). Although factor
recovery was identical in those two conditions (see Table 2), average Cronbach’s α amongst
variables loading on the factor was 0.332 for the low loadings and 0.968 for the high loadings. This
demonstrates that high internal consistency is not necessary for good factor recovery. A more
detailed discussion of this issue can be found in Boyle (1991).
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creasing the number of variables as much as possible, but only as long as this does
not undermine the overall quality of the set.

4.3. Indices for assessing factor recovery

Indices used to evaluate the quality of factor solutions were K, FSC, Heywood cases,
and ES. These indices exhibited varying tendencies and were sensitive to different
determinants and distortions. The difference in the behaviour of K and FSC is attrib-
uted to their inherent nature. As an index of factor loadings similarity, K is influenced
both by high and low loadings. FSC on the other hand, is an index of similarity of
factor scores that are a weighted sum of the manifest variables. FSC monotonically
increases with p because it benefits from added information in general. We con-
clude that K and FSC evaluate different aspects of factor recovery and recommend
using them complementarily.

A number of studies have discussed the effects of sample size and p/f on the
proportion of sample solutions exhibiting a Heywood case (or improper solutions)
(e.g., Gerbing & Anderson, 1987; Marsh et al., 1998; Velicer & Fava, 1998). Accord-
ing to Velicer and Fava (1998), Heywood cases are more likely to occur when the
sample size is small, p/f is limited, and the loadings are low. Boomsma and Hoogland
(2001) noticed that high factor loadings can also lead to Heywood cases. In the
present study, the Heywood cases occurred indeed when loadings were high. How-
ever, Heywood cases were not detrimental to factor recovery, as high K and high
FSC could still be obtained in the unscreened solutions. This agrees with MacCallum
et al. (1999, 2001), who carried out their simulations twice, once by screening out
samples that yielded Heywood cases and again with unscreened data, and showed
that there was virtually no difference in the results.

The present study not only included the Heywood cases but also used them as
an index of factor recovery. Similarly, Briggs and MacCallum (2003) studied the
behaviour of Heywood cases when comparing different methods of factor analysis.
Gagné and Hancock (2006) used nonconvergent and Heywood cases as a primary
index of model quality. Based on the results of the present study, we recommend
using the proportion of solutions exhibiting Heywood cases as an additional index
since it offers valuable information about the effect of determinants and distortions.

An important question when factor analysing small samples is whether the sam-
ple will consistently yield a correct decision as to the number of factors. Considering
that none of the current methods for determining the number of factors is infallible
(Fabrigar et al., 1999), ES was used to represent the size of the gap between the f-
th and (f +1)-th eigenvalues. When making the simplifying assumption of normally
distributed independent eigenvalues with equal standard deviations, an ES = 4 cor-
responds to a maximum of 95.5% correct classifications. To illustrate the eigenvalue
gap size in real data, Figure 4 shows the scree plot of the subsampling study for
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N = 39 and f = 2. Here, between the second and third eigenvalue, ES was 4.04.
Applying the threshold at the optimal location (2.34) allowed for 96.5% correct esti-
mations of f = 2. A caveat is in order: ES does not identify the most appropriate
number of factors, nor does it tell where the “large gap” or the “elbow” can be found
in the scree plot. Rather, ES is a between-samples measure.

4.4. Deciding the number of factors

Deciding the “correct” number of factors has been the subject of many studies. As
Bentler (2000) indicated: “Inevitably, due to the variety of possible criteria and meth-
ods of evaluating this question, in any empirical application there will never be pre-
cise unanimity among all researchers. This does not worry me too much because
various models always fit in degrees …, and perhaps there may not even be a ‘true’
model” (p. 86). In other words, it is better to think in terms of “most appropriate” than
“correct” number of factors. Yet, even when the common factor model holds exactly
in the population and ES > 4 (such as in most current simulations), automatically
estimating the correct number of factors is a challenge. We made several attempts
to estimate the correct number of factors in the first series of simulations by using

Figure 4.     Scree plot of the subsampling study for N = 39 and f = 2 with the 5th, 50th, and
95th percentiles of the eigenvalues. The Cohen’s d effect size (ES) between the second

and third eigenvalue was 4.04. Applying the threshold at the optimal location (2.34)
allowed for 96.5% correct estimations of f = 2. This figure is based on

100,000 repetitions.
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Velicer’s Minimum Average Partial (MAP; O’Connor, 2000), a Bayesian Information
Criterion (BIC) (Hansen et al., 2001), an automatic scree test (Zhu & Ghodsi, 2006),
and parallel analysis (O’Connor, 2000) (data not shown). Each of these methods
was effective in many conditions, but none was successful in all conditions. A di-
rectly related topic is the effect of over- and underextraction (e.g., Fava & Velicer,
1992, 1996): Although it has been reported that the effect of overextraction can be
stronger when N is small and λ low (Lawrence & Hancock, 1999), one may question
whether factor misspecification is a small N problem per se or a matter of well- or ill-
conditioned data. More research is needed on the strengths and weaknesses of
procedures to determine the most appropriate number of factors.

4.5. Study limitations

The present study is not free of caveats or limitations. First, the simulation sample
matrices were generated by a method described by Hong (1999), which produces
normally distributed data and uses certain assumptions to generate model error
(e.g., distribution of minor factors). Hong’s method is a state-of-the-art procedure
for introducing model error and interfactor correlations in a correlation matrix, based
on the more commonly used Tucker-Koopman-Linn model (Tucker et al., 1969). Be-
cause of the normally distributed data, the simulations may have provided some-
what overoptimistic values for the minimum sample size compared to empirical data,
as was also found in the subsampling study. Moreover, as Table 2 shows, the esti-
mated minimum sample size would have been higher had factor recovery been
assessed by using the 5th percentile of Tucker’s congruence coefficient instead of
its mean.

Second, although the simulated conditions corresponded to the ranges of deter-
minants and distortions in psychological batteries, the conditions were of course far
from exhaustive and might not be fully representative for all small sample condi-
tions. For instance, one may conceive of structures that include combinations of
distortions. Nonetheless, that factor recovery is possible in the presence of small
distortions remains important for real applications.

Third, all correlation matrices were subjected to principal axis factoring and all
loading matrices to oblique direct quartimin rotation. Different model fit procedures
and rotations can have different effects on factor recovery. It is also possible that
differently distorted matrices may have different favourable rotations. Those are is-
sues that deserve further investigation.

Fourth, it should be noted that not just the factor recovery determines the quality
of the factor analytic solution. As in any statistical analysis, the nature of both the
sample and the variables involved remains among the most critical decisions
(Fabrigar et al., 1999). A sample insufficiently representative of the population will
distort the factor structure. Redundant variables can lead to bloated specific fac-
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tors, obscuring the presence of more important factors. Irrelevant variables can
also lead to spurious common factors (Fabrigar et al., 1999) and additional model
error. Moreover, when the sample size is small, one should expect the standard
error of loadings to be larger, which involves the risk of spurious high loadings.

Fifth, generalizing the findings to CFA should be done with great care. Although
the communalities in CFA are usually higher due to variable selection (MacCallum et
al., 2001), particular caution should be taken with respect to misspecification and
stronger sources of model error. The presence of model error may alter the minimum
required sample size for CFA. However, as MacCallum et al. (2001) noted, one can
expect to find similar tendencies and determinants for CFA.

Finally, one may doubt that real data can satisfy the constraints of high
communalities and loadings, or few factors. Moderate to weak communalities rang-
ing between 0.4 and 0.7 (Costello & Osborne, 2005) or moderate to weak loadings
ranging between 0.3 and 0.5 (Lingard & Rowlinson, 2006) are more common in
behavioural or social data. The Big Five dataset of the subsampling study showed
how indispensable a sufficiently large sample size is in such circumstances. How-
ever, cases involving high loadings do exist, for example, in neuroscience or psy-
chosomatic research (e.g., Bailer et al., 2006; Gaines et al., 2006; Yuasa et al.,
1995; with loadings up to 0.90 or 0.95). One-factor structures are not uncommon in
scientific literature either, such as in psychometrics, psychiatry or epidemiology (e.g.,
general intelligence factor, self-concept, general distress factor, metabolic syndrome
factor). Animal behaviour and behavioural genetics (Preacher & MacCallum, 2002)
as well as evolutionary psychology (J.J. Lee, 2007) often offer data with high
communalities and few factors. Outside the field of behavioural sciences, physics
and chemistry can feature data with high reliability. Paradoxically, when high quality
data are likely to occur, researchers seem to think there is no need to resort to latent
structures and prefer deductive reasoning and mathematical modelling instead. The
question is whether dismissing EFA in those cases is not accompanied by a weaker
representation of the reality (Haig, 2005) when neglecting the latent pattern of the
data. EFA is indeterminate by nature, but so is the empirical world.
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