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Abstract—Monolithic scintillator detectors can achieve excellent
spatial resolution and coincidence resolving time. However, their
practical use for positron emission tomography (PET) and other
applications in the medical imaging field is still limited due to
drawbacks of the different methods used to estimate the position
of interaction. Common statistical methods for example require
the collection of an extensive dataset of reference events with a
narrow pencil beam aimed at a fine grid of reference positions.
Such procedures are time consuming and not straightforwardly
implemented in systems composed of many detectors. Here, we
experimentally demonstrate for the first time a new calibration
procedure for -nearest neighbor ( -NN) position estimation that
utilizes reference data acquired with a fan beam. The procedure is
tested on two detectors consisting of mm mm mm
and mm mm mm monolithic, Ca-codoped LSO:Ce
crystals and digital photon counter (DPC) arrays. For both de-
tectors, the spatial resolution and the bias obtained with the new
method are found to be practically the same as those obtained
with the previously used method based on pencil-beam irradia-
tion, while the calibration time is reduced by a factor of .
Specifically, a FWHM of mm and a FWTM of mm
were obtained using the fan-beam method with the 10 mm crystal,
whereas a FWHM of mm and a FWTM of mm were
achieved with the 20 mm crystal. Using a fan beam made with a

MBq point-source and a tungsten slit collimator
with 0.5 mm aperture, the total measurement time needed to
acquire the reference dataset was hours for the thinner
crystal and hours for the thicker one.

Index Terms—Calibration, fan beam, monolithic scintillator de-
tector, nearest neighbor method, PET, positron emission tomog-
raphy.

I. INTRODUCTION

G AMMA-RAY detectors based on bright monolithic scin-
tillation crystals such as L(Y)SO:Ce(Ca) and :Ce

coupled to position-sensitive light sensors such as multi-anode
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photomultipliers tubes (PMTs), arrays of avalanche photodi-
odes (APDs) and silicon photomultipliers (SiPMs) are currently
being investigated for several applications in the medical
imaging field. Mainly, these detectors have been considered
for small-animal positron emission tomography (PET) [1]–[5]
and dedicated PET systems [6]. However, monolithic crystals
are also considered for clinical PET [7] and Compton cameras
for dose monitoring during hadron therapy treatments [8].
Moreover, advances in gamma-ray detectors can be applied in
single photon emission computed tomography (SPECT) [9].
Monolithic scintillator detectors have already shown the ca-

pability to achieve good spatial resolution and excellent timing
resolution even with thick ( mm mm) crystals. For
example, several research groups have obtained spatial resolu-
tions better than 2 mm FWHM in crystals with a thickness of
10 mm - mm [10]–[12], while coincidence resolving times
(CRT) well below 200 ps FWHM have recently been achieved
with 10 mm and 20 mm thick LSO:Ce(Ca) crystals [13]. More-
over, monolithic scintillator detectors provide good energy res-
olution [11], [14], show better sensitivity compared to high-res-
olution crystal matrices due to the absence of dead space, and
can estimate the depth of interaction (DOI) from the shape of
the light distribution [15]–[20]. In fact, the main advantage of
detectors based on continuous crystals is that they can provide
all of these results simultaneously, whereas detectors based on
pixelated crystals typically require a tradeoff between spatial
resolution on the one hand and sensitivity, time resolution and
energy resolution on the other.
At present, the practical use of monolithic scintillator de-

tectors is still hampered by drawbacks of the different tech-
niques used to estimate the position of interaction, which can
be broadly subdivided into two classes: parametric methods
and statistical methods. The first class comprehends the po-
sitioning algorithms based on modelling of the relation be-
tween the 3D position of the light source inside the crystal
and the light distribution measured by the photosensor [17],
[19]. The main advantage of these methods is that they need
little or no calibration data, since they are based on geo-
metrical and physical considerations. However, these models
usually have difficulties in positioning events close to the
edges of the crystals, due to the truncation of the measured
light distribution [17] and might not be robust in case of
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non-ideal response of the detectors. Also, they require quite
intensive computational power, since for each unknown event
a function with several fitting parameters has to be minimized
or maximized. Moreover, to our knowledge, they have not
yet been demonstrated for crystals thicker than 10 mm.
Common statistical methods include maximum likelihood

(ML) positioning [16], [18], neural networks [21], [22], and the
-nearest neighbor ( -NN) method [2], [23]. These position
estimation techniques are based on a thorough experimental
characterization of the detector response as a function of the
gamma-photon incidence position, which is usually performed
by irradiating the detectors at precise positions with a narrowly
collimated pencil beam of annihilation photons. These methods
take into account the non-ideal response of the individual
detector as well as the statistical properties of the signals, either
incorporating them in a model (ML) or finely sampling the
possible response for the same class of events ( -NN and neural
networks). These methods can achieve excellent positioning
performance. However, the complex and time demanding
calibration procedures needed to acquire a set of reference
events still impose a significant drawback for their application.
Moreover, ML positioning and -NN algorithms also require
intense computational power.
Recently, a new statistical position estimation approach based

on self-organizing maps (SOMs) was demonstrated by España,
et al., in a 5mm thickNaI(Tl) monolithic scintillator detector for
SPECT [9]. This method employs reference events acquired by
flood irradiation and therefore requires a calibration measure-
ment considerably more practical than other approaches. How-
ever, this SOM technique has been demonstrated only for esti-
mating the 2D position of interaction of low-energy (141 keV)
photons in thin crystals and thus has not yet been demonstrated
for PET applications.
In this work, we focus on the -NN method that is known

to give good results in monolithic scintillator PET detectors
[11], [14], [24], [25]. An early implementation of the -NN
method [2] made use of multiple reference datasets, each ac-
quired at a different angle of incidence on the detector. Although
this approach had the ability to estimate the entry point of the
gamma-ray, thus avoiding parallax errors resulting from depth
of interaction (DOI) variations, the total number of reference
events required was very large.
More recently it was shown that the DOI inmonolithic scintil-

lators can be estimated directly based on the shape of the mea-
sured light distribution [20]. This approach requires only per-
pendicular calibration events and thus makes it possible to use a
single perpendicular reference dataset both for training the DOI
classifier and for estimating the position of interaction
using the -NN method. This DOI estimation method thus re-
moves the need to acquire reference events at multiple angles of
incidence and reduces the time needed for detector calibration
substantially.
Further acceleration of the -NN approach was achieved by

Van Dam, et al. [23], who reported on a number of modified
-NN methods that required a significantly smaller amount of
reference data than the standard -NNmethodwhile giving sim-
ilarly good results. However, the reference events were still col-
lected with a narrow pencil beam aimed at a fine grid of refer-

ence positions covering the entire crystal surface. Implementa-
tion of this approach in a completely assembled clinical or pre-
clinical PET system is not straightforward. Similar pencil-beam
calibration is also used with MLmethods and methods based on
neural networks, which therefore suffer from the same practi-
cality problem.
Van Dam, et al., therefore suggested, but did not experimen-

tally test, a potential approach to further speed up and facilitate
the calibration process [23]. They described how an adaptation
of the -NN algorithm might enable the use of reference events
acquired with a line source or a fan beam. Due to the higher
count rate obtained with a fan beam, the acquisition of calibra-
tion events could be much faster. In addition, it was foreseen
that fan beams could be realized in a practical way within clin-
ical scanners, e.g. through electronic or mechanical collimation
of line sources.
Here, -NN estimation of the position of interaction in mono-

lithic scintillator detectors utilizing reference data acquired with
a fan beam is tested experimentally for the first time. The spatial
resolution obtained with this new approach is compared to that
obtained with pencil beams in order to determine if fan-beam
irradiation can be considered a valid option for the calibration
of monolithic scintillators.

II. MATERIAL AND METHODS

A. Experimental Setup

Digital Silicon Photomultiplier Array: The detectors used
in this work were based on Digital Photon Counter (DPC) ar-
rays (version DPC-3200-22-44), a type of digital silicon photo-
multiplier (dSiPM) array developed by Philips Digital Photon
Counting (PDPC). This array measures mm mm
and consists of autonomous sensors (dies), each divided
into pixels. Each pixel comprises a total of 3200 micro-
cells arranged into 64 columns and 50 rows, grouped into
equal sub-pixels.
Each DPC microcell is composed of a single photon

avalanche photodiode (SPAD) and logic circuitry that actively
quenches and recharges the SPAD after a discharge. The cir-
cuitry is also used to read out the state of the SPAD and can
enable or disable it, giving the possibility to switch off the
diodes that show an abnormally high dark count rate (DCR).
A more detailed description of the DPC array can be found in
[26], [27].
The acquisition sequence of a die is started by a trigger,

whose threshold can be set by the user. In this work, the
trigger level was used, i.e. a trigger is generated every
time that a single cell discharges on the die. Whenever a
trigger is generated, a time stamp is acquired and the die
goes into the validation phase. During this phase, the sensor
waits for a user-selected time interval and then checks if
a higher threshold criterion, also selected by the user, is
reached. In this work, the validation interval was set to 20 ns.
The validation threshold was set such that the event is ac-
quired if at least one pixel has at least one fired cell on each
of its sub-pixels (DPC threshold notation: ‘0x7F:AND’). If
none of the pixels reaches the validation criterion, the die
undergoes to a fast recharge and reset, which takes about
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20 ns. If the die is validated, the acquisition sequence is com-
pleted. First, the die waits for a user-defined integration time,
which in this work was set to 165 ns. Afterwards, during the
readout phase (680 ns), the number of fired cells is counted
row-by-row and the summed number of cells per pixel is ac-
quired. Finally, a recharge and reset sequence is performed.
Therefore, when an event is acquired, a die provides one
time stamp as well as the number of fired cells on each of
its pixels.
Before the detectors were assembled, the DCR of the DPC ar-

rays used in this work was measured at the temperature used for
the measurements ( ). The measurement was performed
following the procedure described in [26] and was used to dis-
able the noisiest 5% of the cells.
Monolithic Scintillator Detectors: Two monolithic scintil-

lator detectors were tested in this work. These detectors were
assembled using Ca-codoped (0.2% in the melt) LSO:Ce crys-
tals [28], which were produced at the ScintillationMaterials Re-
search Center, University of Tennessee and provided by Agile
Engineering Inc. (Knoxville, TN, USA). The crystals had pol-
ished surfaces, a base area of mm mm and a thickness
of 10 mm or 20 mm.
The scintillators were positioned on the four central dies of

a DPC array (covering pixels in total) and were opti-
cally coupled to the photosensor using a transparent silicone
material (Sylgard 527, Dow Corning). In both cases, the four
lateral faces of the crystal were covered with a specular re-
flector foil (Vikuiti ESR, 3M), whereas the top face was cov-
ered with Teflon tape. A coincidence detector was assembled
using the same procedure with a standard LSO:Ce crystal (Agile
Engineering Inc., Knoxville, TN, USA) having dimensions of
mm mm mm.
Measurement/Irradiation Setup: A paired-collimator system

was designed in order to obtain the 511 keV annihilation-photon
beams needed to calibrate and test the detectors. This system is
based on a central tungsten housing that contains an encapsu-
lated point-source ( mm, MBq, IDB Holland
BV), surrounded in each direction by at least 3 cm of tungsten or
lead (Fig. 1, Fig. 2). On one side of this housing, two different
80 mm long tungsten collimators can be mounted in order to
define the beam used to irradiate the detector under test. On the
other side, two corresponding 70 mm long lead collimators are
used to reduce the count rate on the reference detector and to
minimize the chance of random coincidences.
The first tungsten collimator has a cylindrical aperture having

a diameter of 0.5 mm and it is paired to a lead collimator which
has a 3 mm diameter cylindrical aperture (Fig. 1). This set of
collimators is used to create a narrow pencil beam for which
both the and positions of interaction of the gamma-photons
in the irradiated crystal are accurately known.
The second tungsten collimator has a rectangular aperture

0.5 mm wide and mm long (Fig. 2). Its paired lead colli-
mator, instead, has a trapezoidal aperture, which is 3 mm wide
and mm long on the side further from the source.
This set of collimators is used to obtain a fan beam. Since

the whole collimator system can rotate by an angle of 90 , the
fan beam can be aligned perpendicularly to the or axis of the
detector under test (Fig. 3). In this manner, the or position of

Fig. 1. Design of the collimator used to create a pencil beam having a diameter
of 0.5 mm (all dimensions in mm).

Fig. 2. Design of the collimator used to create the fan beam having a width of
0.5 mm (all dimensions in mm).

Fig. 3. Illustration of the acquisition of the -reference dataset with a fan beam.
The narrow fan beam is aligned perpendicularly to the axis and moved in the
small steps along the direction. For each position a fixed number of event
is acquired.

interaction of the gamma-photons in the crystal is known, while
the fan beam irradiates the crystal approximately uniformly in
the other direction.
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The detectors to be tested were fixed on two linear
stages with a range of 100 mm and a precision m, driven
by stepper-motors (Physics Instruments, M-403.42S stages with
C-663 controllers). These stageswere used tomove the detectors
in the plane perpendicular to the beam direction and to automati-
callyacquire thereference/testevents inall requiredpositions.
The setup was assembled inside a light-tight temperature

chamber (WeissWT 450/70). To reduce the DCR on the sensors,
the ambient temperature was set to . In order to dissipate
the heat produced by the dSiPMs during operation, Peltier ele-
ments were coupled to the backsides of the sensors. The Peltier
elementswere regulated by a PI (proportional-integral) feedback
systemkeepingthedetector temperaturestablewithin .

B. Data Acquisition

Two different sets of events were acquired for each detector.
The first set was obtained by irradiating the entire front surface
of the crystals with the pencil beam at a grid of reference
positions, at a pitch of 0.25 mm. For each point, 250 events were
registered for which all the dies below the crystal were acquired
and the full 511 keV energy was deposited. The energy selection
was performed by creating an energy spectrum of the events ac-
quired on all the positions and considering only the interactions
comprised in the full width at tenth maximum (FWTM) of the
photo-peak.
The second set was obtained by irradiating the crystals with

the fan beam. First, the fan beam was aligned perpendicularly
to the crystal -axis and measurements were acquired at a series
of 64 reference positions spaced 0.25 mm apart along the -di-
rection. At each position, 6400 full-energy, all-dies events were
registered in order to obtain a first subset, hereafter referred as
the -subset. Subsequently, the fan beamwas rotated by 90 and
the -subset was acquired using a similar procedure.
The light distributions of the events acquired with both of

the irradiation methods were normalized to the sum of all pixel
values before further processing and analysis.

C. Data Processing and Analysis

Position Estimation: Four position estimation methods were
used in this study, all based on the -NN algorithm. Two estab-
lished methods using reference dataset acquired with a pencil-
beam irradiation were used as a benchmark for the methods
based on fan-beam calibration [23]:
i) Standard -NN (Max 2D). This method calculates the Eu-
clidean distance of the light distribution of the unknown
event to those of all the events in the reference dataset.
The reference events having the smallest distances
(nearest neighbors) are selected and a 2D histogram of
their ( , ) irradiation coordinates is subsequently made.
The position of the unknown events is estimated as the
position of the 2D histogram for which there is the max-
imum number of entries. In case of multiple maxima,
one of them is selected randomly.

ii) Smoothed -NN (Smoothed 2D). This method is similar
to the standard one but a moving average filter is used
to smooth the 2D histogram of the coordinates of the
nearest neighbors before locating the maximum. The

filter is a square filter which is cropped at crystal
edges when necessary. In this work ; therefore in
the Smoothed 2D histogram each bin is the average of an
area of 25 bins of the original histogram, except at the
crystal borders.

The two methods based on a fan-beam irradiation are:
iii) Standard -NN 1D (Max 1D). To determine , this

method calculates the Euclidean distance between the
light distribution of the unknown event and those of all
events contained in the -subset. The events having
the most similar light distributions are selected and a 1D
histogram of their coordinates is made. The coordi-
nate of the unknown event is estimated as the position
in the histogram that has the most entries. In case of
multiple maxima, one of them is selected at random. The
procedure is then repeated to estimate the coordinate
using the -subset.

iv) Smoothed -NN 1D (Smoothed 1D). The position esti-
mation is performed similarly as for the 1D Max method,
except that the 1D histograms are smoothed with a
moving average filter that is bins wide. When the filter
approaches the edges of the histogram, its dimensions
are reduced on the edge side. In this work, .

For both crystals, the entire dataset acquired with the pencil
beam (250 events per grid position) was used as a test set and
the positions of all events were estimated using the four different
methods.
For the Max 2D and the Smoothed 2D algorithms, part of

the same pencil-beam dataset was used as reference set, namely
100 fixed events per position. Whenever the positions of events
belonging to the reference set were estimated, the leave-one-out
method described in [24] was applied, whereas in all other cases
the entire reference set was used.
For the Max 1D and the Smoothed 1D algorithms, the - and
-subsets acquired with the fan beam, containing 6400 events
per position, were used as reference set. Each subset, therefore,
had the same number of events included in the pencil-beam ref-
erence dataset.
Since the fan beam is obtained by mechanical collimation of

a point source, the crystal is not irradiated truly perpendicularly
and uniformly along the entire length of the irradiated line. The
uniformity of the acquired reference events along this line is
additionally compromised by the increased escape probability
of the scattered photon following a Compton interaction in the
neighborhood of a crystal edge. To verify the influence of these
effects, theMax 1D and the Smoothed 1D algorithms were addi-
tionally tested with an idealized 1D reference dataset containing
perpendicularly incident events distributed uniformly along the
irradiated line. This idealized fan-beam dataset is constructed
from the pencil-beam dataset used as a reference for the 2D po-
sition estimation methods by alternately grouping together all
events with the same or position on the grid. These exper-
iments are referred to as Max and Smoothed ,
respectively.
For all methods, the position estimation was performed se-

lecting the 100 closest matches ( ) for building the 1D
or 2D histograms of the nearest neighbors. Both the number of
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reference events and the number of closest matches were opti-
mized in order to approach the best achievable results without
excessively increasing the reference dataset.
Misalignment Correction: Before each measurement, a pro-

cedure based on count rate profiles was performed to align the
collimator and the detector under test. The alignment proce-
dure defines a coordinate system using the edges of the crystal
as a reference. However, small differences in the alignments
performed for different measurements (in the order of

mm) cannot be avoided completely. If the coordinate sys-
tems used to acquire test and reference events are not perfectly
aligned, this may result in a bias when the accuracy of the posi-
tion estimation is checked.
In this work, no bias is expected for the 2D and the

methods, since the test and reference events are acquired during
the same measurement. However, for the Max 1D and the
Smoothed 1D methods the test events and reference events are
acquired separately. Therefore, a procedure was developed to
compare the alignment of the coordinate system used during
fan-beam irradiation with the coordinate system used during
pencil-beam irradiation and, if necessary, to correct for their
differences. This procedure is described in Appendix A.
Spatial Resolution: Detector point spread functions (PSFs)

were determined as the normalized 2D histograms of the dif-
ferences between the estimated positions of the test events and
their true irradiation coordinates. The measures that are used for
the and spatial resolution are the full width at half maximum
(FWHM) and the full width at tenth maximum (FWTM) of the
corresponding cross-sections of the PSF through its maximum.
For each of the two detectors, in combination with each of the

six position estimation methods, the whole-detector PSF (con-
taining the errors of all test events acquired over the entire de-
tector surface) was built. The overall spatial resolutions were
then estimated by interpolating the PSF cross-sections with a
1D cubic spline. For theMax 1D and the Smoothed 1Dmethods,
the PSFs were built after applying the misalignment correction
described in Appendix A.
In previous research, it has been shown that the spatial res-

olution of monolithic scintillator detectors depends on the po-
sition of interaction and usually degrades towards the edges of
the crystal [11], [14], [24]. This problem was investigated for
fan-beam calibration and compared with a standard position es-
timation method. To this end, a detailed analysis of small re-
gions of the crystals was performed for both detectors, consid-
ering only the Smoothed 1D and the Smoothed 2D methods.
Specifically, the front surface of the crystals was divided into six
different regions, shown in Fig. 4, and for each region a separate
PSF was built. The regional FWHM and FWTM were then cal-
culated and used to compare the different calibration methods.
Bias: For both crystals, the bias in the position estimation

obtained with the Smoothed 1D and the Smoothed 2D methods
were analyzed. This study was performed using a method sim-
ilar to the one described in [11], [14]. For each irradiation posi-
tion , the bias vector was calculated as the mean error
of the estimated positions:

(1)

Fig. 4. The different regions defined to study the variation of the spatial res-
olution and bias across the detector area. The center region is mm mm
wide and the edge regions are defined as the 2 mm borders on each side of the
crystal. The intermediate region is the area not covered by the center and edge
regions.

where is the mth test event acquired at position
( and being the row and column indexes

of the grid), is its estimated position and is
the number of events per positions.
No further selection was made on the estimated events, so, for

each point, . The crystal surface was divided in areas
mm mm wide, each containing four irradiation points,

and the average bias vector was calculated for each of them. The
vector magnitudes were calculated as their Euclidean norm.

III. RESULTS AND DISCUSSION

A. Calibration Time

The coincidence event rate measured during fan-beam irradi-
ation equals Hz for the 10mm thick crystal and Hz
for the 20 mm thick one. In both cases this is times higher
than the coincidence event rate registered with the pencil beam,
as expected from the ratio of the different irradiated areas. Since
the - and -subsets acquired with the fan beam contain the
same number of events as the pencil-beam reference set (see
Section II-B), the fan-beam calibration procedure is times
faster for mm mm crystals. It has to be emphasized that
the same point source was used for both measurements and only
the paired collimators were changed. The measurement time
needed to acquire the total fan-beam dataset was hours for
the thinner crystal and hours for the thicker one.

B. Spatial Resolution

The overall spatial resolutions obtained with the six different
position estimation methods (see Section II-C) are reported in
Table I and Table II for the mm mm mm and
the mm mm mm crystal, respectively. Using the
fan-beam (Smoothed 1D) method, a FWHM of mm and
a FWTM of mm were obtained with the thinner crystal
in both the and directions. With the 20 mm thick crystal,
the fan-beam method resulted in a FWHM of mm and a
FWTM of mm.
For both detectors, the results were practically the same as

those obtained with the pencil-beam (Smoothed 2D) method.
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TABLE I
OVERALL SPATIAL RESOLUTIONS OBTAINED WITH THE POSITION ESTIMATION
METHODS DESCRIBED IN SECTION II-C) FOR THE mm mm mm

CRYSTAL

TABLE II
OVERALL SPATIAL RESOLUTIONS OBTAINED WITH THE POSITION ESTIMATION
METHODS DESCRIBED IN SECTION II-C) FOR THE mm mm mm

CRYSTAL

Moreover, the smoothing procedure appears to significantly
improve the positioning accuracy compared to the Max 1D
method, similar to what was found for the corresponding 2D
algorithms [23].
The results obtained with the Max and Smoothed

datasets (see Section II-C) are essentially equal to those
achieved using the corresponding datasets obtained with theme-
chanically collimated fan beam (Max 1D and Smoothed 1D, re-
spectively). This indicates that a reference dataset acquired with
a realistic fan beam performs similarly well as a dataset acquired
under idealized conditions, i.e. with all reference events incident
perpendicularly to the crystal and distributed uniformly along
the irradiated line.
The FWHM and FWTM values obtained from the regional

PSFs are given in Table III and Table IV for the 10 mm and
20 mm thick crystals, respectively. For the thinner crystal, the
Smoothed 1D method yields FWHM values comparable to the
Smoothed 2D method in almost all cases. Only in the edge re-
gions slightly worse FWHM values are found for the coordinate
perpendicular to the edge considered. In most of the crystal re-
gions, the 1D method furthermore yields slightly ( mm
mm) higher values of the FWTM. However, the differences

are small and the two methods can be assumed to be substan-
tially equivalent.
The FWHM values obtained in the edge regions of the 20 mm

thick crystal show similar trends as in the 10 mm thick one. As
for the FWTM values, their comparison becomes more difficult
for this detector, since the PSFs are wider and therefore suffer
from statistical fluctuations on their tails. However, a trend for
slightly higher FWTM values for the 1D position estimation

method can again be noticed, which in any case does not sub-
stantially deteriorate the positioning performance.
The actual shapes of the PSFs obtained with 1D and 2D po-

sition estimation are also found to be practically equivalent. As
an example, a comparison of the cross-sections in the -direc-
tion of the PSFs obtained in four selected regions are shown in
Fig. 5 for the 10 mm thick crystal and in Fig. 6 for the 20 mm
thick one. These findings demonstrate that the new 1D position
estimation procedure based on calibration data acquired with a
fan beam can achieve results similarly good as the method using
pencil-beam calibration data.
The results obtained here with a mm mm mm

LSO:Ce,0.2%Ca crystal mounted on a DPC-3200-22-44 array
are similar to the best values reported in literature for mm
thick crystals. Seifert et al., for example, in [11] characterized
a detectors similar to the one presented in this work, which
was based on a mm mm mm LSO:Ce,0.2%Ca
crystal coupled to DPC-6400-22-44 array. Also for that detector
the FWHM obtained in the center region of the crystal was
a little smaller than 1 mm FWHM, while the FWTM was
mm. Averaged over the entire mm mm mm

crystal, a FWHM of mm and a FWTM of mm
were achieved. The slightly higher average values obtained in
the present work can be attributed to the increased influence of
the intermediate and edge regions in a detector with a smaller
surface area. Cabello et al. [12] reported a spatial resolution of

mm FWHM and mm FWTM for a detector based
on a mm mm mm LYSO crystal and a pixels
analog SiPM array. These excellent results may have been due
to the small photosensor pixel size of mm mm, which
enables a very fine sampling of the light distribution. Ling et al.
[17] achieved a spatial resolution of mm FWHM in the
central part of the crystal and mm FWHM in the corners
of the detector for a detector based on a mm mm mm
LYSO crystal and a 64-channel flat-panel PMT.
The results obtained with the mm mm mm crystal

are considered highly promising since, to our knowledge, this is
the first time a FWHM better than 2 mm is achieved with a
mm thick monolithic crystal with back-side readout (BSR).

So far, this had only been demonstrated with monolithic scintil-
lator detectors employing double-side readout (DSR) [24]. Pre-
viously, the thickest detector having single-side readout which
demonstrated a FWHM resolution mm was the one de-
scribed by Li et al., in [10], which was based on a mm
mm mm LYSO crystal and a 64-channel flat-panel PMT

and had a spatial resolution of mm FWHM.
Still, the PSFs obtained for the 20 mm thick detector pre-

sented in this paper show long tails, which determine the value
of mm for the FWTMs. The tails probably have two causes.
The first refers to events for which the gamma-ray undergoes a
Compton interaction and is subsequently absorbed in a position
distant from the original line of irradiation. Due to the crystal
thickness, this distance can be significant in the - and - di-
rections even for relatively small scattering angles. The second
reason refers to the aspect-ratio of the crystal, which is rather
high compared to its width. This crystal shape determines that
the cone of direct light (i.e. the photons having an angle of in-
cidence with the photosensors surface smaller than the critical
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TABLE III
FWHM AND FWTH VALUES OF REGIONAL PSFS IN THE REGIONS INDICATED IN FIG. 4 FOR THE mm mm mm CRYSTAL. THE SMOOTHED 1D AND

SMOOTHED 2D K-NN POSITION ESTIMATION ALGORITHMS WERE USED

TABLE IV
FWHM AND FWTH VALUES OF REGIONAL PSFS IN THE REGIONS INDICATED IN FIG. 4 FOR THE mm mm mm CRYSTAL. THE SMOOTHED 1D AND

SMOOTHED 2D K-NN POSITION ESTIMATION ALGORITHMS WERE USED

Fig. 5. Cross-sections in the -direction through the maximum of the regional
PSFs obtained with the 1D (black) and 2D (cyan) Smoothed -NN methods for
the 10 mm thick crystal. From left to right, top to bottom, they correspond to
the left-edge region, top-edge region, central region, and intermediate region.

angle) created by events taking place in the top part of the crystal
is distorted and truncated by reflections on the side surfaces of
the crystal. Therefore, the change of the light distribution with
position, which determines the lower bound on the variance on

Fig. 6. Cross-sections in the -direction through the maximum of the regional
PSFs obtained with the 1D (black) and 2D (cyan) Smoothed -NN methods for
the 20 mm thick crystal. From left to right, top to bottom, they correspond to
the left-edge region, top-edge region, central region, and intermediate region.

the estimated interaction coordinates [29], [30], becomes worse
compared to the situation in a crystal with lower aspect ratio,
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where at least one side of the direct light distribution is never
truncated. The FWTM values could therefore improve signifi-
cantly in lower-aspect-ratio crystals.
Looking at the regional PSF of both detectors, it is possible to

notice a worsening in the spatial resolution in the edge regions
of the crystal compared to the resolution observed in the cen-
tral region. This deterioration, which happens for both recon-
struction methods, is limited to the coordinate perpendicular to
the considered edge and is consistent with previous results [10],
[11], [14], [25]. A detailed discussion about the causes under-
lying this phenomenon can be found in [14].

C. Bias

The plots of the bias vectors , calculated as described
in Section II-C) for the Smoothed 1D and the Smoothed 2D
methods applied to the 10 mm thick crystal, are shown in Fig. 7.
No considerable differences are observed. Only the regions near
the corners show a slightly ( mm) higher bias towards the
center for the Smoothed 1D method. Both of the position esti-
mation methods reach remarkable results; except for the border
regions (distance mm from the edges) the bias is always
smaller than 0.5 mm.
For the 20 mm thick crystal (Fig. 8) the bias is mm

in the center and intermediate regions for both position estima-
tion methods. The bias becomes more pronounced in the edge
regions, where it is between 1 mm and 2 mm, and in the cor-
ners, where it can reach almost 4 mm. Also for this detector the
Smoothed 1D method shows a slightly higher bias in the cor-
ners. The difference with the Smoothed 2Dmethod is mm
and occurs at distances of less than 2 mm from the corners only.
For this detector, a small difference between the position esti-
mation methods can be noticed in the central region as well; in
this area the 1D positioning method seems to perform slightly
better.
The hypothesis that the increased bias found with the

Smoothed 1D method in the corner regions is due to the
non-uniform distribution of the reference events along the lines
irradiated with the fan beam has been considered and tested.
This non-uniformity is due to the higher escape probability
of the scattered photon following a Compton interaction near
the edges (see also Section II-C). In principle this could result
in a higher possibility to select events from the central region
during position estimation, especially in the corner regions. To
test this hypothesis, the bias plot was calculated also for the
Smoothed method, which makes use of the reference
dataset acquired for the pencil-beam calibration. Since in this
calibration procedure the irradiation times are adjusted to ac-
quire the same number of full-energy events in each grid point,
the reference dataset used for the Smoothed method
is uniform along each line. However, approximately the same
increased bias in the corners was observed also for this dataset
and therefore the hypothesis is rejected.
The independent estimation of the - and the -coordinates in

the Smoothed 1D method therefore seems a more likely cause
of the increased bias in the corners. In those regions the vari-
ation of light distribution with one of the coordinates probably
is no longer independent of the other coordinate and the corre-
lated estimation of the - and -coordinates by the Smoothed

Fig. 7. Direction and magnitude of the bias vectors obtained with the
Smoothed 1D (a) and the Smoothed 2D (b) position estimation methods for the
10 mm thick crystal. The bias vectors are averaged over an area of mm

mm, i.e. over irradiation positions. The color scale represents the
vector magnitude.

2D method may yield better results. Anyway, the differences
in bias between the different calibration methods are small and
therefore are not expected to change the detector performance
significantly.

IV. CONCLUSIONS

A new method to estimate the position of interaction of
511 keV gamma-photons in monolithic scintillator detectors
was tested experimentally for the first time. This method is
based on a modified (Smoothed 1D) -NN algorithm that
enables efficient acquisition of reference events by means of a
fan beam. The new method was compared to a method based
on pencil-beam irradiation (Smoothed 2D) that has previously
been shown to give good results in 10 mm thick crystals [11],
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Fig. 8. Direction and magnitude of the bias vectors obtained with the
Smoothed 1D (a) and the Smoothed 2D (b) position estimation methods for the
20 mm thick crystal. The bias vectors are averaged over an area of mm

mm, i.e. over irradiation positions. The color scale represents the
vector magnitude.

[14], [23]. The new method was tested using two detectors
based on DPC arrays and LSO:Ce (0.2%Ca) monolithic crys-
tals having dimensions of mm mm mm and
mm mm mm.
With both crystals, the Smoothed 1D method essentially

achieved the same performance as the Smoothed 2D method
with respect to the overall spatial resolution, the spatial res-
olution of selected detector regions, and the positioning bias.
With the 10 mm thick crystal, an overall spatial resolution
of mm FWHM and mm FWTM was achieved,
whereas a FWHM of mm and a FWTM of mm were
obtained with the 20 mm thick crystal.

The new calibration method proved to be more than one order
of magnitude faster than the previous one using the same point
source. Moreover, a fan beam similar to the one used in this
experiment could be obtained with a collimated line source. A
line source can be produced with a total activity much higher
than a point source since the radioactive volume is larger at the
same source diameter. Therefore, if necessary, detector calibra-
tion could be made even faster if line sources were employed.
The fan-beam method reduces the complexity of the cali-

bration procedure considerably. With a pencil beam the total
number of reference positions is , whereas with a
fan beam it equals only, where is the number
of reference positions along one crystal axis. This is particu-
larly important when implementing a procedure for acquiring
the reference events in an assembled PET scanner. Using mul-
tiple line-sources in combination with mechanical and/or elec-
tronic collimation, irradiation condition similar to those used in
this work could be obtained in a PET ring in order to simulta-
neously calibrate all the detectors. Calibration of a full scanner
with pencil beams, instead, would be a much more complex and
time consuming task.
In conclusion, the new calibration method may enable the ac-

quisition of reference datasets in a reasonable time period also in
a clinical environment. Thus, fan-beam calibration could elimi-
nate the calibration problems that have so far hampered the ap-
plication of monolithic detectors in clinical PET systems. The
actual implementation of such a procedure will require further
investigations, e.g. to determine the optimum number of sources
and the geometry needed to simultaneously calibrate all the de-
tectors.

APPENDIX
APPENDIX A: MISALIGNMENT CORRECTION

In this experiment, the coordinate systems defined during
the pencil-beam irradiation and the fan-beam irradiation could
be slightly misaligned. Therefore, to correctly determine the
error in the interaction positions estimated with the Max 1D
and Smoothed 1D methods,. the irradiation positions of the
reference events, i.e. the possible estimated positions, have to
be determined in the coordinate system of the test events.
Let us define the coordinate system used during the fan-beam

irradiation as and the coordinate system used during
the pencil-beam irradiation as (see Fig. 9). Both of them
are centered approximately in the center of the crystal. The
misalignment between them can be described as a linear co-
ordinate transformation. The corresponding translation vector

and the rotation angle can be determined using the
following assumption. If the calibration and test coordinates are
aligned perfectly, then the -error distributions for two positions
that are located symmetrically with respect to the crystal -axis
should be symmetric with respect to the zero error axis. The
mean value of their summed error distributions should there-
fore be 0. Similar arguments apply in the orthogonal direction.
Therefore, if the crystal is irradiated at a rectangular grid of
positions uniformly distributed over a rectangular region cen-
tered on the crystal center, the mean -error on each grid row,
the mean y-error on each grid column, and, therefore, the total
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Fig. 9. Sketch of the transformation of the coordinate system applied to the
estimated positions of the test events obtained with the fan-beam methods, to
make them consistent with the positions of the pencil-beam irradiation;
is the coordinate system used during the fan-beam irradiation and is the co-
ordinate system used during the pencil-beam irradiation. The red dots represents
the grid positions of the pencil-beam irradiation and the grey square contains the
grid positions selected for the correction.

mean error, should be zero. Even if the reference and test grids
are slightly rotated and/or translated with respect to the crystal
edges, this assumption still holds within good approximation in
the crystal region that is not affected by significant bias (see Sec-
tion II-C) for a definition of bias). Therefore, a potential trans-
lation between the reference and test coordinate systems can be
corrected by imposing:

(2)

where is the mth test event at position ) (
and being the row and column indexes of the grid),

is its estimated position, is the number of events
per positions, and and are the number of grid positions in
the - and -direction, respectively.
Subsequently, a potential rotation can be estimated from

the sum of the -errors on each grid row and of the -errors on
each grid column. The angle can be determined as:

(3)

Previous studies [11], [14] showed that the central region of
monolithic detectors is usually not affected significantly by bias.
Therefore, the events acquired during the pencil-beam irradia-
tion having coordinates and between mm and 4 mm
from the crystal center (in the system of coordinate of the
pencil-beam irradiation) were selected to calculate the correc-
tions for the Max 1D and the Smoothed 1D -NN methods in
both the crystals.

TABLE V
COMPONENTS OF THE TRANSLATION VECTOR AND ROTATION
ANGLE NECESSARY TO ALIGN THE COORDINATE SYSTEMS USED DURING

THE PENCIL-BEAM SAN AND THE FAN-BEAM SCAN

The components of the translation vector and the
rotation angle necessary to align the coordinate systems of the
fan-beam scans to the coordinate systems of the pencil-beam
scans are given in Table V for both of the 1D methods. For both
crystals the values obtained with the two different algorithms
are consistent.
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