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Abstract

The main challenge of radiotherapy, used for treating cancer, is to deposit the prescribed dose in the tumor
volume while sparing the surrounding tissue. The depth-dose distribution of protons makes proton therapy
an alternative to conventional radiotherapy for some tumor sites. Having a better knowledge of the proton
radiobiological mechanisms can potentially improve the effectiveness of radiotherapy treatments.

Holland Proton Therapy Center (HPTC) is one of the three Dutch proton therapy center. One of the purposes
of its dedicated experimental beamline is to perform radiobiological experiments. In order to conduct all the
different types of pre-clinical experiments, the beamline has to be equipped to provide large field irradiation
with precise dose characterization. Moreover, having a reliable Monte Carlo (MC) model of the system allows
to perform in silico verification of the beamline design and contribute to its optimization. In this context, the
two main goals of this master thesis project were: to implement a dual ring scattering system in the experi-
mental room of HPTC to produce homogeneous fields of different sizes; to create a MC model of the HPTC
passive scattering beamline able to reproduce the experimental setup.

A dual-ring double scattering system was implemented in the HPTC horizontal beamline, starting from a sin-
gle pencil beam at 150 MeV. The resulting passive irradiation fields were characterized by measuring and an-
alyzing the lateral beam profiles, the depth-dose distributions and the relative dose at target position. More-
over, the beam characteristics and the setup were implemented in the TOPAS MC code. The beam source
parameters, used as input of the MC model, were found by comparing the experimental and simulated beam
envelope and depth-dose distributions of the pencil beam. Then, the complete scattering system model was
benchmarked with experimental data by evaluating the lateral profiles, Bragg curves and dose distributions.

The results show that the implemented double passive scattering system can achieve dose uniformity be-
tween 96% and 99% for field sizes between 4 x 4cm2 and 20 x 20 cm2 for a 150 MeV proton beam. Moreover,
using a collimator with a 5 x 5 cm2 aperture, uniformity of at least 97% in the different Bragg peak regions
is achieved. A good uniformity is also obtained for beam energies in the range 115 MeV-150 MeV, showing
the robustness of the setup. Furthermore, the range of the proton beams passing through the beam-shaping
elements, as well as the energy arriving to target, was studied. Moreover, with a ridge filter modulator, Spread-
Out Bragg peaks (SOBPs) were obtained with a width up to 3,4cm and a uniformity of 98,5 %.

The MC model produced in TOPAS was first benchmarked against a 150MeV proton beam in air. Secondly,
the experimental data of the large fields were compared with the simulated ones. The simulation of depth-
dose distributions and lateral beam profiles agreed with the experimental data. Furthermore, the model was
used to estimate the number of initial protons required to achieve an experimental dose and to estimate the
location of the Bragg peaks.

All in all, the dual-ring passive scattering setup has been successfully implemented and is ready to be used to
perform radiobiological experiments. Also, the TOPAS MC model can be used to assist in the preparation of
these experiments and to further optimize the beamline design.
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Introduction

According to the World Health Organization (WHO), nowadays about 1 in 6 deaths is caused by cancer [31].
Radiotherapy is used in more than 50 % of those patients [41], delivering high doses of radiation to kill cancer
cells and shrink tumors causing DNA damage. The main challenge of radiotherapy is to distribute the dose
in such a way that the target volume receives the 100% of the dose while the nearby healthy tissue is spared.
However, this cannot be achieved because of the dose deposition in the surrounding tissues.

Currently, conventional radiotherapy treatment is based on indirectly ionizing photons, mainly X-rays in the
energy range of 4 – 25 MeV. However, the use of ions for deep-seated tumors was explored in the 50’s, show-
ing already in 1946 a good potential of protons. The main rationale for using charged particles in radiation
therapy lies in the profile of their dose deposition along a tissue depth (see Figure 1): the more the protons
slow down, the higher the energy transfer to tissue. This translates into the presence of a plateau region at the
entrance with relatively low dose, and a high-dose region at the end of the particle range, called Bragg peak.
Figure 1 illustrates the advantage of using protons with respect to photons for deep-seated tumor: the latter
will, in fact, deposit their energy mainly in the entrance channel delivering extra dose in the surrounding
tissues. On the contrary, by changing the initial kinetic energy of the proton beam the Bragg peak position
can be adjusted delivering the maximum dose in the tumor. Moreover, the energy modulation of the Bragg
peak (Spread-Out Bragg peak) allows a dose distribution over the entire volume. Radiotherapy can therefore
benefit from the proton behavior to improve the dose conformity to maximize the prescribed dose received
by the tumor while sparing the surrounding tissue [33, 40].

Figure 1: Comparison of relative depth-dose distributions of photons and protons. Figure taken from Mitin and Zietman [28].

The first proton therapy treatment was delivered in 1954 in the Berkeley Radiation Laboratory, a facility de-
signed for physics experiments [33]. Nevertheless, proton therapy centers started to spread around the world
only at the end of the 20th century. Nowadays, there are 104 centers around the world which have treated
almost 220000 patients. In the Netherlands, there are 3 proton therapy facilities in operation [17].

Holland Proton Therapy Center (HPTC) is one of the Dutch proton therapy centers located in Delft, South of
Holland. It started the first patient treatment in 2018. The facility focuses on clinical treatment, clinical and
pre-clinical research. The main goal of the research program of HPTC is to show the added value of using
protons, to apply research-driven proton therapy to patients and to contribute to the development of next
generation particle therapy broadening the application of this treatment for different tumors indication. In
order to achieve this, a better and deeper knowledge of the radiobiological mechanisms caused by protons
needs to be acquired. For this reason, dedicated experimental rooms are key to perform pre-clinical research
on this topic.

ix



x 0. Introduction

Figure 2: Scheme of the cyclotron transporting the proton beam into the four rooms in the HollandPTC: the experimental room, the two
treatment rooms (Gantry I and Gantry II) and the eye treatment room (ETR). (Courtesy of Varian).

HPTC is a Varian center, where the cyclotron serves 4 different rooms: two clinical gantries, one eye treatment
room and one experimental room (Figure 2). The purpose of the experimental beamline is to perform both
physics and radiobiological experiments, including animal irradiations. In order to conduct all the different
types of pre-clinical experiments, the beamline has to be equipped to provide large field irradiation with pre-
cise dose characterization [46]. The first goal of this work was to implement a passive scattering system in
the experimental room of HPTC to produce homogeneous fields of different sizes for various applications.
The focus of this work was to optimize the passive system for a mono-energetic 150 MeV proton beam able
to:

• Irradiate a field of at least 10 x 10 cm2 with a lateral uniformity higher than 97%.

• Achieve SOBPs with a modulation width of at least 3 cm and uniformity higher than 98%.

• Conform the lateral spread using collimators obtaining a homogeneous lateral dose with a defined
penumbra.

• Have a flexible, robust and reproducible beamline for different applications.

The experimental design and implementation of the passive scattering system was supported by the use of
Monte Carlo (MC) simulations. For this work, TOPAS [35] MC code (Geant4 toolkit [1]) was used to assist in
the setup preparation, to evaluate and optimize the beamline elements, and to perform in silico verification
of nozzle design [18]. As first, the pencil beam characteristics were simulated and benchmarked against ex-
perimental data. Those simulations provided the main starting point to create the passive scattering model.
The second main goal of this project was, therefore, to build a MC simulation of the HPTC passive scatter-
ing beamline able to reproduce the experimental setup.

This work is divided in five chapters. Chapter 1 provides a research background with an introduction to
the physical and biological properties of protons. Moreover, it introduces the passive scattering technique,
the MC method and its implementation using TOPAS. In Chapter 2, the literature study to obtain a broad
overview of the reported techniques to model and benchmark the MC simulation of passive scattering sys-
tem and to select an approach for this work is reviewed. In Chapter 3, the materials and methods employed
throughout the project are explained. In this part, a description of the passive beamline elements and the
settings required to perform TOPAS simulations is included, together with a detailed explanation of how the
experiments and simulations were carried out. In Chapter 4, results and discussions are presented. In the
first part, the results on the pencil beam simulations are shown. In the second part, the passive scattering
system design is presented, and the result of the beam homogeneous dose deposition is illustrated. Finally,
the comparison of the MC simulation of the scattering system with the measurements is performed. In Chap-
ter 5, conclusions on the research work and future prospects are discussed.



1
Theoretical Background

This chapter introduces the research background which constitutes the basis of the project. Section 1.1. intro-
duces proton therapy and why its use is spreading. Section 1.2 summarizes the basic interactions of protons
with matter. Section 1.3 discusses beam line design and its main approaches. Finally, Sections 1.4 and 1.5
focus on Monte Carlo simulations and most specifically on TOPAS [35].

1.1. Physical Aspects of Radiotherapy with Proton Beams
The design of a passive scattering beamline requires understanding the interactions of proton with matter
in the therapeutic range (70-250 MeV). In this range, protons undergo two main interaction processes when
traversing a medium: electromagnetic and nuclear interactions. Electromagnetic interactions include both
the stopping (Section 1.1.1) and scattering (Section 1.1.2) of protons. Nuclear interactions (Section 1.1.3) are
non-elastic collisions where the proton enters the nucleus and knocks out one or more constituent protons,
neutrons, or light nucleon clusters.

1.1.1. Energy deposition in matter: Bethe-Bloch formulation
Incident protons collide with atomic electrons and produce ionization and excitations, losing kinetic energy
that is then transferred to the atom. These inelastic collisions are the main cause for the energy deposition in
a given volume by the primary beam, i.e. the dose [38]. The rate of energy loss increases as the proton slows
down: a proton loses more energy the longer it interacts with the electron. This effect marks the Bragg peak
appearance at the end of the range.

The theory of the stopping power describes the rate of energy loss in matter of a charged particle. Bethe and
Bloch developed in 1933 a formula to describe this effect [40, 41]:

S

ρ
=−dE

d x
=

4πe4Zt Z 2
p

me v2

[
ln

2me v2

I
− ln

(
1−β2)−β2 − C

Zt
− δ

2

]
(1.1)

The stopping power S is divided by the density of the absorber material ρ to express the energy loss rate in-
dependently of the mass. Zt and Zp correspond to the target and projectile mass number; me and e are the
mass of the charge and electron, respectively. β = v/c, where v is the projectile velocity. C and δ are cor-
rection terms for relativistic and quantum mechanics effects and need to be accounted for when calculating
the energy loss for very high or very low energies [30]. In the radiotherapy energy regime (70-250 MeV), the
corrections can be ignored. Finally, I is the mean excitation energy of the target material. It is defined as the
“minimum energy than can be transferred on average to a target atom in a Coulomb interaction between the
charged particle and an orbital electron” [24]. This value is a parameter that needs to be adjusted because it
cannot be calculated accurately using theoretical models. It is usually computed by fitting measured range-
energy values [33]. This creates uncertainties in the energy loss computation.

From the model above, the following information about the energy loss process is extracted [30]:

• It is inversely proportional to the square of its velocity (1/v2), which means that the rate of energy loss
increases as the proton slows down.
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2 1. Theoretical Background

• It is proportional to the density of electrons in the target, i.e. higher electron density means more
Coulomb interactions.

• It depends on I , which at the same time depends on Zt . However, the dependence is through the I−1

logarithm, so its effect is small.

Figure 1.1 shows the solution of the Bethe-Bloch formula in water for different projectiles [40]. As the projec-
tile Z gets higher, the maximum energy transfer occurs at a higher energy. Also, as the particle kinetic energy
decreases, the energy loss increases.

Figure 1.1: Solution of the Bethe-Bloch formula for different projectiles in water target. LET corresponds to the linear energy transfer
(ratio of the energy lost by the particle, between points x and d x, divided by the path element d x), which is approximated as the material’s
stopping power. Figure taken from Rovituso [40] as a courtesy of U. Weber, GSI, Darmstadt.

Furthermore, the range of a charged particle is known as the “mean range”. It is defined as the depth in a
medium, or total path length of a trajectory, that a charged particle with a kinetic energy E needs to traverse
before it comes to rest [30]:

R(E) =
∫ E

0

(
dE ′

d x

)−1

dE ′ (1.2)

where −dE/d x stands for the stopping power. Although the energy loss as a function of the penetration depth
is a single value, the Bragg peak of a monoenergetic beam, i.e. pristine Bragg peak, is not sharp. This is be-
cause the energy loss is the result of many interaction that are affected by statistical fluctuation. This results
in a broadening of the peak, which is referred to as “energy straggling” or “range straggling”. This means that
particles with the same initial energy have slightly different ranges.

Finally, the dose deposited in a tissue is the most important quantity in radiotherapy applications [41]. The
ICRU defines it as the “mean energy dE deposited by ionizing radiation in a mass element dm”, in J

kg :

D = dE

dm
(1.3)

1.1.2. Lateral beam spread: Multiple Coulomb Scattering
The lateral beam spread is caused by the elastic Coulomb interactions between protons with the target nuclei.
These interactions are referred to as “Multiple Coulomb interactions” (MCS) and cause the protons to deflect
from the beam axis when multiple interactions occur. This effect is fundamental in proton therapy because,
first, it influences the beam lateral penumbra. Second, MCS is the key to the functioning of passive scattering
scattering systems, which use scatterers to achieve a large and homogeneous beam.

The challenges behind creating a theory describing the MCS are twofold [33]: first, to predict the exact form
of the MCS angular distributions; second, to predict the width of the MCS distribution as a function of the en-
ergy and the material properties. Molière’s theory [29] was developed in 1948 and it reproduces well the form
of the angular distribution of MCS. This theory approximates the angular distribution as a Gaussian function
(this is accepted for radiotherapy purposes [33] and a single scattering tail. The Gaussian core approximates
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the form of 98% of the scattered protons. This approximation comes from the Central Limit Theorem, accord-
ing to which the distribution of the sum of many small deflections tends to a Gaussian. However, around 2%
of the protons corresponding to large single scatters in the target cannot be approximated by the Gaussian
core. This case is better described by the Rutherford’s law [15].

The standard deviation of the angular distribution of the MCS presented by Molière can be approximated, for
a small scattering angle, by a Gaussian function using the Highland formula (1975):

θ0 = 14.1MeV

pv
z

√
L

LR

[
1+ 1

9
log10

(
L

LR

)]
rad (1.4)

Where L and Lr ad are the thickness and radiation length of the target material, respectively. Lr ad can be
found in tables for many materials [30]. Lr ad is inversely proportional to the Z of the target, which showcases
the importance of scatterer material on beam spreading: a high-Z material will scatter with a larger angle
than a low-Z material, for equivalent thicknesses. Concerning the projectile, p is the projectile momentum
and v its speed. z is the charge of the projectile. Highland’s formula, therefore, shows the dependence of the
scattering angle with the proton energy and the scattering material.

1.1.3. Nuclear interactions
Nuclear interactions are less common than electromagnetic ones but need to be accounted for as well. They
are non-elastic collisions in which the protons collide with the nucleus and release secondary particles, such
as protons, neutrons, gamma-rays, recoiling residual nucleus and heavy fragments, in motion. The protons
need to have enough energy to overcome the Coulomb barrier of the nucleus, which depends on the atomic
number of the target atoms.

Nuclear interactions in the therapeutic energy range cause a small decrease in the deposited dose by primary
protons because they are removed from the beam. Figure 1.2 shows how this effect by the nuclear reactions
from the entrance to near the range end. This is compensated by the liberation of secondary particles, typi-
cally with large angle scatter and short range, that deposit their energy further down the beam [15, 33].

Secondary neutrons produced by nuclear interactions are very penetrating in tissue. There are reports that
secondary neutrons might increase the risk of secondary cancers or late effects in patients [41]. However, the
secondary particles produced due to nuclear interactions typically scatter with large angles from the beam
axis, as opposed to primary protons. This means that if the beam-shaping element is placed far away from
the target, the secondaries might clear out from the beam before entering it [33]. Additionally, in a passive
scattering system with beam-shaping elements in the way, the nuclear interactions with the material also
result in secondary neutron production which might reach both the target and the exterior.

Figure 1.2: Proton fluence φ in relative units from a broad beam of protons remaining as a function of depth z, in water. The nuclear
reaction causes the loss of protons from entrance to near the end of range, while the end-of-range losses are caused by ions rapidly losing
energy and being absorbed by the water. Figure taken from Gottschalk [15].
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1.2. Biology of Therapeutic Proton Beams
The goal of proton therapy is to eradicate malignant cells while maintaining the normal tissue complications
as low as possible. It is widely accepted that the critical target molecule in cancerous cells of ionizing radia-
tion is deoxyribonucleic acid (DNA).

The DNA molecule contains genetic information and is composed of two condensed strands that coil around
each other. DNA has multiple ways to repair itself from radiation; however, the damage on this molecule is
directly related to cell death. The three main mechanisms of DNA radiation damage are: single strand break,
double strand break (DSB) and loss of a base [40]. Figure 1.3 depicts these mechanisms.

The number of DSB usually increases linearly with dose. However, the effect of radiation induced damage
not only depends on the deposited dose but also on the spatial distribution of the energy deposition. The
proton dose deposition is governed by the stopping power, which is equivalent to the Linear Energy Transfer
(LET). LET is defined as the energy released per micrometer [23]. Protons have a low dose deposition at the
Bragg peak entrance, which translates into a lower LET. Then, they undergo a rapid LET increase at the range
end, where most of the dose is deposited. Therefore, protons are considered as high-LET radiation because
they have a high-density energy deposition along their tracks. Thus, the probability of correlated nearby DNA
damages, such as SDB and DDB, is higher [41].

Figure 1.3: DNA molecule and the main radiation
induced damage mechanisms: single-strand break,
double-strand break and base loss. Both DNA strands
are connected by hydrogen bounds between compati-
ble bases. Figure taken from Rovituso [40].

Protons interact with atoms or molecules in the medium
through Coulomb interactions. These events liberate elec-
trons that further interact with the medium and scat-
ter elastic or inelastically. When the interaction is in-
elastic, there is energy deposition. If the electron is
at the end of its electron track, the energy is lower
than 50 eV and this event causes an excitation. If
the energy is higher, ionization dominates, liberating
more electrons. The reason why there is a high den-
sity of ionization events is that the mean free path of
electrons in water is of few nanometers. Since the
opposite DNA strands distance 2 nm, the probabil-
ity of high local damage in the form of DSB occur-
ring is high [40, 41]. This clustering of radiation dam-
age is assumed to cause the effectiveness of high-LET
radiation [33]. This reduces the cell’s repair ability
[41].

Finally, the Relative Biological Effectiveness (RBE) is used
to compare the biological effectiveness of charged parti-
cles with respect to photons [40]. It is the ratio between the physically absorbed photon dose Dr e f for a
reference radiation of 220 keV for photons, between the physically absorbed ion dose Di on , yielding an equal
biological effect:

RBEisoeffect = Dref

Dion
(1.5)

RBE therefore depends on the cell type and particle type, and it increases for higher LET. In clinical applica-
tions, a constant RBE of 1.1 is assumed for protons [33]. This approximation means that to obtain the same
biological effect, the prescribed dose using photons is 10% higher than the one using protons.

1.3. Basis of Beamline Design
Proton therapy systems aim at depositing a homogeneous dose in a target volume, ensuring both lateral
spread of the beam and uniform dose distribution longitudinally. In these systems, the protons are first ac-
celerated in a cyclotron or synchrotron and then go through an energy selection system and a beam transport
system, which leads them into the treatment or experimental room. The purpose of the beamline, which
starts at the nozzle entrance, is to transport the proton beam to the target volume. Its design is key for achiev-
ing the desired dose distribution, which depends on each specific application.
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The proton beam exiting the nozzle is mono-energetic and its lateral spread is a few millimeters [33]. Achiev-
ing further beam spreading can be done either by means of passive scattering or magnetic beam scanning.
Scanned beams use magnets to deflect and steer the proton beam. Passive scattering techniques, on the
other hand, accomplish the spreading by placing scatterers and range-shifting materials in the beamline.

Nowadays, the use of beam scanning is widely spread in the clinics due to its advantages, such as the fact
that it is not target-specific or that it reduces the amount of material placed in the beamline [41]. However,
this technique has difficult requirements in terms of the technological precision it requires. Therefore, ex-
perimental rooms in proton therapy centers, such as the one in the HPTC, are often equipped with a fixed
horizontal beamline, with single pencil beam. In these cases, it is required to implement a passive scatter-
ing system to be able to uniformly irradiate areas and volumes. The focus of this project is on the passive
scattering technique.

Figure 1.4: Scheme of a passive scattering system. The top row presents the lateral broadening of the beam as it traverses the beam-
shaping elements. The central row includes the beamline elements (scatterers, range modulator and range shifter, collimator and com-
pensator). The lower row showcases the beam broadening in the longitudinal direction. Figure taken from Schardt et al. [41].

1.3.1. Passive scattering technique
There are several designs of the passive scattering system to achieve beam spreading, each suitable for differ-
ent applications. Its main principles and elements are grouped in three: scattering techniques, range mod-
ulation techniques and conforming techniques. Figure 1.4 summarizes the principles of these systems: a
narrow beam with a Gaussian shape traverses a scattering system generating a flat transversal profile; next,
the beam goes through a range modulator and the Bragg peak is spread-out in the longitudinal direction; the
range shifter, collimator and compensator then help conform the spread-out beam to the target volume.

Scattering techniques
Scattering techniques are used to obtain the lateral beam spread. The most basic setup includes placing
a high-Z material flat thin foil, such as lead, in the beamline. This type of material scatters the beam into
a Gaussian profile with a full-width half maximum (FWHM) of a few centimeters, while maintaining a low
energy loss thanks to its reduced thickness. This setup is useful for irradiating small fields requiring a sharp
penumbra. However, its efficiency is low because the homogeneous region remains small due to the Gaussian-
like shape. Therefore, it requires irradiation at high intensities, which produces secondary neutrons. To im-
prove the efficiency and adapt it to other fields, there are more complex scattering systems, such as contoured
scatterers and dual-ring scatterers [33]. These setups are referred to as double scattering systems, since the
second scatterers are used in combination with a first flat scatterer. By optimizing their design, one can guar-
antee constant energy loss and appropriate scattering. Section 3.2.1 further develops on dual-ring scatterers.
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The double scattering system used in this work, further presented in Section 1.4.1. is composed by a single

Figure 1.5: Double scattering technique using dual ring. The beam traverses the first foil and scatters towards the dual ring. Then, the
generated beam profile is a combination of the Gaussian-like profile generated by the inner circle and annulus-shaped produced by the
outer ring.

lead foil and a dual ring scatterer. According to Takada et al [44], this design increases beam transport effi-
ciency by a factor of 3 with respect to single scattering.

The dual ring scatterer has an inner circular region made of lead, i.e. high-Z material, surrounded by Alu-
minum ring, i.e. a lower-Z material. As seen in Section 1.1.2, higher-Z materials scatter with a larger angle
than those with lower Z, for the same material thickness. The inner ring produces a Gaussian-like profile
while the outer ring produces an annulus-shaped profile, as presented in Figure 1.5. To produce a flat profile
in the target region, the thickness of the outer ring is such that its water-equivalent thickness, is equivalent to
that of the inner lead circle.

Range modulation techniques
The spreading of the monoenergetic beam in the longitudinal direction is achieved by means of a range mod-
ulator. Range modulation combines proton beams of different energies and weighted intensities to obtain a
region that is uniform in depth which is referred to as Spread Out Bragg Peak (SOBP) [33] (Figure 1.6). The
dose D at each point of the SOBP can be defined as follows:

D(x, y, z) =∑
i

wi Bi (x, y, z) (1.6)

where Bi (x, y, z) is each Bragg curve and is the weight of each of them.

Figure 1.6: Superposition of pristine Bragg curves of proton beams with different energies and weights to generate a SOBP. Figure taken
from Rath and Sahoo [38].

There are three main techniques to achieve this: energy stacking, employing range modulation wheels (RMW)
and using ridge filters. Energy stacking consists in modifying the energy of the beam entering the nozzle,
changing the energy usually at accelerator level. This technique is barely used because the process of switch-
ing energy layers is very slow. RMW is the most common method used in passive-scattering systems. The
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wheel is composed by steps of different thicknesses and angular widths. The thickness of the step determines
the range of each pristine peak; the width establishes the weight of the peak, i.e. number of protons. The
wheel rotates rapidly so that the steps are irradiated sequentially when the beam is on, constructing a SOBP.
Nevertheless, the passive scattering system presented in this work, as discussed in Section 1.4.1, implements
a ridge filter.

Ridge filters have a more widespread use in experimental rooms because of their simplicity and because they
do not need to be synchronized with the beam, as is the case for the RMW. The ridge filter is a stationary
device composed by a 2D array of pins. The thickness of the pins determines the pristine peak range, while
their width relates to the weight. The main drawback of the ridge filter, compared to the other techniques, is
that a different device is required for each different SOBP modulation width.

Conforming techniques
Conforming techniques include placing elements in the beamline that conform the dose to the target region.
Different elements can be used for this purpose, such as apertures and range compensators. These elements
are target-specific and adjust the irradiated field to the target volume in both the lateral and depth directions,
respectively [41].

According to section 1.1.1, high-Z materials have a higher stopping power which means that less material
is necessary to stop protons hitting the aperture. However, protons might interact with the aperture walls,
as shown in Section 2.2.2, perturbing the dose distribution arriving to the target area. Thus, the thicker the
collimator, the larger the impact on the lateral penumbra because more interactions occur [7]. Moreover, as
mentioned in Section 1.1.3, there is secondary neutron dose production caused by the nuclear interactions
between the proton beam and the high-Z collimator, which may arrive to the target. Various authors ([7, 18])
address this issue by implementing a plastic pre-collimator, with low neutron cross-section, to initially stop
protons and reduce the secondary dose production. This way, the pre-collimator can have a fixed dimension
while the high-Z, thin collimator is adapted for different aperture sizes. Therefore, the passive scattering
system implemented in this work employs a PMMA (low-Z) pre-collimator and a Brass collimator (high-Z).

1.4. Basis of Monte Carlo Simulations
Monte Carlo (MC) simulations is the most accurate and reliable method for simulating particles interaction
[32, 34, 42]. It uses detailed physics models, considering the interactions particle-by-particle and step-by-
step, and taking into account the nature of the particle, the energy regions, and the material [33]. This section
includes a description of the MC principles for particle transport and an overview of the main MC codes.

1.4.1. Monte Carlo particle tracking and handling of secondary particles

Particle transport is a stochastic process in which energy, position and direction of each particle are indepen-
dent random variables, described by probability density distributions. Each particle has a trajectory, which is
called particle history, and it involves the generation of secondary particles through interactions. Using the
MC methods for particle tracking involves generating many particles to obtain an appropriate accuracy. The
tracking process of particle histories simulations starts at a source distribution, from which several events are
sampled. The particles then go through a geometry, having information both about the physical geometry
of the elements and the material composition. Each particle progress is discretized into several independent
small steps. At each step, there is random sampling from one or more relative probability distribution, which
are in accordance with the physics laws. At this point, the next particle interaction is chosen [33]. Figure 1.7
shows a schematic illustration of particle tracking.

To have a computationally affordable technique, not all physics interactions are modeled for charged par-
ticles using MC techniques. Likewise, the step size must be chosen determining the length in which, for
instance, continuous energy loss or scattering angle is assumed [2]. Moreover, the secondary particles gener-
ated through interactions are saved in memory and then might be tracked when the primary particles track-
ing concludes. There is the choice of not tracking all secondary particles to reduce the computational cost.
In these cases, the non-tracked particles deposit their energy locally to ensure energy conservation [33].
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Figure 1.7: Schematic diagram of particle tracking in MC. Each line ending in arrow indicates one step. The particle scatters at different
angles at each step. In the sixth step, a secondary particle is created.

1.4.2. Proton physics definition in Monte Carlo methods
The main appeal of MC simulations comes from how accurately it models the particle physics. This is done
using theoretical models, parametrizations, and experimental cross section data for both nuclear and elec-
tromagnetic interactions [33]. The MC user can define the physics processes contributing to the interactions
of particles in a medium, depending on the application. Nevertheless, the interaction processes modeled in
MC are usually chosen to simulate as similarly as possible the experimental data.

1.4.3. Monte Carlo codes
The user needs to define input parameters when creating a MC simulation. Paganetti et al. [33] enumer-
ated all the elements which need to be specified, including the tracking geometry, the materials that particles
traverse, the physics processes or the detector responses, among others. The freedom of definition of these
elements, however, depends on the MC code being used.

There are many general-purpose MC codes in use in particle therapy, such as MCNPX [27], FLUKA [12],
Geant4 [1] or SHIELD-Hit [4]. Others focus on medical applications, such as VMCPro [13], GATE (Geant4)
and PTSIM (Geant4). These MC programs are either software for which the user writes the input file based
on their program or an assembly of toolkit libraries organized in different functions, from which the user has
to manually program the simulations, such as Geant4 [33]. Furthermore, the codes mainly differ in the pos-
sibilities they provide the user for tracking parameters control, e.g. physics settings, materials.

Developers have tried to find a trade-off between reducing the complexity and ensuring model flexibility.
TOPAS, for instance, is a state-of-the-art platform layered on top of the Geant4 toolkit which allows to simu-
late complex processes and geometries without the need of fully understanding the Geant4 underlying pro-
cesses or writing complex code. TOPAS, which was first developed for proton therapy simulations, can model
any fundamental particle. Nowadays, its applications are extended to other types of ion therapy [11]. In this
case, the simulations are all built with the same code, created, and benchmarked by TOPAS developers for
particle therapy use [35, 45].

1.5. TOPAS
TOPAS [35] is a MC code layered on top of Geant4, which includes and extends the Geant4 Simulation Toolkit.
It aims to model and simulate the interaction of particles with matter while providing a more user-friendly
application for medical physicists. This tool can perform both reliable and repeatable proton simulations.
TOPAS was funded by the National Cancer Institute (NIH) and created by a group of researchers led by Joseph
Perl from three institutions: SLAC National Accelerator Laboratory, Massachusetts General Hospital, and the
University of California.

TOPAS Parameter Control System
The TOPAS parameter control system allows to build different simulations using the same compiled code,

which is built and tested by TOPAS Collaboration. The difference between one simulation and the other relies
on the set of parameter files that the user inputs, which specify the geometry, the particle source, the fields,
motion, scoring, graphical output and physics settings [35]. Figure 1.8 summarizes the functioning of the
parameter control system. Each parameter file consists of a simple text file of one or more lines, which can
include one or more parameter files at the same time. For instance, a TOPAS simulation is run as a command-
line program with the name of the parameter file that includes all the rest.
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Figure 1.8: Overview of the TOPAS parameter control system. TOPAS uses and extends the Geant4 simulation toolkit (green boxes). The
user writes the user parameter file to customize the simulations, which might at the same time include other parameter files. Figure
adapted from Perl et al [35].

Geometry
In a MC simulation of a proton therapy system, the particles propagate through a geometrical structure.

TOPAS has a set of simple geometries available, i.e. box, cylinder, and sphere, which can be combined to
create other more complex structures. Furthermore, users can create any structure appearing in the standard
library of Geant4 for construction of geometry solids. Furthermore, TOPAS gives the possibility to incorpo-
rate any complex component created using the Geant4 ++ geometry library into their model.

Beam source description
MC models applied to proton therapy typically start at the nozzle entrance, i.e. exit window. This means

that the simulation does not include the modeling of the beam line magnets steering the beam before the
exit window, or the cyclotron. Hence, the first step for creating MC models for simulating accurate dose
distributions is to obtain information about the pencil beam at the nozzle entrance. A pencil beam is char-
acterized by both its energy and optical properties [16]. Therefore, the parametrization of the beam at exit
window is usually based on beam energy, energy spread, size and shape of the beam and its angular distri-
bution [14, 32, 34, 42, 52]. TOPAS supports providing a parametrized description of the beam source. This
parametrization is further described in Section 2.1.2

Physics settings
Physics lists include the physics models and processes that are related to particles and are used during the

MC simulation to establish when an interaction occurs. Geant4 offers lists with models for different energy
ranges, particle types and materials [1], which can be modified by the users. Moreover, TOPAS provides a
set of default physics lists, referred as the “TOPAS default modular physics list”, that has been validated both
for simulating clinical proton beams (Perl et al., 2012) and for proton therapy research use [25]. The TOPAS
modular physics list is commonly employed in literature for TOPAS models [35, 37, 42, 45, 48, 49].

There are two parameters that need to be set to control the particle transport during the simulations: the
maximum step size, i.e. maximum length that a particle traverses before a new calculation is done, and the
production range cuts, i.e. limit at which a particle stops being tracked and deposits its energy locally [36]. A
common approach in literature is to use TOPAS default values: production range cuts for all particles set to
0.05 mm and step size automatically selected based on local geometry and physics [35].

Scoring
The goal of performing MC simulations is to obtain outputs that provide useful information to the user con-
cerning a given physical process. For this purpose, there are regions, i.e. surfaces and volumes, which are
used as scoring regions. TOPAS provides many physical quantities which can be scored, such as the dose to
a medium, fluence, surface current or linear energy transfer (LET). Furthermore, it offers the possibility of
implementing filters to the scorers, based on particle type, energy or the origin volume, for instance. More-
over, TOPAS scoring can perform statistical handling, reporting values such as the mean or the statistical
uncertainty of the scored quantity.





2
Literature Study

Having a reliable Monte Carlo (MC) model of a passive scattering system is a useful tool to assist in the exper-
imental setup preparation, to evaluate and optimize the beam line elements, and to perform computational
verification of nozzle design. In this chapter, we perform a literature study in which we provide a broad
overview of the reported techniques to model and benchmark the MC simulations of passive scattering sys-
tems. It is divided into three main sections: analysis of nozzle design methods and how to characterize the
beam entrance; benchmarking techniques used to validate the MC model; conclusions of these findings. This
review constitutes a shorter version of the original study titled "Passive Beam Characterization Using Monte
Carlo Techniques".

2.1. Approaches to Build a Monte Carlo Simulation for Passive Scattering
Systems

This section gives an overview of relevant aspects discussed in literature for building a MC model of a pas-
sive scattering system in the following structure: first, we report how different authors model the beamline
elements with different accuracy; second, we present the parameters characterizing the beam at the nozzle
entrance, their influence on the model, and how they can be found.

2.1.1. Nozzle simulation accuracy
Modeling the nozzle and beam source is essential in MC simulations of a passive scattering proton system.
The nozzle is defined as the set of elements placed in the beamline through which protons are delivered to
the target volume. The system’s manufacturer provides information concerning the geometry and composi-
tion of the beamline elements. The quality of this information, which is not always reliable or available [3, 5],
plays an essential role concerning the precision with which the beam shaping elements are modeled.

Numerous authors perform a detailed model of the nozzle, down to millimeter accuracy following the ven-
dor blueprints [8, 25, 34, 35, 45]. They specify the need to do a posteriori fine-tuning of parameters in their
simulation to match the simulations to the experimental data. Several other authors ([3, 18, 47, 49, 51]) state
that they model the passive beamline elements, but they do not specify how accurately.

Various authors ([5, 32, 49]) model a double scattering system following the manufacturer’s blueprints, report-
ing sub-millimeter accuracy. They report the need to fine-tune the initial properties of the modeled beam.
Both Bednarz et al [5] and Verburg et al [49] report that these uncertainties are caused by material properties,
such as densities and mean ionization potentials of materials composing the beamline elements. Therefore,
an accurate geometrical description of the elements can make the geometrical uncertainties negligible al-
though other sources of uncertainties remain.

Other authors simplify the passive beam elements as much as possible. Beltran et al [6] create a simplification
of the passive system and clinically test it in [22]. Their model consists of a unique lead foil designed to
substitute all the other beamline elements. Following the same line, Yuan et al [52] build a Virtual Machine
Source Model and then clinically test it in [53]. They state that the correctness of a model is based on whether
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the simulations agree with the measurements. They create a beamline which is a close representation of the
physical one in a way that the simulated results are close to the measured values.

Table 2.1: Maximum SOBPs range and modulation width differences between experimental measurements and MC simulations. The
results include results reported for models of Double Passive Scattering Systems.

Article Year Geometry Accuracy SOBPs Range SOBP width
(Liu et al, 2019) 2019 Millimeter 0,4 mm 5 mm
(Perl et al, 2012) 2012 Millimeter 1 mm 2,5 mm
(Testa et al,2013) 2013 Millimeter 1 mm / - 2 mm ± 3 mm
(Verburg et al, 2016) 2014 Submillimeter 1 mm 3 mm
(Paganetti et al, 2004) 2004 Submillimeter 1 mm 1 mm
(Beltran et al, 2014) 2014 None 2 mm
(Yuan et al, 2018) 2018 None 2 mm 2,5 mm

Table 2.1 reports the maximum SOBPs range and modulation width differences between measurements and
MC simulation for significant papers following different geometry modeling approaches in terms of accu-
racy. All studies report maximum SOBPs range disagreement between measurements and simulations of 2
mm or less. Those studies simplifying the geometry ([6, 52]) achieve slightly less accurate agreements, with
a 1 mm difference from the others studies. Studies modeling their geometry down to millimeter accuracy
([25, 35, 45]) generally achieve similar agreements than those modelling down to submillimeter accuracy.
The SOBP modulation width oscillates between 1 mm and 5 mm depending on the model. The differences
between agreement does not follow a pattern depending on the geometry accuracy.

Given all this, achieving the highest geometry accuracy in the nozzle geometry does not improve much the
final outcome. There is a clear tendency in the research community towards creating an approximation of
the system and then tuning other parameters. Literature reports how even after a beamline model achieves
almost-perfect geometrical accuracy with respect to the manufacturer’s blueprints, there are still present un-
certainties caused by the element’s composition or cross-section variations [5]. Also, the parametrization of
the beam at exit window, described in the following section, introduces physics approximations to account
for. Further detail on this is provided by Renner et al [39], whom perform a thorough investigation on the
uncertainties arising when modeling passive scattering systems using MC techniques.

2.1.2. Characterizing the beam entering the treatment head
As it was specified in Section 1.5, the first step for creating MC models for simulating accurate distributions is
to obtain information about the pencil beam at the nozzle entrance. The parametrization of the beam at exit
window is usually based on its energy and optical properties: beam energy, energy spread, size and shape of
the beam and its angular distribution [14, 32, 34, 42, 52].

Lateral spread and angular spread
The angular spread distribution and the spatial spread beam distribution, also referred as beam divergence
and lateral spread respectively, are optical properties of the beam. The angular spread distribution can be
defined as the variation in beam spot diameter as a function of the distance to the target in an experimental
scenario. The lateral spread, sometimes defined as one standard deviation of the Gaussian spot at exit win-
dow [16], can be obtained experimentally from ionization chambers placed at the entrance of the treatment
head, measuring the beam spot size [5, 14, 32, 47]. Figure 2.1 shows the effect of beam divergence on the spot
size as a function of beam depth in an example pencil beam.
Grevillot et al [16] measure both parameters experimentally for a Pencil Beam Scanning (PBS) system: first,
they compute the spot size by measuring the dose profiles using a scintillating screen coupled with a CCD
camera, at different distances going from the nozzle exit to past the isocenter position, i.e. beam envelope.
Second, as the spot size varies linearly as a function of distance, they compute the slope of the linear fit for
each energy, which is the divergence of the beam and also allows computing the spot size at the exit window.
The lateral beam profile after traversing the passive scattering system beamline elements will therefore highly
depend on the initial estimates for these values [45]. Section 2.2.1 further develops on how to tune lateral and
angular spread to achieve good results.

According to Paganetti et al [32, 34], the lateral and angular spread accuracy is not essential in depth-dose
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Figure 2.1: Schematic illustration of the beam size variation (σx ) along the beam axis in depth direction (z), due to beam divergence for
a pencil beam. Figure adapted from Grevillot et al [16].

distributions of passive scattering systems when kept within realistic boundaries. Figure 2.2 shows how vary-
ing the lateral and angular spread within reasonable values using a MC model of a single passive scattering
system has a negligible effect on the Bragg curve [32]. Moreover, Bednarz et al [5] and Baradaran-Ghahfarokhi
et al [3] report that changes in the spot size do not influence the SOBP uniformity either, when kept within
reasonable values.

Beam energy and energy Spread
The energy spectrum of a proton therapy system can be considered Gaussian, with a mean energy E and
an energy spread ∆E . Both properties are independent of the optical properties [16], and they are often not
known with sufficient accuracy so its tuning is necessary [32]. The beam energy is linked to the proton range
in water and knowing the energy spread is essential because it contributes to the finite width of the Bragg
Peak [32]. Furthermore, the energy spread is specific of each system because it depends on the settings of
the beam shaping slits in the energy selection system at the exit of the cyclotron, the beam absorber and the
beam steering magnets [5].

According to Paganetti et al [34], the initial energy spread influences the width of Bragg peak, distal penum-
bra, i.e. the distance between the 80% and 20% dose levels, and peak-to-plateau ratio. Increasing the energy
spread broadens the pristine peaks and decreases peak-to-plateau ratios ([3, 5, 32]). Figure 2.2 shows the
effect on the depth-dose profiles of modifying the energy spread in the simulations of a single passive scat-
tering system [32]. Furthermore, concerning the SOBP uniformity in a passive system, Bednarz et al [5] show
that varying the energy spread does not have much influence when the variations are kept on a reduced
range. Baradaran-Ghahfarokhi et al [3] report that beam energy and energy spread are the parameters with
the largest impact of the range and peak-to-plateau ratios. Section 2.2.1 further develops on how to tune en-
ergy and energy spread to achieve good results.

The beam energy spread is found empirically by comparing the simulated pristine Bragg peaks with measured
depth-dose distributions and tuning the energy spread to find the best agreement [14, 25, 32, 34]. Grevillot
et al [16] and Fracchiolla et al [14] find the energy spread values of the PBS system for each energy following
the mentioned empirical approach. Doing this, they arrive to a third-order polynomial function that fits the
energy spread curve at the exit as a function of the energy. Paganetti et al [34] follow the same approach
and find a formula that describes the energy spread as a function of the energy. Bednarz et al [5] assume
a decreasing linear relationship between beam energy and energy spread. According to the authors, this
is an approximation because this relationship can only be known with around 20% uncertainty due to the
difficulties to measure the energy spread experimentally.

2.2. Benchmarking Monte Carlo models using experimental data
Benchmarking studies consist in comparing the outcomes of the measurements with those of the simula-
tions, with setups as simple as possible to avoid discrepancies due to geometrical factors. This section de-
scribes the main techniques employed in studies benchmarking double passive scattering systems: using
pristine Bragg peaks, spread-out Bragg peaks (SOBPs) and lateral profiles.
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Figure 2.2: Simulated Bragg curves for a nominal energy of 150.025 MeV for a single scattering system. The solid line presents the results
when using realistic initial beam parameters. Dotted lines and dashed-dotted lines represent the influence of changing the beam lateral
spread and the angular spread within reasonable values, respectively. Dashed lines show the effect of modifying the energy spread from
0.45% to 0.85%. The figure on top is the result of magnifying the 2cm-11cm region. Figure taken from Paganetti et al. [32].

2.2.1. Pristine Bragg peaks and SOBPs
Pristine Bragg peaks are the depth-dose curves resulting from a mono-energetic proton beam travelling through
a medium. The main goals for using them for benchmarking a MC model are: validate the beam source, geo-
metrical model and physics model details used in the MC code [9, 25, 45]; determine the initial beam param-
eters [9, 32, 52]; verify whether the model beam energy is consistent with the actual one [45, 52].

SOBPs are the combination of proton beams of different energies and weighted intensities ideally, resulting
in a uniform dose in the longitudinal direction of the beam. The process to produce them is described in
Section 1.3.1. The aims of benchmarking the SOBPs are: evaluate the consistency of the range modulator ge-
ometry implementation [25, 32, 47], the beam current modulation and analyze the time-dependent behavior
[45].

Experimental measurements setup
Nowadays, water phantoms are widely used for performing experimental measurements of depth-dose curves.
They are composed by a water tank and mainly two ionization chambers (IC): the first one is a parallel-plate
IC fixed at the entrance of the water tank; the second IC is inside the water tank, usually attached to a linear
stage that moves it to different depths. Then, for every position, the number of incoming protons is regis-
tered by the first IC and the number of protons after a certain depth in water are counted by the second IC.
The Bragg curves are obtained by plotting the ratio of the two values provided by the different chambers as a
function of the depth position.

Literature reports the use of different ionization chambers, such as the PPC05 parallel plate ionization cham-
ber [3, 25], the Markus ion chambers [3, 32, 37, 42, 45], or the CC01 ionization chamber [47]. Piersimoni et
al [34, 52]. Moreover, in those cases where the range modulation wheel (RMW) cannot be removed from the
beamline, it is kept static to only obtain the Bragg peak with highest weight.

Simulations setup
The scoring setup for simulating the depth-dose measurements usually simulates the water phantom, con-
sisting of a water tank of similar dimensions as the experimental one [25, 34, 42, 45, 47, 52] and a scoring
volume. The deposited dose is computed in the phantom medium along the central axis of the beam, inte-
grating the dose over the scoring volume diameter.

Literature differs on how the dose is computed along the axis and on the modeling of the scoring volume.
Some models design scoring volumes that mimic the sensitive area of the ionization chamber: Paganetti et
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al [32] design the scorer so that is resembles the Markus chamber, Liu et al [25] the PCC05 and Tommasino et
al [47] the CC01. On the other hand, others integrate the dose over a larger transversal area than the ioniza-
tion chamber [35, 37, 42, 45]. There is a trade-off to consider regarding this choice: a larger scoring diameter
allows obtaining better statistics for a lower number of simulated primary histories; however, a smaller one
provides better peak localization in the transversal plane.

Results
The benchmarking process is usually performed in both pristine peaks and SOBPs. Some studies ([6, 35, 42])
perform benchmarking only on SOBPs, with no pristine Bragg curves benchmarking. The main disagree-
ments appearing between measured and simulated depth-dose curves are in range and distal fall-off, i.e. the
difference between the distal 80% point and the 20%. In the SOBPs, the modulation width and flatness also
show discordance [35, 45].

Usually, the benchmarking process of depth-dose curves consists in tuning the four beam source parameters
described in Section 2.1.2: energy spread, mean energy, lateral spread, and angular spread. However, litera-
ture presents different approaches to reach consistency among experimental and MC measurements.

Tommasino et al [47] find the exit beam parameters in air experimentally, i.e. pencil beam with no beam
shaping elements in the beamline, using it as input values into the double scattering simulations. Paganetti
et al [32] use a single scattering beamline to benchmark their pristine Bragg peaks instead, although their
system is a double scatterer one. Then, they adjust the energy spread of the beam empirically to match the
experimental Bragg curves. The authors report that the energy spread values provided by the manufacturer
are only estimations based on the beam line optics and are 5 to 20% lower than those found empirically.
Moreover, they use the nominal energy given by the Treatment Planning System (TPS) as default energy.

On the other hand, numerous authors ([3, 25, 37, 45]) benchmark the Bragg peaks with the main double
passive scattering beamline elements on the way. In most cases, the RMW is kept static to only obtain the
most distal Bragg peak. This is the peak with the highest weight and therefore the one impacting the SOBP
the most. Then, each double scattering setup goes through a process of tuning beam parameters to achieve
the Bragg curves agreements. They specify this is necessary based on either having an imprecise knowledge
of materials composition of the elements or because the uncertainty on the measured initial parameters is
high. Different studies disagree on how to perform this fine-tuning:

• Paganetti et al [34] and Liu et al [25] find an agreement by tweaking mean energy and energy spread
alone. Furthermore, Liu et al [25] state that the lateral and angular spread influence is almost negligible
when reasonable values are provided for a double scattering model.

• Testa et al [45] perform an experimental validation of the TOPAS. The authors report having an impre-
cise knowledge of materials composing the nozzle. Thus, they perform energy tuning directly on SOBPs
to improve their flatness, modulation width and range. Figure 2.3 shows depth-dose curves of measure-
ments compared to MC simulations before and after performing the energy correction. Moreover, the
authors tune the angular spread because the manufacturer values are inaccurate.

• Prusator et al [37] tune mean energy, energy spread, spot size and angular spread to overcome the
sources of uncertainties coming from the difficulty of measuring these parameters. Furthermore, the
authors report that for configurations meant to achieve large fields, as the requested energy is lower,
the distal fall-off of the curves cannot match by just tuning these parameters. They hypothesize that
this is caused by the presence of more material in the beamline introducing further uncertainties. To
achieve distal agreement they adjust the thickness of the first scatterer in the simulations.

• Baradaran-Ghahfarokhi et al[3] perform a sensitivity analysis on their double passive scattering system.
They find agreement by modifying the energy spread and energy and report that the energy spread is
the parameter providing the largest sources of uncertainties. They also find the spot size has almost no
influence on the pristine peaks. Moreover, they tune the first foil scatterer thickness within manufac-
turer tolerances to find range agreement for configurations achieving larger lateral fields, pointing out
the small effect on profile flatness and symmetry of these modifications.

Table 2.2 summarizes the results reported by the above-mentioned studies following different beam source
parameter tuning. The disagreements between experiments and simulations that lead to parameter tuning
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Figure 2.3: Depth-dose curves of ion chamber measurements compared to TOPAS measurements for SOBPs and most distal pristine
peaks. (a) Original curves before tuning any parameters, (b) Result of increasing the energy of the proton source by a value leading to a
+1 mm water equivalent range. Figure from Testa et al [45].

Table 2.2: Maximum distances between measurements and simulations for the pristine Bragg peaks (d90, i.e. the depth of penetration
at the distal 90% point of the peak) and SOBPs (d90, modulation width, i.e. distance between the proximal 90% and distal 90% isodose
levels). An x in the last five columns indicates that a parameter is tuned (E : energy, ∆E : energy spread, LS: lateral spread, AS: angular
spread, FT: first foil thickness). A gray square means that a given value is not reported.

Articles Pristine d90 SOBP d90 SOPB width E AE LS AS FT
[25] 0.03 cm 0.04 cm 0.5 cm x x
[37] 0.1 cm 0,1 cm 0.3 cm x x x x x
[3] 0.1 cm 0.1 cm 0.2 cm x x x x
[45] 0.1 cm / - 0.2 cm ±0.3 cm x x
[32] 0.1 cm 0.1 cm x x

are often caused by inaccurate knowledge of the materials and geometry of the beamline elements [45, 52],
or approximations in the model [52]. Also, the difficulties in measuring the beam parameters used in the
MC models [37], or having experimental estimations that are not accurate enough [3, 32, 45], produce un-
certainties that are overcome by parameter tuning. Based on the reported results, one cannot choose a set
of parameters that should be tuned for every application: the tuning procedure is highly dependent on the
experimental setup, its model, and the initial parameters estimates available.

2.2.2. Lateral profiles
Beam lateral profiles measure the spread of the scattered proton beam in the lateral direction. Their analysis
is mainly used in the benchmarking process to test the correct simulation of the double scattering system as
a whole [32], allowing to verify the modeling and positioning of the collimators along with the accuracy of the
multiple scattering physics model implemented [25, 32].

Experimental measurements setup
Literature reports four main ways for acquiring experimental lateral beam profiles:

• Using diode detectors placed in a scanning water phantom (IBA Dosimetry [25]) (Scanditronix EDP 2
[6]) (PTW 60020 [37]) (diode edge detector [3]).

• Employing ion chambers with a high resolution in a water tank [45, 52]. Testa et al [45] employ the
MatriXX detector, which is a square grid of ion chambers, to obtain the complete 2D dose map for a
plane perpendicular to the beam direction.

• Performing irradiation of a large-area EBT3 film in air at the beam isocenter [47].

• Using a scintillating screen coupled to CCD-cameras (Lynx), placed at target position [47].

The first two methods directly output dose profiles. The third one requires a calibration process to convert to
dose values. The last one, on the other hand, outputs pixel intensity.
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Simulations setup
The most common approach in the MC simulations to obtain the lateral profiles is to model a detector mesh
in the cross-field profile with a low resolution of around 1 mm in the profile direction [6, 25, 47, 52]. The
scorer is usually placed in water [32, 52] although this is not always indicated.

Results
The beam lateral profiles are usually benchmarked at different positions and for different nozzle configu-
rations and settings of the system: for different modulations widths and energies, for apertures of different
sizes, or for different regions of the SOBP.

Liu et al [25] construct and commission a double scattering passive system and compare its dose computa-
tions to TPS. The authors benchmark one configuration of the system, modifying the aperture sizes. Prusator
et al [37] model and benchmark the different beam line configurations, which achieve different ranges and
SOBP width, of the Mevion S250 scattering system; each of these configurations has different apertures and
air gaps. Beltran et al [6] benchmark the simulation with measurements using only one aperture size; how-
ever, to further verify their system, they evaluate differences between TPS and MC for different apertures and
compensator combinations.

Some authors benchmark profiles at different depths of the SOBP depths to evaluate different beam spot sizes
and validate the physics model [6, 25, 37]. Others, e.g. Yuan et al [52], only compute it at the center of the
SOBP. Some do not specify the region of the SOBP at which they evaluate the differences and the reader needs
to guess this position [32, 47]. Figure 2.4 shows examples of lateral profiles computed for different aperture
sizes and at different depths of the SOBP. In Figure 2.4 - a), one can observe the “horns” appearing at the
volume edges at the entrance of the aperture. This showcases a correct modeling of the slit scattering effect,
which is caused by electromagnetic interactions. This effect is due to the increased proton fluence surround-
ing the edges because protons interact with slit surfaces of an aperture, losing energy and scattering mainly
towards the beam axis [25]. In Figure 2.4 - b), however, the horns are not visible anymore; this is because the
slit scattering effect is negligible at the end of the SOBP.

Figure 2.4: Lateral dose profiles for different aperture sizes (10x10 cm, 6x6 cm, 3x3 cm) at (a) 0.5 cm depth, (b) 14.1 cm depth computed
using TOPAS, Eclipe (TPS) and experimental measurements Figures taken from Liu et al. [25].

Table 2.3 summarizes the results obtained for the different studies mentioned in this subsection. Their out-
comes are similar: in terms of lateral penumbra, i.e., the distance between the 80% and 20% dose levels, and
the full width at half maximum (FWHM), the agreement between measurements and simulations is always
achieved within 2 mm. Differences in uniformity are not so commonly reported values, so a relevant com-
parison is not possible. Furthermore, some authors ([34, 47]) do not report numerical values to measure the
agreement between measurements and simulations. This complicates the comparison between models or
the reproducibility of the experiments.
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Table 2.3: Maximum distances between measurements and simulations for the lateral profiles. Lateral penumbra is the distance between
the 80% and 20% dose levels, FWHM is the full width half maximum, the uniformity is the flatness, and the symmetry is with respect to
the center value. A gray square means that a given value is not reported.

Articles Lateral Penumbra FWHM Uniformity Symmetry
[25] <1 mm
[37] <1 mm <2 mm <1 % <1.3 %
[6] <1 mm
[47]
[52] <2 mm <2 mm
[32, 34]
[45] ±3%
[3] <1 mm <2,18% <0,6%

2.3. Literature Study Conclusions
Applying Monte Carlo (MC) techniques to create models for passive scattering systems is useful for fine-
tuning the elements that shape the beam and to verify the nozzle design for different purposes. The main
goal of this literature review was to provide a broad overview of the reported techniques to model and bench-
mark the MC simulation of passive scattering systems. The information on this study can help find the best
approach to create the MC model of the passive scattering beamline in the experimental hall of the HPTC.

First, this literature study reveals that Geant4 and TOPAS are the most common MC codes for modeling pas-
sive scattering systems, with all but 6 of the reviewed papers using either Geant4 or TOPAS as their MC code.
Considering its purpose and the time constraints, the MC model of the passive beamline in the HPTC is per-
formed using TOPAS, which ensures model flexibility while having a lower complexity than Geant4.

Second, this work concludes that the geometrical accuracy with which a system is modeled does not exempt
it from the need of fine-tuning the model beam source parameters. It does not improve the final quality of the
model either. Based on this, it is decided that obtaining perfect accuracy in the experimental HPTC beamline
model is not a goal. Moreover, passive scattering system models usually start at the nozzle entrance. The four
parameters defining the pencil beam source characteristics are the following: mean energy, energy spread,
angular spread and lateral spread. The precision of these parameters has a great influence in the system’s out-
come. The initial beam parameters of the HPTC beamline are rough estimates, so they need to be fine-tuned
first by comparing experimental and simulated Bragg curves of the pencil beam.

Third, the procedure for benchmarking a MC model is mainly based on the analysis of depth-dose distribu-
tions and lateral profiles of both measurements and simulations. This benchmarking procedure is employed
for benchmarking the experimental HPTC beamline model. In this case, only the mean energy is provided as
an initial beam parameter estimate; the other parameters are found by running several simulations changing
the beam parameters and comparing the simulations with the measurements.

All in all, it can be concluded that the techniques to model and benchmark MC models of passive scatter-
ing systems are widely presented in literature, and that all of them follow a similar approach. However, the
research community could benefit from guidelines concerning how to tune the beam parameters or how to
present the final outcomes of the model. Also, there are many applications that confirm how useful these
models are in an experimental environment such as the HPTC.
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Materials and Methods

In this chapter, the materials and methods are presented. First, the facility and the setup of the passive scat-
tering system of the HPTC experimental beamline are described, along with the experiments to characterize
the passive fields. Second, we outline the TOPAS model and the MC simulations performed to characterize
the pencil beam source parameters. Then, we show the methodology to do passive scattering simulations
that are used to benchmark the model with experimental data.

3.1. The HollandPTC Proton Therapy Center
The project was performed at the proton therapy center HollandPTC in Delft, Netherlands. This is one of the
three Dutch proton therapy centers and it focuses on both clinical treatment and research. This facility was
founded as a consortium between Erasmus Medical Center (EMC), Leiden Medical Center (LUMC) and Tech-
nical University of Delft (TUD) with the focus on establishing the added value of proton therapy in respect to
conventional radiotherapy. The first cancer patients were treated in September 2018.

The Varian Medical Systems cyclotron of HPTC serves 4 different rooms: two clinical gantries, one eye treat-
ment room and one experimental room (Figure 2). The experimental part of the project took place in the
latter, shown in Figure 3.1. Therapeutic proton beams are produced by the Varian ProBeam isochronous
superconducting cyclotron with energies between 70 MeV and 240 MeV.

Figure 3.1: Experimental room of HPTC

The cyclotron accelerates protons to a fixed maximum energy (e.g. 250 MeV). It contains a proton source in
the center of the cyclotron and a magnet which bends the trajectories of the particles into a circular orbit and
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allows the cyclotron to be compact. A radiofrequency (RF) system provides electrical fields that accelerate
the protons. The cyclotron is called isochronous because each proton takes the same time to make one orbit,
independently of the orbit radius or proton energy. The RF system operates at a constant frequency. The
cyclotron extraction system leads the accelerated protons to the Energy Selection System. The latter is com-
posed by slits made of graphite, of variable thicknesses, which degrade the beam down to 70 MeV and allow
choosing the energy spread. Finally, the Varian Beam Transport System guides the beam to the treatment
rooms and the experimental room, by means of bending and focusing magnets, which arrives as a pencil
beam [33, 38, 43].

3.2. Experimental Setup
The goals of the experiments carried out in this master project were to design a passive beamline for radiobio-
logical applications, optimized for a 150 MeV mono-energetic initial beam, and to supply data to benchmark
MC simulations. In order to do this, TOPAS MC simulations initially focus on reproducing the experimental
data concerning the pencil beam properties. However, the latter experiment was not within the scope of this
project and only the processed data have been used to validate the TOPAS simulations. The dual ring passive
scattering system was implemented afterwards.

3.2.1. The passive scattering system at HPTC bunker
The experimental room in HPTC has a fixed horizontal beamline, with a single pencil beam. The purpose
of this beamline is to perform both physics and radiobiological experiments, including animal irradiations.
In order to conduct all the different types of pre-clinical experiments, the beamline has to be equipped to
provide large field irradiation with precise dose characterization [46]. The choice of HPTC was to imple-
ment a dual ring passive scattering system (see Section 1.3.1) to have different field sizes for different types
of applications. Throughout this work, the dual-ring passive scattering system was optimized for a 150 MeV
mono-energetic initial beam. The complete setup is depicted in Figure 3.2.

Figure 3.2: Schematic view of the setup of the dual ring passive scattering system at the HPTC bunker (not to scale), indicating the
distances between beam exit window and the elements. The 150 MeV beam leaves the exit window and traverses the first foil, monitor
chamber, dual ring scatterer, ridge filter, collimator, and finally reaches the detector or target.

The passive scattering system implementation used in the facility is inspired by the design proposed by
Takada [44]. The proton beam first passes through the vacuum exit window behind which the first scatter
foil is placed. This single lead foil produces the initial lateral beam spread. A beam ionization chamber moni-
tor (BM1) is placed at 20 cm from the exit window in order to monitor the number of protons delivered. Then,
the beam traverses the dual ring scatterer, placed at 45 cm from the exit window, which further broadens the
beam. The spreading of the mono-energetic beam in energy is achieved by means of a range modulator.
The HPTC experimental beamline implements a ridge filter designed and produced by GSI, Darmstadt [50],
placed at 116 cm from the exit window. Finally, a collimator with a 5 x 5 cm2 squared aperture is placed up-
stream the other elements to conform the radiation field to the target in the lateral direction. The final beam-
line setup is composed by a pre-collimator made of PMMA (low-Z) with a thickness of 25 cm, and a Brass
collimator (high-Z) with a thickness of 70 cm. A picture of the passive scattering beamline implemented in
the HPTC is shown in Figure 3.3.



3.2. Experimental Setup 21

Figure 3.3: Complete passive scattering setup in the experimental room. The proton beam leaves the exit window (A) and goes through
the first foil (B), monitor chamber (C), dual ring (D), ridge filter (E), collimator (F) and finally reaches the target (G).

To guarantee that a flat profile could be achieved in the target region, the first foil and dual ring scatterer
needed to be optimized in terms of material composition, thickness, and dimensions. There is a trade-off to
consider: a thicker scattering system will provide a larger field but it will reduce beam fluence, and vice versa.
This work employed the scattering elements optimized by Tommasino et al. [47], as specified in Table 3.1.
This characteristics are optimized to generate fields in the range 4 x 4 cm2 to 20 x 20 cm2. Moreover, as there
is an interface between the two composing elements, achieving a proper beam alignment with the dual ring
was key to guarantee a flat target distribution.

Table 3.1: Size and material of the scattering elements (first foil and dual ring) composing the setup used throughout this work.

First Foil Inner Ring Outer Ring
Material Thickness (mm) Material Thickness (mm) Diameter (mm) Material Thickness (mm) Diameter (mm)
Pb 3,4 Pb 5 50 Al 16 200

The optimal thicknesses of the PMMA pre-collimator and brass collimator used in the setup were found by
means of MC simulations. PMMA and brass simulated blocks of different thicknesses were irradiated with a
150 MeV proton beam until we found a sufficient thickness that stops all the protons.

3.2.2. Detectors
In order to characterize the large fields in terms of field uniformity, lateral profile and depth dose distribution
different types of detectors were used. This section provides a brief description of the detectors used during
the experimental work. Moreover, these detectors output raw files that need to be processed. A MATLAB
(version R2017a) script was written for each of the detectors to access the measurements, process their infor-
mation and plot the outcomes.

Lynx 2D
The Lynx 2D detector [20] is a scintillating screen coupled to a CCD-camera. Its active surface area is of 30 x
30 cm2 with a 0.5 mm resolution. The incoming particles lose energy when traversing its gadolinium-based
plastic material screen that is converted to photons via ionization. The CCD camera contains photodiodes
that collect this light. This detector outputs beam lateral profiles in air, introduced in Section 2.2.2.

Giraffe
The Giraffe detector [19] is a high-resolution multi-layer ionization chamber used for measuring depth-dose
curves in a single beam delivery. It has a circular aperture window of 12 cm of diameter and is composed of
180 layers, with a nominal range accuracy of around 0.5 mm. The output of the system is directly converted
to a water-equivalent measurement.
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MatriXX PT
The MatriXX PT detector [21], a quality assurance clinical device, is a 2d squared array comprising 1020 cylin-
drical ionization chambers. It outputs lateral profiles of the RBE dose in Gray. Following Section 1.2, these
values need to be converted to physical dose by dividing by 1.1, i.e. protons RBE. The spacing between the
chambers is 0.76 cm and its active area is 24.4 x 24.4 cm2. The dose measurement accuracy is of ∼1% and a
∼1 mm resolution when we implement bilinear interpolation [45]. The detector has a 0,64 cm WET build-up
material on top of the detecting array.

3.2.3. Passive Field Characterization
The characteristics of the fixed single pencil beam of the experimental room in HPTC, in terms of beam shape,
fluence and energy, were acquired as part of another master thesis project (A. Ibrahimi, personal communi-
cation, March 15, 2020). Once these properties were known, the fields produced by the passive scattering
system needed to be characterized. This was achieved by measuring and analyzing the lateral beam profiles
and their uniformity, the depth-dose distributions, and the relative dose at target position. For this purpose,
we employed the detectors described in Section 3.2.2 and processed their outputs using MATLAB. The focus
was on fields generated by mono-energetic proton beams with an initial energy of 150 MeV.

Lateral beam profiles and uniformity
The position and alignment of the elements in the beamline determine the characteristics of the radiated
field. To achieve a field with an appropriate size and uniformity, the lateral beam profiles were analyzed.
The beam-shaping elements were placed in the beam path in an initial position inspired by the work of the
Trento Protontherapy center [47]. Then, their distances from the exit window were optimized by analyzing
the profiles’ uniformity, measured using the Lynx 2D detector.

Figure 3.4: Schematic view of the dual ring passive scattering setup, excluding the ridge filter. The 150 MeV beam leaves the exit window
and traverses the first foil, monitor chamber, dual ring scatterer, ridge filter, collimator, and finally reaches the detector or target.

First, the appropriate positions of the dual ring and detector were found using a setup that did not include the
collimator. In this setup, the proton beam passes through the vacuum exit window where the first scatter foil
is placed. A beam ionization chamber monitor (BM1) is fixed at 20 cm from exit window. Then, the dual ring
scatterer is mounted on a motorized support which allows to precisely align the ring with respect to the beam
in any direction, including forwards and backwards, as a function of the measured lateral profiles uniformity.
The detector can also be displaced. Second, the PMMA collimator was added to the setup (Figure 3.4) and
the uniformity checks were performed for different positions.

The Lynx detector provides raw outputs that can be extracted as .csv files. These were processed using a
MATLAB script. First, the values were imported using the readtable function and converted into a matrix of
values using the table2array function. The resolution of the Lynx detector is 0.5 mm, so this step resulted in a
600 x 600 grid. In order to find the beam profile and its corresponding uniformity, we integrated over the rows
(x-profile) and over the columns (y-profile), and then we studied the uniformity over a region of interest. The
uniformity was evaluated by checking the maximum (Imax ) and minimum (Imi n) values in terms of signal
intensity:

U [%] = 100

(
1− Imax − Imi n

Imax + Imi n

)
(3.1)

This approach is widely used in literature (see Section 2.2.2). We extracted the uniformity of different field
sizes by changing the region in which we search for the Imax and Imi n . Then, we plotted the x-y lateral pro-
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files, normalizing them to the center value. Moreover, the 2d-dose distributions show the matrix of dose
values captured by the detecting surface.

Depth-dose distributions
Depth-dose curves were obtained with the purpose of establishing the range-energy relationship of the sys-
tem and to obtain data to benchmark the MC model. We measured the Bragg curves both in air and with
beam-shaping elements in the beamline.

The depth-dose distributions in air were first evaluated using the commissioning data of the research beam-
line provided by Varian. These measurements were acquired on a water tank placed at the beam isocenter,
i.e. 91,1 cm, as shown in Figure 3.5, following the procedure specified in Section 2.2.1. The Bragg curves

Figure 3.5: Schematic view of the water phantom setup used to measure pristine Bragg curves in air. The 150 MeV proton beam leaves
the exit window and traverses air until it reaches the water phantom, placed at isocenter.

were then measured using the Giraffe detector. The detector was placed 200 cm away from the exit window,
aligned to the beam using the bunker laser system. Three different measurements were taken using the setup
in Figure 3.2 with slight modifications: a) pristine Bragg peak curves in air, b) pristine Bragg curves with all
beamline elements in place, and c) SOBP curves with the ridge filter in place as well.

The .csv raw outputs of the Giraffe detector were directly read and plotted using a MATLAB script. The Bragg
curves were then normalized to the maximum value. The uniformity of the SOBP width was computed using
Equation 3.1, with Imax and Imi n replaced by the maximum and minimum dose values. These values were
obtained in a region of interest that was chosen manually, which allowed to compute the uniformity for dif-
ferent modulation widths.

Relative dose measurements
The dose deposited in the target needs to be known for most radiobiological applications. Furthermore, field
flatness, i.e. uniformity, and symmetry are a demand to ensure the target is irradiated homogeneously and
with known properties. The goal of these experiments was to measure the dose of the field using the passive
scattering setup (Figure 3.4), with no ridge filter in place, and to further verify its uniformity. The experi-
ments were performed using the MatriXX PT detector, and for two different collimating elements: a) a PMMA
collimator alone, and b) a PMMA pre-collimator and a Brass collimator. Throughout these experiments, the
MatriXX PT detector was positioned 200 cm away from the exit window. To capture the delivered dose at
different Bragg curve position (plateau and peak), RW3 water equivalent plates were placed in front of the
MatriXX.

The MatriXX detector provides raw .csv files that are processed using a MATLAB script, following a similar pro-
cedure to the one described for lateral beam profile files obtained using the Lynx detector. After reading the
values from the files and converting them into a matrix of dose values, we performed bilinear interpolation
using interp2. This way, we improved the resolution from 3,8 mm to∼1 mm, as recommended in literature [9].

The x and y-profiles were obtained and represented in the same way as for the lateral beam profiles measured
with the Lynx detector. Moreover, equation 3.1 was used to evaluate the uniformity, where Imax and Imi n are
the maximum and minimum dose values over the region of interest.
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3.3. TOPAS Simulations
The passive scattering system model designed using TOPAS starts at the nozzle exit. The aims of having re-
liable MC simulations are to evaluate and optimize the beamline elements, to allow the verification of the
beamline design using a computational method and to assist with the preparation of the system setup for
radiobiological experiments [18]. For having a trustworthy model, both the pencil beam and the complete
passive scattering beamline were benchmarked with experimental data. The TOPAS output files were ana-
lyzed using MATLAB.

3.3.1. Simulation settings
The simulation of the passive scattering beamline was performed using the TOPAS code. The details on this
code are specified in Section 1.5. There are five elements to consider for modeling the beamline: the physics
settings, the geometry description, the beam source description, the scoring and the uncertainty of the sim-
ulations.

Physics settings
The “TOPAS default modular physics list” was used in all the simulations. The interactions modeled are spec-
ified in Table 3.2. The production range cuts, i.e. limit at which a particle stops being tracked and deposits
its energy locally [36], were kept to its default values. The maximum step size, i.e. maximum length that a
particle traverses before a new calculation is done, was varied depending on the scorer to be at least one-fifth
of the smallest feature of the voxel grid used as scorer (J. Brown, personal communication, January 17, 2020).

Table 3.2: TOPAS physics settings chosen for the passive scattering model. Each module specifies a type of simulated interaction.

Module Name Simulated Interactions
g4em-standard_opt4 Electromagnetic interactions
g4h-phy_QGSP_BIC_HP Nuclear interactions using binary cascade model
g4decay Decay of excited residual nuclei
g4ion-binarycascade Nuclear interactions of light ions using binary cascade model
g4h-elastic_HP Elastic scattering
g4stopping Capture of charged particles at rest

Geometry description and scoring elements
The beamline elements were modeled to reproduce the ones in Figure 3.3. The scattering system and colli-
mators were modeled down to millimeter accuracy following the manufacturer’s blueprints. Moreover, the
beam monitor chamber (BM1) was implemented in the simulation to consider the energy loss and the slight
lateral spread caused by it. It was modelled as a water slab with its water equivalent thickness (WET). The
WET was obtained experimentally by measuring the depth-dose curves with and without the monitor cham-
ber and computing the difference in range.

The goal of the scoring elements is to obtain the simulated depth-dose distributions and lateral beam profiles,
at different positions along the beamline. These scorers were modeled as a simplification of the detectors
described in Section 3.2.2. No underlying physics was implemented:

• The lateral intensity profiles were scored reproducing the Lynx detector. The scorer is an air slab, of
arbitrarily 2 mm, with a 30x30 cm2 resolution in the plane perpendicular to the beam. Depending
on the number of voxels in which this volume is divided, the resolution varies. This scorer tallies the
number of particles arriving to its surface area.

• The lateral dose profiles were simulated using a scorer that reproduces the MatriXX PT. The scorer is a
planar water slab of the same dimensions as the detector in the x-y plane, with 1 mm thickness. The
scoring volume is divided in voxels, and each of them collects the total dose deposited in it. The number
of voxels can be modified to keep a balance between the resolution of the scorer and the statistical
accuracy. A water block of 0.64 cm was placed prior to the scoring volume to account for the thickness
of the build-up material of the detector.

• The depth-dose distributions were simulated to mimic the Giraffe detector. The Giraffe outputs its
values as water-equivalent measurements; therefore, the scorer is designed as a water cylinder of the
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same diameter as the detector, i.e. 10 cm, divided in several slabs along the depth axis. The number of
slabs is chosen to obtain a good spatial resolution while maintaining appropriate statistics. This score
tallies the dose deposited in the medium in each slab.

Beam source description
As the literature study concluded (Chapter 2), the pencil beam at the exit window needs to be parametrized
using four beam parameters: lateral spread, angular spread, energy spread and mean energy. These values
were obtained by comparing the beam envelope and pencil beam depth-dose curves measurements and
simulations (Section 3.3.3) and tuning the beam source parameters until agreement was found among them.

3.3.2. Data analysis and statistical uncertainty
The output of the scored quantities resulting from the TOPAS simulations are .csv files. These files are read
and processed using MATLAB (version R2017b), following different approaches depending on the scoring el-
ement.

The data extracted from the MC simulations has statistical uncertainty. TOPAS allows reporting as an output
of the simulation the standard deviation (σ) linked to the distribution of the quantity of interest [35]. In-
stead of using batches to compute σ, they use the history by history method. A description of this method
is out of the scope of this project. The uncertainty is then computed, following the approach described in
the TOPAS documentation [26], as σ∗p

N , where N corresponds to the number of histories that produced
that distribution. If the scorer is a surface or volume divided in many voxels, each voxel has its corresponding
uncertainty.

3.3.3. Validation of the pencil beam
MC models of passive scattering systems start at the nozzle entrance (see Section 2.1.2). Therefore, the infor-
mation about the pencil beam at this point is required. The four parameters defining the beam source char-
acteristics are mean energy, energy spread, angular spread, and lateral spread. To obtain these, we needed
to simulate the pencil beam and compare the outcomes with experimental data: beam envelope and depth-
dose distributions. These data were provided by another master thesis project (A. Ibrahimi, personal com-
munication, March 15, 2020) and served as the first benchmark of the MC simulation. The main focus of this
project is on a 150 MeV mono-energetic proton beam.

Beam envelope simulations
The beam envelope is the evolution of the transversal profile of the beam in air as a function of the distance
from the exit window. It is used to measure spot profiles at various distances from the exit window. The beam
envelope was simulated to reproduce the experimental beam envelope in order to obtain the initial parame-
ters of the beam source placed at the exit window, specifically the lateral spread and angular spread.

The beam envelope experiment consisted of seven spot measurements, acquired one by one at seven differ-
ent distances from the exit window, using the Lynx detector. These distances were: 23 cm, 53 cm, 91,1 cm, 123
cm, 153 cm, 183 cm and 204,5 cm. The position at 91.1 cm corresponds to the beam isocenter. The analysis of
the experimental results, presented later in the figures of this report, is part of another master thesis project
(A. Ibrahimi, personal communication, March 15, 2020).

Figure 3.6: Schematic view of the setup used to measure the beam envelope. The 150 MeV beam leaves the exit window and traverses air
until it reaches the Lynx detector.

The beam envelope was simulated for three different energies: 70, 150 and 240 MeV. The mean energy used
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as input for the beam envelope simulations was the energy at the exit window for each given nominal energy,
reported by the beam commissioning measurements.

The simulation setup reproduces the experimental one, presented in Figure 3.6: seven slabs of 30x30 cm2

each, representing the dimension of the Lynx detecting surface placed along the beam path in air at the same
distances as in the experiment. The only element included in the beamline simulation is the Kapton of the
vacuum exit window. The TOPAS scoring surface is a slab divided in a number of voxels in the transversal
plane which guarantees both a good spatial resolution and appropriate statistics.

Each of the seven positions was analyzed separately in MATLAB. The .csv TOPAS output files providing the
number of particles arriving to each voxel were read using the importfile function and then converted into a
matrix that reproduces the scoring surface. The horizontal and vertical central profiles, perpendicular to the
beam direction, were extracted from the matrix central row and column, respectively. Each of these profiles
was fit using the fit function, which implements the following Gaussian function:

f (x,µ,σ) = 1p
2πσ

e−
(x−µ)2

2σ2 (3.2)

Where µ is the center value and σ is the standard deviation of the Gaussian. This fitting can be done be-
cause the beam spot profiles measured have a Gaussian shape. The standard deviation of the beam profile
simulated at each of the seven positions, as well as its error, are provided by the Gaussian fit. The standard
deviation therefore represents the beam width in the x and y profiles. However, it cannot be assumed that the
simulation output is of equal quality voxel-by-voxel. To overcome this, a weight factor ( 1

uncer t ai nt y of each
voxel) was added to the fit function to determine how much each voxel value influences the final fit. This
way, those scores with a lower standard deviation have a higher influence than those with a higher one.

Depth-dose distributions
The simulation of depth-dose distributions is used to obtain beam source parameter values, i.e. mean energy
and energy spread, and to benchmark the MC model.

First, the depth-dose distributions in air were simulated reproducing the water phantom setup (Figure 3.5).
The simulation setup includes a water block placed after the exit window and a 30 x 30 x 30 cm3 water vol-
ume. The water block has the thickness corresponding to the sum of the WET of all elements placed in the
beamline, i.e. water tank PMMA wall, Markus Chamber, Kapton window, air. The reason for this simplifica-
tion is the high complexity and lack of specifications for all these elements. This approach is similar to the
one described by Beltran et al. [6], in which the authors condense all the beamline elements of their passive
scattering system into a single lead foil.

Second, the depth-dose distributions were simulated using a MC setup that only includes the detecting vol-
ume, which reproduces the Giraffe detector, the Kapton at the exit window, and a water block that has the
WET of the BM1.

In both cases, the .csv TOPAS output files provided a list with the values of the dose deposited in each of
the slabs in which the detecting volume is divided, in the depth direction. These files were processed using
MATLAB and imported using the importfile function. The curves were normalized to their maximum value,
corresponding to the Bragg peak. To obtain the d20 and d80 values, a linear interpolation of the Bragg curve
data points using the interp1 function was performed.

3.3.4. Passive scattering simulations
Once the pencil beam simulations were benchmarked and the beam source parameters were estimated, we
simulated the lateral field profiles, the Bragg curves, and the dose distributions for a 150 MeV mono-energetic
proton beam using our TOPAS model of the passive scattering system. This data was later used to benchmark
the model by comparing it with the experimental data acquired in Section 3.2.3.

Lateral field profiles
The MC simulation of 2D distributions and lateral profiles is done to benchmark the TOPAS model of the
passive scattering beamline against measurements. This way, both the TOPAS physics model and beamline
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elements design can be validated.

Figure 3.7: Geometry of the passive scattering system implemented in TOPAS, including the exit window, first foil, BM1 (monitor cham-
ber), dual scattering ring, PMMA collimator and the scoring surface.

Following the same approach as for the experimental measurements described in Section 3.2.3, lateral field
profiles were computed for two passive scattering system setups: one in which the beam traverses the exit
window, first foil, BM1 and dual ring alone; another one in which the beam is also laterally conformed by
the presence of the PMMA collimator (Figure 3.7). The latter reproduces the experimental setup presented in
Figure 3.4.

The scorer is a planar surface divided in 150x150 voxels; thus, its resolution is of 2 mm. This is lower than
the original Lynx resolution of 0.5 mm. Therefore, each of the 22500 voxels receive a score for the measured
physical quantity. The decrease in resolution is done to improve the simulation statistics without excessively
increasing the computational and time expenses. This is acceptable because large field irradiation are in the
order of centimeters.

This work compares two different approaches for processing the simulated lateral profiles using MATLAB.
The first method consists in directly extracting the lateral x and y profiles from the scoring grid, following the
procedure described in Section 3.2.3 for the experimental lateral beam profiles. The second one uses radial
projection to reduce the statistical uncertainty of lateral profiles generated by MC simulation with a limited
number of simulated primary protons. This approach outputs an approximation of the actual lateral profiles
because the method is based on the assumption that the beam is axis-symmetric.

Figure 3.8: Projection of voxels on a square grid to a one-dimensional axis by dividing it in rings and computing the radial distance of
each voxel to the center of the grid.

The process followed to implement the radial projection method is as follows:

1. Convert the raw TOPAS file into a matrix. Each position of the matrix corresponds to the score mea-
sured at each voxel in which the detecting surface is divided. The first method shares this step.

2. Create a grid of the same dimensions as the voxel grid, e.g. 150 x 150, where each pixel contains the
distance of each voxel from the original grid to the grid centre (x0, y0), i.e. its radius. This distance is
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computed as follows:

r ri =
√

(xi −x0)2 + (
yi − y0

)2 (3.3)

Where i refers to a given voxel of the original square grid.

3. Choose the number of rings in which the voxel grid will be divided, e.g. 75 rings. The distance among
subsequent rings is always the same. Steps 2 and 3 are depicted in Figure 3.8.

4. Create an array of the same length as the number of rings. Then, define an inclusion criterion which
determines which voxels are included in a given ring based on their distance to the center: if radius of
the inner ring < r ri <= radius of the outer ring, r ri pertains to that ring.

5. Sum all the voxel scores contained in a ring and input that value into the array, e.g. the first array
position will contain the sum of the scores of all the voxels located inside the first ring. Normalize by
dividing by the number of voxels contained in that ring. This is similar to performing a normalization
by area but overcoming the limitation of having a relatively large voxel size.

The output of using this approach is an array of a length defined by the number of rings. Each value corre-
sponds to the sum of all detected scores by the voxels in that region, normalized by the number of voxels per
ring. Ding et al [10] proposed a similar method for processing pencil beam lateral profiles.

Once the lateral beam profiles were extracted from the simulation, the uniformity was computed using Equa-
tion 3.1. Moveover, since each voxel score has a standard error linked to it, the statistical uncertainty of each
ring was computed in parallel by following the same radial projection method. Each score was given the same
weight; therefore, the error over a region of interest was computed as the average error of all the values corre-
sponding to each region.

Depth-dose distributions
Depth-dose distributions were simulated, and the raw outputs were processed, following the same procedure
as described in Section 3.3.3. To do this, we used a MC model that reproduces the setup in Figure 3.2, which
employs the Giraffe detector. First, the pristine Bragg curves were simulated by removing the ridge filter from
the model (Figure 3.4). Second, we simulated the SOBPs having all the beamline elements in place (Figure
3.3).

Dose distributions
MC dose simulations are used to estimate the irradiation time required to deposit a given dose in a specific
target, the location of the Bragg peak and the dose uniformity. Having a benchmarked passive scattering
model can therefore be used to assist in the preparation of radiobiological experiments which require dif-
ferent doses and setups. To perform these simulations, we employed the MC model depicted in Figure 3.7.
The simulated dose was deposited in a detecting surface that reproduced the MatriXX detector (section 3.2.2).

As first, the ratio between the simulated target dose and the number of primary protons measured allow to
make a guess of the primary protons required to obtain a given dose in the target. Using MATLAB, we com-
puted the total dose in the target area by summing the dose deposited at each voxel. Previous measurements
performed in another master thesis project (A. Ibrahimi, personal communication, March 15, 2020) show
that the proton current for a 1 nA beam extraction current is of around 2 x 107 p/s for a 150 MeV beam. Using
this knowledge, we correlated the fluence of the particles (p/s) with the simulated dose arriving at the target
surface.

In the next step, we employed the MC simulations to estimate the location of the Bragg peak. To achieve so,
water slabs were placed before the detecting volume and we compared the mean dose deposition in the tar-
get area with the experimental results. The thickness of this water volume therefore determined which point
of the Bragg curve we were measuring.

At the end, we benchmarked the simulated lateral beam dose profiles using the experimental data data ac-
quired using the procedures described in Section 3.2.3 to further validate the physics and beamline models.
To achieve this, the radial projection approach described in the previous section was used to generate the
profiles and their uniformity was computed using Equation 3.1.
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Results and Discussion

In this chapter, the results and discussion are presented. First, the comparison between the pencil beam
data and the simulation is shown. The results of this comparison have been used to find the beam source
parameters used as input of the MC model created using TOPAS. Afterwards, the experimental results of the
passive beam experiments are presented. Moreover, those data have been compared with the MC simulations
to benchmark the model.

4.1. Validation of the Pencil Beam
Benchmarking the pencil beam simulations with experimental data provides an estimation of the beam
source parameters, used as input of the passive scattering MC model. For this purpose, we compared the sim-
ulated beam envelope with the experimental one to obtain an estimation of the lateral and angular spread,
following the approach described in Section 3.3.3. Moreover, we measured and simulated pristine Bragg
curves in air, from which we acquired the initial mean energy and energy spread values for the pencil beam.

Beam envelope
The beam envelope was simulated in air by reproducing the experimental setup presented in Figure 3.6.
Seven air slabs were simulated along the beamline to obtain the central profiles (Figure 4.1). The TOPAS
scorer is a plane divided in a number of voxels which ensures both good statistics and resolution.

Figure 4.1: TOPAS visualization of the geometry implemented to perform the beam envelope measurements. The beam traverses seven
air slabs (placed at 23 cm, 53 cm, 91,1 cm (isocenter), 123 cm, 153 cm, 183 cm and 204,5 cm) each of them being a scoring grid.

Figure 4.2 shows the agreement between the central profiles, which are Gaussian, for a 150 MeV proton beam,
for both experimental and simulated data, computed at isocenter position, i.e. 91,1 cm. The central profiles
were then analyzed to extract the beam envelope for three beam energies (70 MeV, 150 MeV and 240 MeV),
following the procedure described in 3.3.3. For a nominal energy of 150 MeV, Figure 4.3 shows the simulated
beam envelope in x and y direction, and Figure 4.4 presents the comparison of the beam envelope, for both
measurements and simulations in x and y direction. 107 primary protons were simulated to obtain these
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figures to ensure good statistics. The simulated envelope is within the error bars of the measured one. The
beam envelope shows the divergent beam optic settings of the transport beam line. The beam focus is, in
fact, before the vacuum exit window. The first points before isocenter still show a slight effect of the ion op-
tics settings together with the multiple Coulomb scattering in air, while after isocenter the main contribution
is given by the multiple Coulomb scattering.

Figure 4.2: Beam spot profiles of 70, 150 and 240 MeV measured and simulated at the isocenter position (91,1 cm) (a) x-profile, (b) y-
profile. The simulated data is presented as lines. The experimental data (solid points), were acquired from another master thesis project
(A. Ibrahimi, personal communication, March 15, 2020). 107 primary protons were simulated for each energy.

In order to reproduce the experimental data in terms of spot shape and size, a tuning of the initial angular
and lateral spread, used as beam source input parameters, was performed by running multiple beam enve-
lope simulations and comparing them with the experimental ones. These parameters highly influence the
beam lateral spread after traversing all the beamline elements (see Sections 2.1.2 and 2.2.2). Table 4.1 sum-
marizes the parameters values for which the agreement was found, for the three different energies. Those
values are used as a starting point for the subsequent simulations. Moreover, to obtain these results, we ini-
tially employed Varian’s estimates of the mean energy and energy spread. Then, we used the parameters
acquired in the following section (Table 4.4) and verified that changes in initial energy and energy spread do
not influence the beam envelope agreement.

The difference in lateral spread in x and y direction presented in table 4.1 reflects the asymmetry of the beam.
Also, the beam suffers a slightly higher divergence in the vertical direction which is reflected in the higher
y-direction angular spread value. These two effects are showcased in the simulated beam envelope in Figure
4.3 for the x-y profiles. By comparing the different energies in the table, it is possible to observe that the
higher the energy, the smaller the spot size. This is due to the materials located in the energy selection system
implemented after the cyclotron.

Figure 4.3: Beam envelope simulated for 150 MeV. The Gaussian standard deviations derive from a fit of the X (horizontal) and Y (vertical)
central profiles of the spot distribution, as a function of the distance from the exit window. The simulation scoring grid is divided into
1200x1200 voxels. The simulation uncertainty comes from the statistical Gaussian fit error and the scorer resolution. 107 primary protons
were simulated for each direction.
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Table 4.1: Initial beam source parameters (lateral spread and angular spread) for 70 MeV, 150 MeV and 240 MeV.

Nominal Energy (MeV) Lateral spread (x) (cm) Lateral spread (y) (cm) Angular spread (x) (rad) Angular spread (y) (rad)
70 0,33 0,25 0,0038 0,0042
150 0,275 0,21 0,00275 0,0032
240 0,245 0,18 0,0032 0,0034

Figure 4.4: Beam envelope measured and simulated for 150 MeV. The Gaussian standard deviations derive from a fit of the a) X (horizon-
tal) and b) Y (vertical) central profiles of the spot distribution, as a function of the distance from the exit window. The simulation scoring
grid is divided into 1200x1200 voxels. The simulation uncertainty comes from the statistical Gaussian fit error and the scorer resolution.
The experimental data was provided from another master thesis (A. Ibrahimi, personal communication, March 15, 2020). 107 primary
protons were simulated for each direction.

Depth-dose distributions
This section evaluates the agreement between the experimental and simulated depth-dose distributions in
air. Sections 3.2.3 and 3.3.3 describe the two sets of experimental and simulated data used and their corre-
sponding setups, i.e. water phantom setup and Giraffe setup. The values were normalized to their maximum
value, corresponding to the Bragg peak. The d20 and d80 were obtained by performing a linear interpolation
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of the distal fall off, for both experimental and simulated data.

The choice of the number of simulated primary protons is based on the trade-off between computational ex-
pense and statistical uncertainty. Figure 4.13 shows that for 107 histories, which was our choice, the statistical
uncertainty in the plateau and Bragg peak is under 2%. The fall-off region has a higher uncertainty because a
lower number of particles is scored in that region.

Figure 4.5: Comparison of the statistical uncertainty (%) of a relative depth-dose curve (in red, for reference) simulated with a different
number of primary protons (Blue: 20 million, Green: 10 million, Pink: 1 million). The Y-axis values correspond to % error and % relative
dose.

To match the simulated depth-dose curves to the experimental ones, we followed the most common ap-
proach found in literature, described in Section 2.1.2. It consists of performing various simulations only
modifying the initial energy and the energy spread of the beam, until optimal agreement is reached. Thus,
we could determine that the initial beam energy and energy spread employed for the TOPAS simulation are
consistent with the real ones. Figure 4.6 shows the effect that having different energy spread for the same
energy has on the Bragg peak width and on the peak-to-plateau ratio.

Figure 4.6: Simulated pristine Bragg curves in air for a mono-energetic 150 MeV beam with an energy spread of 0,8% (red), 0,4% (green),
1,2% (blue). Simulation for 107 proton histories.

Figure 4.7 shows the comparison between experimental and simulated depth-dose distributions using the
setup in Figure 3.5 (water phantom depth-dose distribution data for a nominal energy of 150 MeV). Both
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curves are normalized to the maximum value. The beam parameters for which the best agreement was found
are presented in Table 4.2. The table also includes the distal fall-off (d20−d80) and range values (d80) for
both the simulation and measurements. The TOPAS simulations matched the experimental data for a simu-
lated beam energy of 149.9 MeV and energy spread of 0.8%. The entrance channel and the distal fall-off show
a good agreement with a difference in the proton range of 0.3 mm. Furthermore, Table 4.2 shows the effect
of modifying the mean ionization potential of water from the Geant4 default value (78 eV) to other accepted
values in literature (75 eV). This was discussed in Section 1.1.1. The uncertainty in the energy loss becomes
apparent in the range shift of 5 mm.

Figure 4.7: Experimental (blue) pristine Bragg curve for 150 MeV proton beam (nominal energy) and simulated pristine Bragg curve using
the water phantom setup. The simulation input parameters are: initial energy 149,9 MeV, energy spread 0,8%, and lateral and angular
spread as specified in table 4.1. Simulation for 107 proton histories.

Table 4.2: Energy and energy spread used as input for the simulation to achieve agreement with measured d20-d80 (distal fall-off) and
d80 (range) pristine Bragg curve values in air, for the water phantom setup, for a nominal energy of 150 MeV. Simulation for 107 proton
histories using two mean ionization potential values for water. The uncertainty of the measurements and simulations is of 0,5 mm, given
by the detecting volume resolution. The measurement values are courtesy of Varian.

Initial Energy (MeV) Energy Spread (%) d20-d80 (cm) d80-range (cm)
Simulation (75 eV) 149,9 0,8 0,38 14,62
Simulation (78 eV) 149,9 0,8 0,38 15,09
Measurement 149,9 - 0,38 14,59

The agreement between simulated and measured Bragg curves was also found for three other energies: 70,
200 and 240 MeV. Table 4.3 summarizes the parameters which best reproduce the experimental data. We can
observe a general trend concerning the energy spread: the higher the nominal energy, the lower the energy
spread relative to the initial energy.

Table 4.3: Energy and energy spread used as input for the simulation to achieve agreement between measurements and simulations for
pristine Bragg curve values in air, for the water phantom setup, for 4 different nominal energies (70 MeV, 150 MeV, 200 MeV, 240 MeV).
Simulation for 107 proton histories.

Nominal Energy (MeV) Initial Energy (MeV) Energy Spread (%)
70 69,87 1,24
150 149,9 0,8
200 199,41 0,62
240 239,42 0,25

Figure 4.8 shows the comparison between experimental and simulated depth-dose profiles for the setup us-
ing the Giraffe detector. Both curves are normalized to the maximum value. The beam source parameters
for which the best agreement with experimental data is found are summarized in Table 4.4, along with the
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measurement values. The range and distal fall-off are also included. The TOPAS simulations matched the
experimental data for a simulated beam energy of 150.2 MeV and energy spread of 0.85%. Both distal fall-off
and range show agreement. However, the entrance channel shows slight disagreement probably given by an
electron build-up effect which occurs in devices such as the Giraffe. The MC model does not simulate this
effect because the materials of the Giraffe detector are not implemented. Experimentally it is possible to add
a thin absorber to stop the electrons and avoid this effect. However, this correction was not made for this
experimental data.

Figure 4.8: Experimental (blue) pristine Bragg curve for 150 MeV proton beam (nominal energy) and simulated pristine Bragg curve using
the Giraffe setup. The simulation input parameters are: initial energy 150,2 MeV, energy spread 0,85%, and lateral and angular spread as
specified in table 4.1. The uncertainty of the measurements and simulations is of 0,25 mm and 0,5 mm, respectively. Simulation for 107

proton histories.

Table 4.4: Energy and energy spread used as input for the simulation to achieve agreement with measured d20-d80 (distal fall-off) and
d80 (range) pristine Bragg curve values in air, for Giraffe setup, for a nominal energy of 150 MeV. Simulation for 107 proton histories. The
uncertainty of the measurements and simulations is of 0,25 mm and 0,5 mm, respectively, given by the detecting volume resolution.

Initial Energy (MeV) Energy Spread (%) d20-d80 (cm) d80-range (cm)
Simulation 150,2 0,85 0,39 15,61
Measurement 150,2 0,39 15,6

The measured value for the initial beam energy for the setup using the Giraffe, i.e. 150,2 MeV, was 0,3 MeV
higher than for the water phantom setup, i.e. 149.9 MeV. This difference is below the 0,5 MeV experimental
uncertainty of the beam. Furthermore, for the water phantom setup, the energy at the exit window is com-
puted taking into account the WET of the elements the beam traverses. Taking these two uncertainties into
account, we could expect both energy measurements at exit window to be in agreement. Moreover, as ex-
pected, the initial beam energy defined in both TOPAS simulations corresponds to the energy at exit window
found experimentally.

By comparing the experimental measurements in Table 4.2 (water phantom) and Table 4.4 (Giraffe), it can
be observed that the experimental range (d80) using the water phantom depth-dose distribution (14,59 cm)
data is 1 cm lower than the one measured with the Giraffe detector (15,6 cm). This is related to the differences
in experimental setup, described in Section 3.2.3. The water phantom setup includes multiple elements in
the beamline: a water tank with a non-negligible wall and two ionization chambers. These elements cause
energy loss, reducing the beam range. The WET of these three materials add up to 1,01 cm, which agrees with
the expected range decrease. The Giraffe detector, on the other hand, outputs values that compensate for this
energy loss, thus explaining the range difference among the two methods.

All in all, the initial mean energy and energy spread values for the 150 MeV pencil beam, presented in Ta-
ble 4.4, are kept as the initial beam parameters to be used for subsequent simulations. These parameters
are chosen rather than the ones in Table 4.2 because: a) the Giraffe measurements are more recent, b) less
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elements in the beamline allow a more accurate estimation of the energy at exit window. These parameter
values, along with those for the lateral and angular spread, obtained by computing the beam envelopes, con-
stitute the parametrization of the 150 MeV pencil beam source at the exit window.

The Giraffe depth-dose measurements were not computed for 70 MeV and 240 MeV proton beams, because
they are out of the scope of this project and are not further employed. However, the values presented in Tables
4.1 and 4.3 constitute a decent estimate of the pencil beam source parametrization for 70 MeV and 240 MeV
proton beams.

4.2. Passive Scattering Fields
Once the fixed pencil beam was characterized, both experimentally and using MC methods, we investigated
the properties of the fields produced by the passive scattering system, focusing on a 150 MeV proton beam.
Following the approaches described in Section 3.2.3, we studied the uniformity for different field sizes of the
lateral beam profiles, computed experimentally. Moreover, we characterized the dose and the dose rate of the
passive field.

Lateral beam profiles
The passive scattering system needs to produce different field sizes, depending on the radiobiological appli-
cation. To achieve this, the distances between the beam-shaping elements play a key role due to the scattering
properties of the elements. This section focuses on finding the position between the elements that ensures
the system can be used to irradiate fields of different sizes, ranging from 4 x 4 cm2 to 20 x 20 cm2, guarantee-
ing a field uniformity of 97%.

As it was described in Section 3.2.3, the best location of the elements was found by analyzing the uniformity
of the beam lateral profiles obtained using the Lynx detector. The positions of the dual ring, collimator and
detector, all part of the setup presented in Figure 3.3, were optimized. The outcome is presented in Figure 4.9.

Figure 4.9: Experimental setup in the experimental room for measuring the lateral beam profiles. The beam traverses the exit window
and goes through the first foil, monitor chamber and dual ring. Then, the scattered beam reaches the Lynx detector. (Courtesy of A.
Ibahimi)

The most appropriate position for placing the dual ring scatterer was found empirically, without including
the collimator in the setup. The dual ring scatterer was mounted on a motorized support allowing to pre-
cisely align the ring with respect to the beam, in any direction, including forward and backwards. Its best
location was found to be at 45 cm from the exit window. Experimentally, we observed that the lateral profiles
presented “bunny ears” when the dual ring was too far away from the beam source. This is due to the broad-
ening of the beam which causes the annulus-shaped profile of the outer ring to be predominant.

The effect of having different Lynx positions is presented in Figure 4.10 (200 cm) and Figure 4.11 (250 cm).
A larger uniform field was obtained when placing the detector further away from the dual ring, because the
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beam scatters more. However, for the same conditions, a closer target captures more signal. A slight mis-
alignment of the beam with respect to the dual ring can be observed in the lateral profiles, given by the higher
intensity region on the right of the y-profile and on the left of the x-profile.

Figure 4.10: Measured irradiated field using the passive scattering setup depicted in Figure 4.9 with the Lynx detector at 200 cm from exit
window, computed using the procedure described in Section 3.2.3. a) X-Y lateral profiles, b) 2D intensity map.

Figure 4.11: Measured irradiated field using the passive scattering setup depicted in Figure 4.9 with the Lynx detector at 250 cm from exit
window, computed using the procedure described in Section 3.2.3. a) X-Y lateral profiles, b) 2D intensity map.

The uniformity results for different field sizes of the x-y integral lateral profiles, measured with the setup in
Figure 4.9 and computed following the approach described in Section 3.2.3, are presented in Table 4.5. There
is a 98%-pixel intensity uniformity in the lateral profiles for a diameter of 12 cm, and 97% for a diameter of 20
cm. Those results are in agreement with the expected outcome and with literature, allowing the use of passive
fields for radiobiological irradiation.
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Table 4.5: Lateral profile uniformity (x and y) and average uniformity for different field diameters, computed using the procedure de-
scribed in Section 3.2.3. The intensity uncertainty is not provided by the Lynx manufacturers.

Field Diameter (cm) Uniformity X (%) Uniformity Y (%) Uniformity Avg (%)
5 98 99 99

10 99 99 99
12 99 98 98
16 98 97 98
20 97 96 97
24 97 96 96

The 5 x 5 cm2 PMMA collimator was then placed in the beamline with the goal of laterally conforming the
dose to this region (Figure 3.4). By evaluating the lateral uniformity at different positions, the optimal loca-
tion of the collimator was found to be at 187 cm from the exit window. Figure 4.12 presents the x-y lateral
profiles for this setup.

Figure 4.12: Measured irradiated field using the passive scattering setup with the Lynx detector at 200 cm and the collimator at 187 cm
from the exit window, computed using the procedure described in Section 3.2.3. a) X-Y lateral profiles, b) 2D intensity map.

A uniformity of 97% for a 5x5 cm2 field size was found. Nevertheless, the collimated field needs to be im-
proved by adjusting the alignment of the beamline elements and changing the distance from the dual ring.
One effect that can be seen with the collimator is the multiple Coulomb interactions occurring when the
protons interact with the collimator slits. This effect is called “slit scattering effect”. The high signal in the
Y-profile outside the 5x5 cm2 field needs to be investigated, probably coming from beam misalignment.

Relative dose measurements
In order to perform radiobiological experiments, the dose and the dose rate of the passive field need to be
characterized. In this section, we present the results of evaluating the dose measured at target for different
beam intensities for a 150 MeV mono-energetic proton beam. Moreover, this passive system was tested with
3 additional energies to investigate the robustness of the system.

As it was described in Section 3.2.3, the dose of the field was first measured without any collimation sys-
tem and the field uniformity was compared with the Lynx measurements. The MatriXX was used for this set
of measurements. Table 4.6 summarizes the most relevant uniformity values without collimator. RW3 water
slabs were placed in front of the detector in order to measure the dose at the plateau region of the Bragg curve.
The table reports the total uniformity for different field sizes at a depth of 5 cm. A 4,5 x 4,5 cm2 area shows
a uniformity of the integrated lateral profiles of 99%, and a 10 x 10 cm2 area has a promising value of 97%.
These results agree with those reported in Table 4.5 for the field uniformity found using the Lynx detector.
Slight uniformity differences can be attributed to the reproducibility of the setups and the change in detec-
tors. Moreover, the dose was measured for different nominal beam intensity in order to measure the dose rate.
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Table 4.6: Uniformity of the lateral dose profiles computed with MatriXX device using the procedure in Section 3.2.3, for the passive
scattering system without collimator, for different field sizes (4,5 x 4,5 cm2 , 8 x 8 cm2, 10 x 10 cm2) and intensity, computed at the Bragg
peak plateau (5 cm WET). The uniformity uncertainty comes from that of the MatriXX detector (0,5 %).

Energy (MeV) Intensity (nA) Time (sec) Collimator WET U (%) 4,5 x4,5 cm2 U (%) 8x8 cm2 U (%) 10x10 cm2

150 250 60 No 5 cm 98,7 96,9 96
150 500 60 No 5 cm 99 97,6 97
150 795 60 No 5 cm 99 97,8 97

The dose deposited in the target, after traversing all the beam-shaping elements presented in Figure 3.4, was
then analyzed. Therefore, the PMMA pre-collimator and brass collimator system with a 5 x 5 cm2 aperture
was added to the beamline. Figure 4.13 presents the measured x-y lateral profiles, showing how the alignment
of the beam-shaping elements and symmetry is adequate.

Figure 4.13: Measured dose field using the passive scattering setup depicted in Figure 15 with the Lynx detector at 200 cm and the PMMA
+ brass collimator at 187 cm from the exit window. The resolution is 1% of the dose and 1 mm a) X-Y lateral profiles, b) 2D intensity map.

Table 4.7 summarizes the uniformity values when placing RW3 slabs to measure the dose at different Bragg
curve positions, for the same energy: entrance plateau (5,6 cm of RW3), Bragg peak (9,5 cm to 9,9 cm of RW3)
and distal fall-off (10,4 cm of RW3). The difference in total dose for these three different regions is reflected
in the increase in the average field dose registered in the Bragg peak area. Following this approach, the Bragg
peak was found at a water depth of 9,7 cm with 1 mm resolution. Furthermore, the uniformity in the 4 x 4 cm2

field is of around 98% in most cases, with similar values in both x and y integrated lateral profiles, indicating
symmetry.

Table 4.7: Dose rate measurements with MatriXX device and lateral profiles uniformity in a 4 x 4 cm2 field, computed using the procedure
in Section 3.2.3 using the collimated passive system (PMMA+Brass) and changing the WET before, i.e. measurement position in Bragg
curve. The uniformity and dose uncertainty comes from that of the MatriXX detector (0,5 %).

E (MeV) I (nA) Time (sec) WET U (%) - X U (%) - Y U (%) - Avg Dose (Gy)
150 250 60 5,6 99 98,5 98,75 0,15
150 250 60 9,5 98,7 98,6 98,6 1,07
150 250 60 9,7 98,5 98,5 98,5 1,15
150 250 60 9,9 98,3 98,3 98,3 1,00
150 250 60 10,4 97,7 97,5 97,6 0,14

Table 4.8 collects the dose measurements resulting from shooting the beam for a minute, for different ener-
gies and a fixed intensity value (795 nA). The total uniformity in the irradiated 4 x 4 cm2 area is higher than
97% in all cases. The symmetry between x and y profiles is also appropriate, with differences of less than 1%
uniformity among the two, which are within the uncertainty. Moreover, for higher doses, higher uniformity is
generally reached. The reason is that higher dose leads to an improvement in the signal-to-noise ratio in the
detector because the detected signal is higher.

These experiments confirm the possibility of conforming the lateral spread using the passive scattering sys-
tem with a collimator for obtaining a homogeneous lateral dose with a defined penumbra. In this case, using
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Table 4.8: Dose measurements with MatriXX device and lateral profiles uniformity in a 4 x 4 cm2 field, computed using the procedure
in Section 3.2.3, for different beam energies, using the collimated passive system (PMMA+Brass). The uniformity and dose uncertainty
comes from that of the MatriXX detector (0,5 %).

E (MeV) I (nA) Time (sec) WET U (%) - X U (%) - Y U (%) - Avg Dose (Gy)
115 795 60 No slabs 96,8 97,6 97,2 0,41
130 795 60 No slabs 97,9 97,8 97,8 0,62
140 795 60 No slabs 98,3 97,8 98 0,86
150 795 60 No slabs 98,1 97,7 97,9 1,18

a PMMA pre-collimator and brass collimator with an aperture of 5 x 5 cm2, for various energies. For a nomi-
nal energy of 150 MeV, a uniformity of 98% is achieved for the lateral profiles in a 4 x 4 cm2 target in the Bragg
peak region, with symmetry in the x and y direction. As mentioned in the previous section, an improvement of
the passive scattering beamline alignment will potentially increase the uniformity further, reaching the same
values as when using the uncollimated beam (more than 99% uniformity). Moreover, a good uniformity was
obtained also for different energies, which shows the robustness of the setup. Furthermore, experiments with
no collimator in place prove that the optimized system is prepared to irradiate larger fields using a collimator
with a larger aperture, once the best alignment is achieved.

4.3. Comparison of Experimental Data vs TOPAS Simulations for the Pas-
sive Scattering Setup

Once the pencil beam simulations were benchmarked and the beam source parameters were estimated, we
compared the MC simulations of the passive scattering system with the experimental data, following the
procedures described in Section 3.3.4. We benchmarked the system by evaluating the lateral field profiles
and their uniformity, the Bragg curves, and the dose distributions.

Depth-dose distributions
Depth-dose distributions of the passive scattering system were used for benchmarking the MC model. The
main goals for using them was to validate the beam source parameters, the geometrical model and physics
model details used in the MC code. In this section, we present, compare, and discuss the experimental and
simulated pristine Bragg peaks and SOBP.

Pristine Bragg peak
Pristine Bragg curves were simulated using the TOPAS passive scattering setup depicted in Figure 3.7, with a
scoring volume and following the procedure described in Section 3.2.3. This model was implemented in such
a way that it reproduced the same beamline elements and the distances between them, found in Section 4.2.

The beam source parameters used as input of the MC simulations were initially set to those found for the
pencil beam, reported in Section 4.1. Then, to find the agreement between the simulated passive beamline
and the measurements, for a 150 MeV nominal proton beam, the mean energy and energy spread were further
tuned to 149.1 MeV with an energy spread of 0.95%, as summarized in Table 4.9. Figure 4.14 presents the
comparison between the experimental and simulated depth-dose curves, for a proton beam with a nominal
energy of 150 MeV. As it can be observed, there is good agreement between both ranges and distal fall-off.

Table 4.9: Initial energy and energy spread used as input for the simulation to achieve agreement with measured d20-d80 (distal fall-off)
and d80 (range) pristine Bragg curve values of the passive scattering system, for a nominal energy of 150 MeV. Simulation for 107 proton
histories. The uncertainty of the measurements and simulations is of 0,25 mm and 0,5 mm, respectively.

Initial Energy (MeV ) Energy Spread (%) d20-d80 (cm) d80-range (cm)
Simulation 149,1 0,94 0,43 10,39
Measurement 150,1 - 0,42 10,37

This tuning procedure is widely reported in literature (Section 2.2.1). The main reason why the values need
to be tuned after adding all the elements in the beamline is that the modelling of the elements introduces
inaccuracies in the simulation due to:

• The information provided by their manufacturers about the geometry and composition of the element
is an estimation
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Figure 4.14: Experimental (blue) pristine Bragg curve for 150 MeV proton beam (nominal energy) and simulated pristine Bragg curve
with the passive scattering system. The simulation input parameters are: initial energy 149,1 MeV, energy spread 0,94%, and lateral and
angular spread as specified in Table 4.1. The uncertainty of the measurements and simulations is of 0,25 mm and 0,5 mm, respectively.
Simulation for 107 proton histories.

• The mean ionization potentials of the element’s materials are not tuned, and the default values pro-
vided by TOPAS are used

• The Giraffe detector is modelled as a water tank, disregarding the elements and physics processes to
obtain the dose deposition.

By tuning the initial mean energy, energy spread and fixing these values for future simulations using this
setup, it is therefore possible to disregard these sources of inaccuracy. Table 4.10 collects the beam source
parameters for both the pencil beam in air and the ones corrected for the presence of the beamline elements.

Table 4.10: Beam source parameters for a 150 MeV proton beam in air and after traversing all the elements of the passive system (correc-
tion applied).

Initial Energy (MeV) Energy Spread (%) Lateral Spread (cm) Angular Spread (rad)

In air 150,2 0,85
0,27 (x)
0,21 (y)

0,0027 (x)
0,0032 (y)

Passive System 149,1 0,94
0,27 (x)
0,21 (y)

0,0027 (x)
0,0032 (y)

Depth-dose curves obtained using the same setup were experimentally obtained for different nominal ener-
gies. Those measurements were performed to test the robustness of the setup for different energies than the
optimized one (150MeV). The first four rows in Table 4.11 gather the experimental conditions and the results.

Table 4.11: Bragg peak measurements using the Giraffe detector after the passive scattering system. The first four rows do not include
ridge filter while the last one does. The range uncertainty is of 0,25 mm, given by the Giraffe resolution.

Ridge Filter Nominal Energy (MeV) nA d80 (cm) d20 (cm) Energy at Target (MeV)
No 150 350 10,43 10,04 118,6
No 140 350 8,66 9,04 106,77
No 130 350 6,96 7,3 94,4
No 115 350 4,58 4,96 74,7
Yes 150 350 10,05 - 116,1 (max)

Spread-out Bragg peaks
Spread-Out Bragg peak measurements have been performed including the ridge filter in the passive scatter-
ing system. The experimental setup is shown in Figure 3.3. The goal of this measurement is to evaluate the
uniformity and width of the spread-out Bragg peak for a field in order to be able to irradiate volume.
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Table 4.11 gathers the experimental conditions and the information of the measured depth-dose curve pre-
sented in Figure 4.15. The uniformity of the SOBP was evaluated for different widths in order to check the field
homogeneity in the longitudinal direction. As we report in Table 4.12, the uniformity is higher than 98.6% for
a width of up to 3.4 cm. This means that the given passive scattering system, including the chosen ridge filter,
can be used to homogeneously irradiate target volumes.

Figure 4.15: Experimental Spread Out Bragg Peak for a 150 MeV proton beam (nominal energy). The range uncertainty is of 0,25 mm,
given by the Giraffe resolution.

Table 4.12: Uniformity (%) of the spread out bragg peak, for different modulation widths.

Modulation Width (cm) 3,4 2,1 0,9
Uniformity (%) 98,6 98,6 98,7

Once the SOBP measurements were obtained, a benchmark of the SOBPs was attempted with the model im-
plemented in TOPAS. Results are shown in Figure 4.16. The distal fall-off is properly represented, however,
the entrance channel and the beam modulation do not follow the experimental data distribution. One of the
possible explanations for this disagreement is the dimensionn of the integration volume where the simula-
tion has been performed. Benchmarking the ridge filter system with the large field could show, in fact, the
distortion of the beam on the edges of the ridge filter. The simulation seems to be sensitive to the edge effects
which are accounted for in the integrated volume. In this case, the SOBP simulations could be improved by
reducing the lateral dimensions of the scoring volume. Moreover, it is possible that the design of the ridge
filter is slightly different than the simulated one in terms of type of material. Time limitations did not allow
to perform further implementations in this thesis.

Lateral beam profiles
The benchmark the lateral beam profile of the large fields is important to test the accuracy of the imple-
mented geometry and the model of the beam interactions with the dual ring setup. The simulations were all
performed using 3 x 107 primary protons, unless stated otherwise.

As it was described in Section 3.3.4, we use two methods to process the dose profiles simulation raw data: the
direct approach and the radial projection approach. Figure 4.17 compares the result of following both ap-
proaches for an uncollimated beam, for the same number of proton histories. As described in Section 3.3.4,
the radial projection method generates a symmetric lateral profile, i.e. each ring has a single value gather-
ing both the original values from the positive and negative side of the lateral profile axis. For illustration
purposes, we mirror the projected values in the figures. It can be readily observed that the radial projection
method, which has 75 rings in this case, reduces the statistical uncertainty of the lateral profiles. Using the
direct approach, which directly plots the central profiles, the standard error is in the order of 4%. On the other
hand, the radial projection method significantly reduces the statistical uncertainty by 1p

number o f voxel si nr i ng
.

Given the computational and time resources available, this approach was chosen to process the simulated



42 4. Results and Discussion

Figure 4.16: Experimental (blue) and simulated (red) Spread Out Bragg Peak for 150 MeV proton beam (nominal energy) with the passive
scattering system. The simulation input parameters are specified in Table 4.10 for the passive system. The uncertainty of the measure-
ments and simulations is of 0,25 mm and 0,5 mm, respectively. Simulation for 107 proton histories.

data and to extract the lateral beam profiles.

Figure 4.17: Comparison between the two approaches for processing simulated lateral beam profiles of a passive scattering system:
radial projection method with 75 rings (red) and direct method (blue-x and green-y). The uncertainty using the direct method, obtained
from TOPAS, is in the order of 4%. Simulations were performed for 3 x 107 primary protons.

The comparison of the simulated and measured lateral x and y-profiles for an uncollimated passively scat-
tered beam are depicted in Figure 4.18. Both curves are normalized to the center value. As it can be observed,
the measurements show a slight misalignment due to the beam position with respect to the dual ring system.
However, the field size is properly reproduced by the simulations.

Equation 3.1 was used to quantify the uniformity of the integral lateral profiles. The radial projection sums
the values of the voxels contained in each ring; therefore, this approach does not distinguish between x and y
profile. Moreover, for computing the uniformity, the two central rings were not accounted for. The reason is
that the statistical uncertainty is higher in that region due to the lower number of voxels included in each ring.
Table 4.13 compares the measured and simulated uniformity values for various field sizes. The agreement
between both results validates the simulation model without collimator.
Both processing methods were also used to evaluate the lateral profiles of the setup using the collimator.
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Figure 4.18: Comparison between experimental (blue-x, green-y) and simulated lateral profiles computed using the radial projection
approach with 75 rings. Simulations were performed for 3 x 107 primary protons.

Table 4.13: Comparison of uniformity of lateral profiles (x-y) for measurements (Lynx) and simulations, for different field sizes, after
the uncollimated scattering system. The simulation uncertainty comes from averaging the error provided by TOPAS over the region of
interest

5X5 cm2 10x10cm2 16x16cm2

EXPERIMENTAL (%)
x 98,7 98,6 98,6
y 98,3 98,3 98

SIMULATION (%) 98,4 ± 0.7 98,4 ± 0.5 98,4 ± 0.4

Figure 4.19 presents the measured and simulated 2D dose profiles for the complete setup with collimator.

Figure 4.19: Measured (left) and Simulated (right) 2D dose profiles for a 150 MeV proton beam going through the passive scattering
system with collimator. Simulations were performed for 3 x 107 primary protons.

Figure 4.20.a compares measurements and simulations processed with the radial projection method. In this
case, although the statistical uncertainty is improved, the lateral penumbra does not match the measured
one. The capability of spatial location of the penumbra decreases because the collimator has a squared shape
and the voxels are grouped together in circular rings. This causes incorrect approximations in the rings in-
cluding the collimator edges. Nevertheless, for a collimator of 5 x 5 cm2 these simulations can be used to find
an approximation of the uniformity for the inner circle with a radius of 25 mm (Table 4.14).
On the other hand, Figure 4.20.b presents the comparison between measured and simulated profiles, using
the direct processing approach. In this case the comparison shows a good lateral penumbra agreement, even
considering the statistical fluctuations in the values of the irradiated field.

Given this, the radial project method is a processing method that should be carefully used. Its main advan-
tage is that for a given number of primary protons and a given scorer grid, it greatly reduces the statistical
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Figure 4.20: Comparison of x-y lateral profiles for measurements (Lynx, solid lines) and simulations (circles), after the collimated passive
scattering system. A) Simulated lateral profiles processed using the radial projection method for 150 rings (error: 1,3%) b) Simulated
lateral profiles processed using the direct approach (average error: 4.7%). Simulations were performed for 3 x 107 primary protons.

Table 4.14: Comparison of uniformity of lateral profiles (x-y) for measurements (Lynx) and simulations, for a 5 x 5 cm2 field, after the
collimated passive scattering system. The simulation uncertainty comes from averaging the error obtained after performing the radial
projection method, over the region of interest.

5X5 cm2

Experimental (%)
x 96,7
y 96,1

Simulation (%) 97,1 ± 1,3

uncertainty of a simulation as compared to the direct processing method. This is useful in situations when
there are time and computational constraints, such as this work, where simulating a very high number of his-
tories or using a grid with small voxels will be too much time consuming. However, this method assumes that
the beam is symmetrical while the experiment shows a slight beam asymmetry. Another aspect to consider
of this approach is the resolution with respect to the conventional method. The resolution, in fact, depends
on the number of rings in which the grid is divided, e.g. for a 30 x 30 cm2 surface and an original grid of 150 x
150 voxels, 150 rings will have the same resolution as the original, but 75 rings will half the original resolution.

In conclusion, it was observed that the passive scattering TOPAS model of the beamline properly models
both the physics processes and collimator, revealing the ability of the TOPAS model to reproduce the passive
scattering system and model the behavior of the passive beamline in different scenarios.

Dose distribution
The MC model of the passive scattering beamline can be used to estimate the dose deposited in the target
area, as well as its uniformity. This procedure is described in Section 3.3.4. In this section, simulations were
first used to estimate the number of protons required to deposit a given dose in the target and the location
of the Bragg peak. In this way, it was possible to have an estimation on the required intensity and irradiation
time of the beam to reach a certain dose. Moreover, the simulations were used to provide an estimation of
the dose uniformity in the target.

Estimating number of initial protons
The first step was to correlate the dose value in the target area with the initial number of protons. This was
done using experimental data measured at HPTC which relate each nominal energy to the number of protons
irradiated per second per 1 nA. The results are reported in Table 4.15.

The experimental mean deposited dose in one of the areas of interest for a one-minute irradiation at 500 nA
nominal intensity of 150 MeV, was 2,09 Gy. This constitutes 6,06 x 1011 irradiated protons. For the simulation
with 106 primary protons, the mean dose in the area of interest was of 2,56x10−6 Gy. Based on the experimen-
tal data and by a simple rule of three, it was expected to need to simulate 8,18 x1011 initial protons to obtain
the same experimental dose. This over estimation is confirmed for all the results compared in Table 4.15,
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Table 4.15: Correlation of the simulated and measured dose values in the target area with the initial number of simulated primary protons
and initial protons given the measured number of protons per second per 1 nA.

Primary Protons Sim Dose (Gy) Meas Dose (Gy) E (MeV) Protons/s per 1 nA (nom) I (nA) Time(s) Meas Protons Sim Protons
106 2,56x10−6 1,09 150 2,02x10−8 250 60 3,03x1011 4,27 x1011

106 2,56x10−6 2,09 150 2,02x10−8 500 60 6,06 x1011 8,18 x1011

106 2,56x10−6 3,45 150 2,02x10−8 795 60 9,64 x1011 1,35x1012

as shown in Figure 4.21. The difference between expected and measured values is probably related to the
provided measurement data from which the calculation from a nominal current was made. The agreement
is expected to improve if the real number of protons had been measured during the experiment. Moreover,
the number of simulated histories is low; therefore, its uncertainty is high. Increasing the number of primary
protons simulated would also probably increase the accordance.

Figure 4.21: Comparison between expected (simulated) and measured number of protons for the simulation and experimental data
given in table 4.15. Simulations were performed for 106 primary protons.

Estimating the location of the Bragg peak
MC simulations were employed to evaluate whether we could estimate the location of the Bragg peak. To
achieve that, water slabs of different thickness were placed in front of the scorer. For each simulation, we
simulated 6 x 106 primary protons and scored the mean dose deposited in the central 4 x 4 cm2 field. The
statistical uncertainty in the target area ranged between 17-28%. Figure 4.22 presents the results obtained;
using the simulations, the Bragg peak is found at 10 cm. This is a 3 mm shift with respect to experimental
data (Table 8). This shift can be due to the ionization potential and the atomic composition used for repro-
ducing the water slabs, as discussed in Sections 1.1.1 and 4.1. Moreover, the simulation uncertainty is very
high: choosing a higher number of initial proton histories, this method could be used to perform accurate
estimations.

Validating dose lateral profiles

Simulations of the lateral dose beam profiles have been performed and benchmarked against the experi-
mental data. The power of the model to reproduce the data would allow to perform simulations prior any
experiments to estimate dose uniformity.
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Figure 4.22: Variation of the simulated dose for a passive scattering system when placing blocks with different water equivalent thick-
nesses before the scoring surface. The highest peak corresponds to the location of the Bragg peak. The dose uncertainty ranges 17-28%.
Simulations were performed for 6 x 106 primary protons.

Figure 4.23 compares the lateral profiles of both the measurements and the simulations. 3 x 107 primary pro-
tons were used in the MC simulations. The lateral dose penumbra is properly modeled, which means the
collimator modeling and the simulated physics processes were appropriate. However, it can be observed that
the statistical uncertainty is high in the collimated target area. The average error in the collimated area is of
7%, for both x-y profiles. This behavior is similar to the one presented for the lateral beam profiles that score
the number of particles arriving to the target.

Figure 4.23: Comparison of measured and simulated irradiated dose fields using the passive scattering setup depicted in Figure 15. a)
Comparison of x-y lateral Dose profiles of measurements (solid lines) and simulations (circles), processed using the direct approach
(average error: 4.7%) b) Mesaured 2D dose map for a 150 MeV proton beam. Simulations were performed for 3 x 107 primary protons.

Improving the statistics of the simulation by increasing the number of primary protons simulated is not fea-
sible due to computational and time limitations. To overcome this, we used the radial projection method.
Results are presented in Figure 4.24. As it was discussed in the previous subsection, this method reduces the
spatial resolution resulting in a shift in the lateral penumbra. However, the approximation in the 4 x 4 cm2

target is good enough to compute an estimate of the uniformity values. Table 4.16 shows a comparison of the
uniformity values of the measurements and simulations. The value of the two first rings extracted from the
radial projection method are excluded. For a 4 x 4 cm2 field, there is a 1% difference in the uniformity value of
the total field. For a 4.5 x 4.5 cm2 field, the simulation outputs a 3% higher uniformity. This difference might
be related to the fact that the measurements are slightly misaligned, and that the radial projection method
assumes a symmetrical beam.
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Figure 4.24: Comparison of x-y lateral Dose profiles for measurements (solid lines) and simulations (Blue circles). Simulated lateral
profiles processed using the radial projection approach (average error: 1%). Simulations were performed for 3 x 107 primary protons.

Table 4.16: Comparison of uniformity (U) of lateral profiles (x-y) for measurements (MatriXX) and simulations, for different fields, after
the collimated passive scattering system. The measurement error is of 0,5%, coming from the MatriXX characteristics, and the simulation
uncertainty comes from averaging the error obtained after performing the radial projection method, over the region of interest.

4x4cm2 4.5x4,5cm2

U (%) X U (%) Y Avg U (%) U (%) X U (%) Y U (%)
Measured 98,5 97,8 98,1 96,2 95,9 96
Simulated - - 97,4 ± 0.93 - - 96.5 ± 0.9

In conclusion, the results presented in this section show that the passive scattering TOPAS model can be
used to approximate the dose deposition in the target volume using the experimental setup of the HPTC R&D
bunker. Therefore, it is a useful tool for assisting in the preparation of radiobiological experiments which
require different doses and setups.





5
Conclusions and Future Prospects

Nowadays, there are 104 proton centers around the world and their presence is extensively spreading. The
physical advantages of using proton therapy to treat deep-seated tumor lies in the profile of their depth-dose
distribution in the tissue. In fact, the more the protons penetrate the tissue the higher is the energy deposi-
tion because of slow-down electromagnetic processes. On the contrary, photons have the opposite behavior
depositing the highest dose at the tissue entrance. For this characteristic, protons are considered one of the
best candidates for specific tumor classifications, in order to spare healthy tissues and have higher radiobio-
logical effectiveness in the tumor volume. Nevertheless, to show the added value of proton therapy, to apply
research-driven care to patients and to develop next generation treatments, all the radiobiological mecha-
nisms have to be fully understood.

One of the purposes of the research program of HollandPTC (HPTC) is to perform clinical trials as well as pre-
clinical experiments on cells and animals. For the latter, HPTC dedicated a proton experimental beamline
and three laboratories. The experimental room is equipped with a fixed horizontal beamline providing a
single pencil beam. In order to conduct different radiobiological experiments, the beamline needs to be
equipped to provide large field irradiation with an accurate dose characterization.
In this context, the two main goals of this master thesis project were: to implement a passive dual ring scat-
tering system in the experimental room of HPTC to produce homogeneous fields of different sizes; to create
a MC model of the HPTC passive scattering beamline able to reproduce the experimental setup. Therefore,
this project includes experimental work, performance of Monte Carlo (MC) simulations and processing of
raw data.

The dual ring passive scattering system implemented throughout this work was optimized for a 150 MeV
mono-energetic initial beam allowing to:

• Study the experimental condition to produce a 4x4 cm2,10x10 cm2, 16x16 cm2 and 20x20 cm2 passive
field.

• Achieve for every field size uniformity between 96% and 99%, for the largest field to the smallest, re-
spectively.

• Prove the feasibility of the experimental design, its reliability and its robustness in producing homoge-
neous fields.

• Produce a collimated field of 4x4 cm2 with up to 97% uniformity.

• Validate the passive ridge filter to produce Spread-Out Bragg peaks of 3 cm width and up to 98% uni-
formity.

• Show the adaptation of the setup for different beam initial energies.

• Evaluate the energy loss in the passive beam element in order to measure the proton energy of the field
(at target position).

49
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The development of a MC model using TOPAS was performed in parallel to the experimental work during the
thesis project.
In the first part of the MC project, the pencil beam had to be simulated and compared to the data in order
to produce the initial parameters to the passive field setup. In this context, the model reproduced the depth-
dose curves and the lateral beam profiles at different positions in air, giving as output the lateral spread, the
angular spread, the energy spread and the mean energy of the HPTC proton beam.
For the depth-dose distribution of pristine Bragg peaks, a millimetric agreement was found between data and
simulations. The lateral beam spot profiles of the single pencil beam agreed inside the experimental error.

In the second part of the simulation work, the beam characteristics passing through the beam-shaping ele-
ments were reproduced. For this case, not only the depth-dose curves were compared with the experimental
data, showing the different energy at target position, but also the lateral profiles of the large fields were stud-
ied. The agreement between data and simulation was successful. Agreement was found for the uniformity
of the lateral profiles and the lateral penumbra of the collimated beam. The radial projection method was
implemented as an alternative to process the lateral profiles which significantly reduces the statistical uncer-
tainty with respect to the conventional processing method, at expenses of loss in resolution.
An attempt of simulating the ridge filter data was made in this work. However, a disagreement between sim-
ulation and experimental measurements was found. The simulated distribution did not show a distribution
as flat as the data. This behavior could be attributed to some distortion effects of the beam at the edge of
the ridge filter increased by the presence of the passive setup and the collimator. To have a better idea of this
behavior, different simulations have to be performed, reducing the scoring volume dimensions, with passive
setup and without. The latter were not part of this work.
The dose of the field was measured with a quality assurance clinical device, the MatriXX. The average dose
value over a field of 4x4cm2 at different Bragg peak positions was studies. The TOPAS model attempted to
simulate the average field dose to perform a comparison. It was found an underestimation of the number of
protons with respect to the expected ones. The disagreement can be referred to an uncertainty of the esti-
mated total amount of protons sent during the measurement.The latter was, in fact, estimated by table values
and not directly measured during the experiment.

Throughout this project, the dual-ring passive scattering setup has been successfully implemented in the ex-
perimental room of HPTC to have different sizes for different applications. This setup is ready to be used in
radiobiological experiments. Moreover, a TOPAS MC model of the passive scattering system has been cre-
ated that can provide an estimation of the pencil beam parameters at exit window, and that is benchmarked
against experimental data. This model can be used to assist in the preparation of radiobiological experiments
and to further optimize the beamline design. All in all, the goals of this master thesis project have been suc-
cessfully reached.

As a follow-up to the conclusions and to increase the usefulness of the beamline in the near future, we suggest
the following:

• Improving the alignment of the beam-shaping elements and the distance between the collimator to
increase the uniformity of the collimated field.

• Manufacturing and introducing collimators with different aperture sizes to conform the lateral dose to
different target areas.

• Computing absolute dose values to precisely know the dose arriving to the target.

• Measuring the lateral dose profiles at different regions of the SOBP to evaluate the beam lateral spread
along the beam axis direction.

• Performing dose measurements in x-y-z of the fields inside a water phantom.

• Creating fields with sizes smaller than 5x5 cm2 with a thinner dual ring setup increasing the dose rate.

In order to improve the MC model, we recommend:

• Improving the ridge filter model and simulation to achieve good agreement between experimental and
simulated spread-out Bragg peaks.
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• Running the lateral beam simulations with a very large number of primary protons to reduce the sta-
tistical uncertainty of the scores without requiring additional data processing.

• Simulating the lateral dose profiles at different regions of the SOBP and using the experimental data to
benchmark the model of physics interactions caused by the presence of the collimator, i.e. slit scatter-
ing effect.

• Using the TOPAS model to perform neutron dose estimation caused by the beam-shaping elements,
beneficial for radiation protection purposes.
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