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Summary

As air travel becomes increasingly more accessible than ever, driven by leaps in efficiency and safety, the aviation indus-
try faces a pressing dilemma: reducing pollution and resource depletion, aspects that are fundamentally embedded in its
operations. The Flying-V aircraft shows potential to become one of the most remarkable technological advancements
in commercial aviation since the introduction of jet propulsion, increasing aerodynamic efficiency by an estimated 25%.
However, before such an innovative design can become mainstream in the sector, research has to be done.

This research contributes to a collaborative effort of Delft University of Technology to develop the Flight Control
System (FCS) of the Flying-V, capable of achieving Level 1 Handling Qualities (HQ) in normal law when the FCS is
operational. These HQ requirements are evaluated by looking in at commonly used requirements fromMIL-STD-1797A
and EASA CS-25.

Van Overeem et al. and Stougie et al. have focused on implementing an Incremental Nonlinear Dynamic Inversion
(INDI) control law but faced stability margin issues due to sensor delays and a deficient Flight Envelope Protection (FEP)
structure. This research identified errors in the original simulation model that led to incorrect conclusions. The corrected
model failed to meet pitch attitude bandwidth and equivalent time delay requirements, and the existing FEP structure
proved inadequate to more excessive control inputs, causing instability for longitudinal, lateral, and direction control
inputs.

A new type of controller, called a Hybrid INDI controller, has been suggested to enhance stability margins. This
controller combines sensor-based and model-based information using a Complementary Filter (CF). While the stability
margins have been improved to meet the phase margin requirements, not all gain margin requirements have beenmet due
to limited control authority. The Low Order Equivalent System (LOES) approximation poses a problem with validating
the different HQ, and there is inconclusive data about which HQ shall be used in succeeding research.

To improve the safety of the FCS, a different FEP structure has been implemented. Specifically, it is based on an
exponential potential function Command Limiting structure. This structure stabilizes the FCS and provides adequate
protection when the aircraft is on cruise. However, in the approach condition, the control inputs saturate the control
surfaces, thus degrade the protection and safety of the FEP.
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1
Introduction

The development of aviation represents a significant milestone in human history. This journey began with the Wright
brothers’ inaugural flight at Kitty Hawk in 1903 and has since evolved into today’s extensive global air transport net-
works. A pivotal moment in this evolution was the introduction of jet propulsion in the mid-20th century, enhancing
the speed and range of air travel and effectively making the world smaller. Flying, once an exclusive privilege for the
elite, has become a regular mode of transport, with the aviation sector persistently broadening its scope. The remark-
able growth in air travel in recent decades can be attributed to several factors: the progress of economic globalization,
technological breakthroughs, and the rise of a travel-enthusiastic middle class. The accessibility of air travel has signif-
icantly increased, paralleled by advancements in efficiency and safety. These improvements are largely due to ongoing
innovations in aircraft design, propulsion systems, and avionics.

However, this growth has not been without challenges. With the increasing demand for air travel, there has been in-
creasing criticism regarding environmental impact, noise pollution, and resource depletion. The aviation industry is
therefore looking for different methods to solve these issues, however, since the introduction of commercial aircraft, the
concept of fuselage, wing and tail also known as Conventional Tube-and-Wing (CTW) has never changed. One of the
most promising innovations is the flying wing aircraft concept, which combines all components of a CTW into one func-
tional design. This concept has been used multiple times, for example, in the iconic B-2 Spirit from Northrop Grumman,
but was solely used for military applications. Liebeck first applied this concept, named the Blended Wing Body (BWB),
for commercial aviation [1]. He posed a 15% decrease in take-off weight and a 27% reduction in fuel burn per aircraft
seat. Although these advantages are significant, challenges still have to be overcome before such an aircraft can replace
the CTW. There are problems with the static and dynamic stability, structural shaping of the cabin, lift characteristics
that make a normal approach impossible, aircraft scaling, and passenger comfort uncertainties. Therefore, research is
needed to revolutionize the aviation industry, just as was done with the introduction of jet propulsion.

Delft University of Technology has since started research, with a change in concept, first introduced by Benad [2].
The Flying-V, as this aircraft is called, is a V-shaped aircraft, contrary to a BWB, which is more shaped like a triangle.
There has since been a big contribution to the research, with many engineers contributing to different aspects of the
plane. An advantage of the Flying-V concept is the flexible scalability of the aircraft, with the most prominent concept
being compared to an Airbus A350-900 due to similar range and passenger capacity [3]. This research will focus on
developing a more advanced Flight Control System (FCS) for the Flying-V. Previously, there has been research to as-
sessing the handling qualities of the Flying-V [4], using wind tunnel test data [5], Computational Fluid Dynamics (CFD)
simulation results [6], [7], data from a 4.6% scale model test flight [8], [9]. These models were also used to assess pilot-
in-the-loop handling qualities in the SIMONA Full-Flight-Simulator of the Delft University of Technology [10]–[12].
It was concluded that the aircraft experiences pitch break-up above Angle of Attack (AoA) of 20 ◦ [8], the Dutch Roll
eigenmode is unstable [4] and there is low lateral control authority [4]. Furthermore, without a FCS the pilot-in-the-loop
handling qualities were not satisfactory [10], [11].

From these conclusions, Van Overeem [13] researched the implementation of an Incremental Nonlinear Dynamic In-
version (INDI) control system, which makes use of sensor data to linearize the nonlinear dynamic behavior of the
aircraft, from which the system can be controlled. This implementation showed proper results; however only evaluated
the flight envelope on two conditions: approach and cruise. Furthermore, unrealistic assumptions were made with ideal
actuators and sensors. Stougie [14] continued with this research, maturing the FCS by also implementing a Flight En-
velope Protection (FEP) system to account for the pitch break-up, which he found only occurred at an AoA of α ≥ 30◦.
With his implementation, the checked handling qualities were all satisfied for the highest level of qualification; however,
he still found limitations to the current system. Especially, the effect of time delay on the sensors degrades the system’s
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2 Chapter 1. Introduction

performance quickly, making the system unstable with a time delay of τ =≥ 0.04s. The reference sensors, as proposed
by Stougie, have a time delay of τ = 0.1s. This means the current sensors need to be replaced, or the system should
be robust enough to handle time delays. Furthermore, the current FEP performs satisfactorily but shows an overshoot,
which is not desirable for a protection system, together with limited validation points across the flight envelope.

For the time delay, an addition to INDI, named Hybrid INDI, was proposed by Stougie [14]. This method has been
researched previously, but mostly for fighter aircraft [15]–[17]. Hybrid INDI makes use of the robustness against un-
certainties from sensor-based INDI, while also taking into account the predicted model output, from the model-based
Nonlinear Dynamic Inversion (NDI). This hybridization can be done using different methods and significantly improves
robustness against time delay [18]. Therefore, this thesis will focus partly on implementing Hybrid INDI in the current
FCS for the Flying-V.

To further improve the safety of the FCS, the FEP system will be improved. The current system does not stick within the
set boundaries and does not include protections according to industry standards. This can be solved by applying more
advanced techniques and extending the protected states of the FEP structure.

1.1. Research Definitions and Questions
With the current problems of the FCS, it is important to define specific definitions properly and clearly state this re-
search’s goal and research questions.

Definition 1: Sensor-Based INDI
Incremental Nonlinear Dynamic Inversion, commonly called incremental, uses sensor measurements instead of
model information. This is the state-of-the-art controller structure implemented in the Flying-V, most recently by
Stougie.

Definition 2: Model-Based INDI
Conventionally named Nonlinear Dynamic Inversion uses model information to control a system. The author
deems it better to name it Model-Based INDI, as the combination of Sensor-Based INDI and Model-Based INDI
makes Hybrid INDI.

Definition 3: Hybrid INDI

Hybrid INDI combines model-based predictions and sensor-based measurements with the dynamic inversion prin-
ciple.

Definition 4: INDI/Hybrid INDI controller system

This name will be used throughout this research to refer to the controller structures combined with the respective
dynamic models (actuator, aircraft, and sensors).

Definition 5: Controller structure
This naming will be used throughout this research to refer solely to the controllers in each controller system. The
dynamic models are excluded.

Definition 6: Original controller system

Controller system made by Overeem et al. [13] and Stougie et al. [14], which has been the baseline model from
which this research was started.

Definition 7: Updated controller system

According to the author, a controller system with adaptations to the original model to make the Flying-V controller
structure more realistic and correct. The changes made to the original controller system have been documented in
Chapter 5.

By incorporating these definitions into the research, the scope can be set, and it is essential to consider these defini-
tions when reading this thesis. The goal of this thesis can be defined as follows:
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”The goal of this research is to improve performance, mature the simulation model, and enhance
safety focussing on envelope protection, within the context of the Flight Control System (FCS) of the
Flying-V aircraft.”

Specific questions are stated below to help reach this goal.

1. What are the current limitations of the Flight Control System of the Flying-V?
• What requirements can be used to verify the FCS?

2. What is the state of the art in Hybrid INDI control and FEP?
3. How are performance and fault-tolerance affected by the implementation of Hybrid INDI as the Flight

Control System of the Flying-V?
(a) How does the Hybrid INDI controller handle model uncertainties in the mass, inertia, control

surface characteristics, and aerodynamic uncertainties?
(b) How does the Hybrid INDI controller handle sensor uncertainties looking at time delay and air

density uncertainty?
4. How can FEP be improved to enhance the overall safety of the Flying-V aircraft?
5. How will the FCS perform with a Hybrid INDI including an enhanced FEP compared to the current

FCS?

1.2. Research Plan
To address the research question provided above, the following research plan will be utilized to achieve the
established goal. First, the research will start with a literature review, through which research questions 1
and 2 will be investigated to provide an answer to research questions 1 and 2. After this review, the original
simulation model will be evaluated to conclude the research question 1.
Next, the updated controller structures for Hybrid INDI and FEP are implemented in separate models. For
the Hybrid INDI implementation, the outer-loop controllers will be tuned to partly answer research question
3, comparing Hybrid INDI and sensor-based INDI. Following, uncertain parameters are introduced in the
simulation model to answer the subquestions 3a and 3b from which the remainder of research question 3
can be answered.
Research question 4 will be answered by time-domain tests comparing the original and updated FEP struc-
ture. These tests will consist of longitudinal, lateral, and combined pilot command inputs, testing the limits
of each respective protected state. Following from research questions 3 and 4, the performance of the Hy-
brid INDI control law combined with the updated FEP is compared with the original INDI control law with
FEP and answered in research question 5.
Figure 1.1 shows an overview of the research plan and planning of this research, indicating at which step
and in which corresponding chapter the given research questions are answered. Figure 1.1 also shows a
planning of the different stages of this research, following by corresponding weeks in which these stages
have been performed, with a total of 39 weeks in this research.

1.3. Report Outline
The outline of this report is as follows: there are three parts, starting with the scientific paper in Part I.
Next, the literature study is presented in Part II, with information about different methods used in this
research, summarized in the scientific paper. To go into more detail, the literature study has three main
chapters within Part II. Firstly, in chapter 2, a background of the Flying-V concept is given, in which the
research is highlighted that has been done. Furthermore, the necessary characteristics of the aircraft that
are needed to model it are provided, and assumptions about these characteristics are concluded. Chapter
3 highlights the different methodologies for implementing a FCS highlights the Hybrid INDI and Flight
Envelope Protection (FEP) methods, together with highlighting the limitations of the original controller
system. Chapter 4 will review the different techniques to evaluate the FCS, eventually concluding with
the methods that will be used in this research to assess the FCS. Part III will continue with additional
results, contributing to the results shown in the scientific paper. Chapters 5 and 6 explain the changes made
to the original simulation model, focusing on model modifications and the trim routine. Next, Chapter 8
presents additional, supporting results for the analysis of the Hybrid INDI control structure, and Chapter 10
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shows additional results for the FEP in approach. Part IV concludes this research by answering the research
questions and providing recommendations for future research. Appendix A presents supporting Figures for
HQ assessment.
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Hybrid INDI flight control with Flight Envelope Protection for
the Flying-V

T.J.J. Traas ∗
Delft University of Technology, Delft, 2629HS, The Netherlands

The Flying-V aircraft could revolutionize commercial aviation, boasting a potential 25%
increase in aerodynamic efficiency. Due to inherent design limitations regarding static stability,
the need for a proper Flight Control System (FCS) is essential for the development of the aircraft.
The concept of Hybrid Incremental Nonlinear Dynamic Inversion (INDI) was introduced to
mitigate the insufficient stability margin encountered in existing sensor-based INDI systems
due to sensor time delays to achieve Level 1 Handling Qualities (HQ). Furthermore, the re-
search introduces an exponential potential function-based command limiting Flight Envelope
Protection (FEP) to enhance safety compared to the currently implemented linear-based FEP.
The study compares and evaluates the effectiveness of the updated system under various flight
conditions and parametric uncertainties. Results show improved stability margins and a safer
FEP. However, additional research is required into actuator saturation and control allocation
issues during the approach condition and to enhance fault tolerance.

I. Introduction

Despite the aviation industry’s accomplishment in connecting the world, the increasing demand for air travel has its
downsides, increasing awareness of environmental impacts, noise pollution, and resource depletion. The range of

conventional commercial aircraft has increased by 100% in the last 50 years, but one aspect has remained the same:
the aircraft layout [1]. Conventional Tube-and-Wing (CTW), as this layout is called, has the drawback that its major
component, the fuselage, contributes minimally to the lift generated and significantly adds to the drag, reducing the
efficiency. One promising innovation is the flying wing aircraft concept, which merges all components of a CTW into
a single design. While this concept, exemplified by the B-2 Spirit, has been primarily used for military applications,
its potential for commercial aviation was first proposed by Liebeck with the Blended Wing Body (BWB), promising
significant reductions in take-off weight and fuel consumption [2].

Delft University of Technology has further advanced this concept with the Flying-V. This V-shaped aircraft offers
flexible scalability and is comparable to an Airbus A350-900 in range and passenger capacity [3], with an expected
efficiency increase of 25%, compared to an Airbus A350-900 [4]. As this type of layout has not been used previously
within commercial aviation, there are still deficiencies before the Flying-V can replace its predecessor CTW aircraft.

From a flight control standpoint, the objective of the Flying-V project is to achieve Level 1 Handling Qualities (HQ),
with the incorporation of a Flight Control System (FCS) based on MIL-STD-1797A [5], a conventional aircraft design
standard. From the most recent aerodynamic analyses of the bare airframe, it was concluded that the aircraft experiences
pitch break-up above Angle of Attack (AoA) of 30◦ [6], the Dutch Roll eigenmode is unstable [7] and there is low lateral
control authority [7]. Van Overeem et al. [8] implemented an Incremental Nonlinear Dynamic Inversion (INDI), after
which Stougie et al. [6] matured the FCS by looking at time delay, implementing a Flight Envelope Protection (FEP)
and evaluating HQ for cruise and approach. Stougie et al. concluded that the sensor-based INDI controller system did
not meet the level 1 HQ requirement as time delay affected the stability margins [6]. The incorporated FEP showed an
overshoot for the AoA for low magnitude inputs, suggesting the FEP structure should be improved.

The contributions of this paper are to improve the performance of the current FCS, mature the simulation model,
and increase safety by enhancing the FEP of the FCS for the Flying-V aircraft. This will involve implementing a Hybrid
INDI control law with an exponential potential function Command Limiting FEP structure and comparing it to the
controller system, which is based on a sensor-based INDI controller with a linear-based FEP [6]. Hybrid INDI is widely
recognized for its capacity to address the time delay drawback associated with sensor-based INDI FCS [9, 10], improving
the stability margins. Furthermore, an exponential potential function Command Limiting FEP structure is a versatile
method of applying state protection [11].

The structure of this paper is as follows: section II will explain the Flying-V characteristics and define model
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properties used throughout this research. Next, section III defines the original controller structure implemented by
Stougie et al. [6] and updated controller system, highlighting the implementation of Hybrid INDI and all subsystems in
the simulation model, including the updated FEP. Section IV will highlight the requirements for which the controller
system will be tested and how these requirements are used to tune the controller structure. Furthermore, section V will
show and elaborate on the results of this research, also highlighting the fault tolerance capabilities of the updated Hybrid
INDI controller system and comparing to the linear FEP from Stougie et al. [6], with the updated FEP. Lastly, section
VI will summarize the findings of this research and advise the direction of further research regarding the challenges
FCS of the Flying-V, aiming to achieve the goal of level 1 HQ.

II. Flying-V Aircraft Characteristics
This section describes the characteristics of the Flying-V aircraft, which are fundamental for the controller structure
implementation of this research. Firstly, the dimensions and control surface layout are defined. Next, the aerodynamic
model is determined, and the flight conditions and their respective trim conditions are given. Next, conclusions about
handling the bare airframe are described as limiting for the FCS design. Lastly, the characteristics of sensors and
actuators used in this research are accompanied by the discretization method used to acquire linear models.

A. Dimensions & Control Surface Layout
The Flying-V V1000, researched by Cappuyns [7], is used as a base model for this research. The dimensions of that
aircraft, with its respective control surface layout, are shown in Table 1 and Figure 1. The most important characteristics
are the ?2.6. and G?8;>C as these determine how far the pilot is located from the Center of Gravity (CoG). In the research
of van Overeem et al. [8] and Stougie et al. [6], this point was miscalculated, causing the load factor at the pilot station
to be underestimated, which will later be shown as a crucial validation parameter. Vugts et al. [12] and Torelli et al.
[13] performed flight simulator tests for the Flying-V aircraft, for which the distance was set to be 26.3m from ?2.6. and
G?8;>C , with a ?2.6. = 31.3m at 55% MAC. This gives G?8;>C = 5.00 m.

B. Aerodynamic Model Definition
This section will briefly describe the aerodynamic model used in this research. The aerodynamic model has been directly
taken from van Overeem et al. [8]. Firstly, the aerodynamic model limitations are highlighted after which the trimmed
condition is shown.

1. Model Limitations
The model limitations present in the current research mostly depend on a lack of information about the bare airframe.
Firstly, the aerodynamic model derived from van Cappuyns [7] and Overeem et al. [8] uses linear aerodynamic relations
and lacks data for the control surface effectiveness. It is therefore assumed that the inboard elevon, �(1, does not
influence roll or yaw axes, and �(2 and �(3 do not affect the pitch axis. Next, the used engine model assumes a
maximum constant thrust across the flight envelope. In contrast, the maximum thrust provided in Table 3 is not specified
for the flight condition since the maximum available thrust changes through the flight regime [14]. Lastly, there is a lack
of understanding regarding the inertia differences between maximum and minimum mass at different CoG positions.

2. Trim condition
For linear analysis, used in tuning and validating the HQ, the trim condition must have zero residual state derivative to
avoid changes in any state. It was found that the trim routine, implemented by van Overeem et al. [8] would not bring
the aircraft in a trim condition for the prescribed flight condition, so it is uncertain if the results achieved from the linear
analysis are accurate. The trim conditions for the two flight conditions considered in this research are shown in Table 2.

Table 2 Trimmed aircraft states at Approach and Cruise

< [:6] h [<] " [-] +∞ [</B] U [◦] �(1!/' [◦] �(2!/' [◦] �(3!/' [◦] )1/2 [:#]
Approach 2.10×105 1000 0.200 67.3 23.3 20.1 21.4 0 268

Cruise 2.40×105 13000 0.850 250.8 7.01 6.41 9.40 0 124
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Table 1 Flying-V Properties [7, 12]

Parameter Value Unit
)3H ±5.60 m
)3I 0.800 m
( 883 m2

2"�� 18.7 m
?2.6. 29.4 m
G?8;>C 5.00 m
1 65.0 m
! 55.0 m

Height 17.0 [m]
Pax 314 [-]

Fuel Capacity 140.000 [l]
Cargo Capacity 160 [m3] (a) Top view Flying-V

(b) Side view Flying-V (c) Front view Flying-V

Fig. 1 Flying-V: 2 elevon control surface layout [7]

C. Actuators & Sensors
The actuator and sensor characteristics are crucial parameters for the performance of the control system. Equation 1
illustrates the transfer functions utilized in this study to characterize the dynamics of the control surface, engine, and
sensor. These dynamics have been derived from Matamoros & de Visser [15]. It should be noted that the actuator
dynamics from Matamoros & de Visser were derived for fighter aircraft. In contrast, conventional large passenger
aircraft are typically in the order of Z02C = 1 and l02C = 20 rad/s [16]. In this research, the dynamics derived from
Matamoros & de Visser are used with Z02C = 1.11 and l02C= 63.2 rad/s, as used by Stougie et al. [6].

�02C =
l2

02C

B2 + 2Z02Cl02C B + l2
02C

=
4000

B2 + 140B + 4000
, �4=6 =

1
0.2B + 1

, �B4=B =
1

g 5 8;C B + 1
4−g3B (1)

Table 3 displays the actuator position and rate limits, as well as the utilized dynamics for each actuator. Next, Table 4
shows the characteristics used in this research. Stougie et al. changed the characteristics of several sensors, indicated by
a right arrow, to achieve consistent Level 1 HQs, for the tested requirements [6].

Table 3 Control Effector Parameters [8, 17]

Control effector Notation Actuator limits Rate limit [◦/s] Dynamics
Outboard Elevon �(1! , �(1' [-25, 25] [◦] 80 �02C (B)
Inboard Elevon �(2! , �(2' [-25, 25] [◦] 80 �02C (B)
Rudder �(3! , �(3' [-30, 30] [◦] 120 �02C (B)
Engine thrust X)1, X)2 [0, 3.176 · 105] [N] - �4=6 (B)
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Table 4 Baseline Sensor Characteristics [6]

Sensor Sampling rate [Hz] Time delay [s], g3 Noise [22] Bias Filter time constant [s], g 5 8;C
?, @, A [rad/s] 50 0.1 → 0.04 1 · 10−9 3 · 10−5 0.05 → 0.03
q, \ [rad] 50 0.1 1 · 10−9 4 · 10−3 0.05

+ [m/s]
1

0.065
0.325 1 · 10−4 2.5 0.05

U [rad] 50 0.1 7.5 · 10−8 3 · 10−5 0.05
V [rad] 50 0.1 7.5 · 10−8 3 · 10−5 0.05 → 0.1

�G , �H , �I [g] 50 0.1 1 · 10−5 2.5 · 10−3 0.05

III. Controller Structure
As shown by Van Overeem et al. [8], the lateral eigenmodes are unstable, yielding the need for a FCS. To maintain
performance and safety, gain scheduling techniques were used to extend the flight envelope [18]. In between these gain
scheduling parameters, performance can still not be guaranteed due to non-linearities and uncertainties [19]. Therefore,
Slotine & Li [19] proposed nonlinear control techniques, which have served as the foundation for numerous modern
control techniques. The current implemented FCS of the Flying-V is based on INDI, a feedback linearization technique
[6, 8]. This section will give the reader a basic understanding of the control law that has to do with INDI, leading to the
implementation of Hybrid INDI.

Control System Overview

Outer Loop Controllers

     control

PCH

   control

 control   control

    control

INDI Control 
Allocation + 

Speed 
Control

On-​Board-​
ModelComplementary

FilterHybrid INDI:

Flying-​V 
Dynamics

Actuator 
Dynamics

A

FEP

Sensor 
Dynamics

INDI:

Continuous Time
Controller Sampling Time
Sensor Sampling Time

Fig. 2 INDI/Hybrid INDI Controller System Overview

A. Incremental Nonlinear Dynamic Inversion
The basic principle of INDI is strongly related to its model-based counterpart, Nonlinear Dynamic Inversion (NDI).
The interested reader is referred to Pollack [16] for an elaborated background and derivation of the NDI control law.
While a NDI offers an advantage over conventional linear control laws by simplifying gain scheduling, it is less effective
in addressing model mismatch [20]. INDI addresses some of these limitations by reducing the need for a detailed
On-Board-Model (OBM). It only requires the control effectiveness terms, which in itself can lead to a complex model
[15]. The basic principle of INDI is derived below in Equations 2, 3, 4 and 5 but has been documented numerous times
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[21, 22]. Consider a general control affine Multiple Input-Multiple Output (MIMO) system, shown in Equation 2.

¤x = f (x) + M (x)u
y = h(x)

(2)

Here, the state vector x ∈ R=, input vector u ∈ R< and output vector y ∈ R< are described by the smooth mapping
functions, f ,M, and h. A first-order Taylor expansion is taken around the point x0, u0.

¤x = ¤x0 +
m

mx
[ f (x) + M (x)u]x0 ,u0 (x − x0) +

m

mu
[ f (x) + M (x)u]x0 ,u0 (u − u0) (3)

With INDI it is assumed that the sampling time of the controller system is sufficiently high to make the Time-Scale-
Seperation assumption hold, which yields that the state-dependent increments m f (x)/mx change an order of magnitude
slower compared to the input-dependent increments, M (x), thus neglecting the state-dependent terms, further elaborated
upon by Falkena [23]. Stougie et al. studied the effect of the sampling time and concluded that with the set sampling
frequency of 5B=100 �I, the tracking error does not impose problems concerning this assumption [6]. This gives that
x ≈ x0 [22]. Furthermore, based on the control affine assumption, the mapping function f representing the system’s
dynamics is assumed to be independent of the input vector, u. The resulting simplified MIMO system from Equation 2
is given in Equation 4, together with the definition of M (x) within this research.

¤x ≈ ¤x0 + M (x) (u − u0)

where M (x) = d+2
∞(2

2
OI

−1


�;�(1!

�;�(1'
�;�(2'

�;�(2'
�;�(3

�<�(1!
�<�(1'

�<�(2'
�<�(1'

�<�(3

�=�(1!
�=�(1'

�=�(2'
�=�(2'

�=�(3


y = h(x)

(4)

By assuming ¤y = ¤x, even though there are sensor dynamics, the virtual control law for the INDI loop can be made. The
control surfaces can be controlled by manipulating Equation 4 into Equation 5. The virtual command signal is defined
as the desired ¤x and was chosen by Stougie et al. to be the rotational body accelerations, . = ¤8 [6]. Since M (x) is a
non-square matrix, it will be replaced by B

−1 (x), which is the Moore-Penrose inversion of M (x) [15].

u = u0 + B
−1 (x) (. − ¤x0) (5)

Due to the absence of an angular acceleration sensor in the current controller system, the rotational body accelerations
have to be approximated, which is currently done by a second-order filter [6]. As stated above, the sensor dynamics are
neglected in the derivation above, but cannot be neglected and decrease performance and robustness of the current INDI
controller structure [6], which is where Hybrid INDI comes in.

B. Hybrid INDI
Stougie et al. concluded that the desired level 1 HQ cannot be met with the base sensor implementation, shown in Table
4 [6]. The sensor characteristics were changed to achieve the set HQ. The biggest problem was the lack of gain and
phase margin when breaking the loop at location A in Figure 2. Hybrid INDI was proposed as a suitable solution to
make the system less reliant on the sensor characteristics and achieve a trade-off between fault-tolerance characteristics
from Sensor-Based INDI and the performance of Model-Based INDI, which has already been highlighted in previous
research [9, 10, 24, 25]. The addition and changes to the conventional, existing Sensor-Based INDI controller system
for the Flying-V are shown in Figure 2. Instead of using a second order filter to approximate ¤l4BC , the knowledge of the
aerodynamic model and Equations of Motion (EoM) of the system, the OBM, can be used to estimate a state derivative
of the virtual control inputs. Together with the measured body rates, using a Complementary Filter (CF), the estimated
¤lℎH1 can be used as a feedback signal for the inner loop.

1. Complementary Filter
The chosen method for this research to combine the predicted body accelerations by the OBM and the measured body
rates by the Inertial Measurement Unit (IMU) is the CF. As the name suggests, the CF uses information that complements
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Fig. 3 Frequency response of CF

Complementary Filter

Fig. 4 Complementary Filter Overview

the advantages and weaknesses of the incoming signals. High-frequency noise from the IMU is attenuated by a low-pass
filter, and low-frequency model inaccuracies from the OBM are filtered by a high-pass filter. The schematic overview of
the CF used in the Hybrid INDI controller system is shown in Figure 4, with the transfer function shown in Equation 6.
This structure has been used by Kim et al. [10] and poses an efficient method to attenuate sensor delay and noise,
compared to conventional INDI.

¤̂x = Z (B) ¤x>1< (B) + Y(B)x<40B (B) =
B2

B2 + Q ?B + Q8

¤x>1< (B) +
(Q ?B + Q8)B
B2 + Q ?B + Q8

x<40B (B) (6)

Themeasured body rates,l<40B , coming from the IMU are essentially filtered using a linear %� controller, with controller
gains,  ?=2Z��l=,�� and  8=l=,�� . The frequency response of a given CF, with Z�� =

√
2/2 and l=,�� = 10

rad/s is shown in Figure 3. The selection of these parameters determines the dependency on either model-based or
sensor-based INDI. A higher l=,�� will generally give a better response to uncertainties and external disturbances,
while decreasing l=,�� will counteract the sensor characteristics and will increase phase margins [10, 26]. Within
this research, the damping will be set to Z�� =

√
2/2, generally considered as a satisfactory damping coefficient. The

variable, Z�� , is fixed to reduce the number of free variables when tuning.

2. Control Allocation
From Equation 4, the smooth mapping function M (x), representing the control surface effectiveness matrix, is inverted
to achieve the inner loop control law. However, as three axes are being controlled for the angular accelerations by
five control surfaces, where the rudder movement is synchronized, the control problem is over-defined, and Control
Allocation (CA) is implemented. The CA scheme of this research was fully based on the implementation of Stougie et
al. [6], based on Li et al. [27].

The maximum requested incremental control deflections are calculated using Equation 7. Stougie et al. set up
different scenarios to take into account control surface saturation. In case of saturation, the respective control surface
would be removed from the matrix M (x). For a more elaborated description of this algorithm, the author refers to
Stougie et al. [6].

Δu<0G = min
(
¤u<0G

l02C

2Z02C
, u<0G − u

)
and Δu<8= = max

(
¤u<8=

l02C

2Z02C
, u<8= − u

)
(7)

After running the algorithm, the matrix M (x) is inverted based on the remaining control surfaces.
Nominally, the matrix would be inverted using a Moore-Penrose inversion, providing the inverted matrix, B−1 (x). If
there are saturated control surfaces, this method is adjusted, as the size of M (x) would change [6].
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C. Synchronisation Filter
This section describes the implementation of the synchronization filter for the Hybrid INDI controller system. Synchro-
nization is necessary to implement INDI, as shown in previous research [28, 29]. Synchronization is needed between
the input and virtual command signals as the measured state derivatives provide the controller with a command signal,
which is affected by the feedback loop characteristics.

In the controller system implemented by Stougie et al. [6], the control surface command signal is synchronized
using the filter dynamics to acquire the body acceleration signal. The commanded control surface signal is multiplied
by the filter dynamics for the virtual command signal, taking into account an additional 2ms, on top of the known body
rate sensor time delay, to compensate for the lag due to the filter dynamics and unaccounted delays [6, 21].

The synchronization filter becomesmore complex for systems that use Hybrid INDI. As the filtering and hybridization
have to be fed back, this has to be compensated. Therefore, the synchronization filter is chosen depending on the method
selected for hybridization. As a CF is used in this research and it is assumed that the input signal is the measured control
surface deflection, the used CF is shown in Equation 8 [25, 26].

Nsync =

[
) (B) + ((B)

B
! (B)

]
4−gBH=2B (8)

Here the ) (B) and ((B) functions are the same as for the CF, shown in section III.B.1. The function ! (B) represents
the assumed sensor dynamics �̂B4=B , shown in Equation 1. The tuneable synchronization delay is set to gBH=2 = 0.11B,
considering a unit delay on top of the assumed sensor delay [30].

D. Pseudo Control Hedging
A limitation of INDI based control methods is the saturation of control surfaces, which is not fed back to the inner-loop
structure. Therefore, Pseudo Control Hedging (PCH) decreases the virtual command input, reducing performance
degradation [21, 22]. PCH can be used successfully for certification, as the adaptation is made in the command signal
[28]. The hedged virtual command signal is computed by subtracting the virtual command hedge, .ℎ, from the desired
command signal, .2<3 . The virtual command hedge is computed using Equation 9, obtained from Grondmann [28].

.ℎ = M (x) (u2<3 − u02CD0;) (9)

E. Outerloop Controllers
Figure 2 shows that the inner loop is controlled using different linear outer loop controllers. This section will elaborate
on the different controllers. Since most controllers have remained unchanged, compared to the implementation by
Stougie et al. [6], those will only be highlighted briefly.

1. �∗ controller
The control system that has been changed compared to Stougie et al. [6] is the �∗ implementation. The �∗ control law
has been implemented, as pilots cannot control pitch rate and load factor independently [31]. Furthermore, this control
law is used in Airbus aircraft, enhancing pilots’ familiarity when flying with the Flying-V [6, 32]. The �∗ controller
combines pitch rate and load factor feedback, defined by Equation 10:

�∗ =
+�$

6
@ + =I, ?8;>C (10)

where +�$ is the cross-over speed at which pitch rate and load factor are balanced in control input, set to 130 m/s [31].
A compensation term, cos(\ )

cos(q) , is added as this limits the �∗
2<3

from the pilot in turns and high pitch attitude [6, 33].
The �∗ command is translated into a load factor command at the pilot station, limited by the FEP, after which ¤\2<3

is calculated. There have been some modifications to the updated controller structure compared to the structure from
Stougie et al. [6]. Firstly, the  =IB gain is removed, which operates as an integrator for the �∗ controller. However, it
was found that this integrator would overflow, as the load factor does not need a �∗

2<3
to be non-negative. Secondly, the

load factor feedback to the controller has to be for the pilot station, which was previously done with the =I,2.6.. Next,
the feedback before gain  3 must be a gravity component compensation. In the implementation from Stougie et al. [6],
1 g was subtracted from the load factor to calculate the Δ=I, ?8;>C , which gave trimming issues. Lastly, +�$ has been
implemented, compared to a feedback of the airspeed, as this coincides better with the literature and general purpose of
the �∗ controller [31].
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Fig. 5 INDI/Hybrid INDI Controller System Overview

2. Euler rate & Sideslip controller
The layout for the Euler rate and side slip controller per Stougie et al. [6] has remained the same. The Euler rate
controllers are second-order filters with a feedforward term to increase tracking performance [27]. Furthermore, the
PCH signal is subtracted from the desired command signal as described in section III.D.

The sideslip controller uses a pilot V2<3 and uses the representation of Equation 11, based on Lombaerts & Looye [34].

AA4 5 =
1
+∞

(
F? − �H

)
−
[
1
B
 V8 (V2<3 − V) −  VV

]
− A<40B (11)

3. Linear Virtual Command Controller
The last outer-loop controller converts the inputs to each virtual command input, .. This linear controller structure has
been based on research from Lombaerts et al. [33] and Grondman et al. [28] and implemented by Stougie et al. [6].
Each virtual command input is shown in Equation 12.

a? =

(
 q +

 q�

B

)
· qA4 5 +  ¤q · ¤qA4 5 +  ¥q · ¥qA4 5

a@ =  \ · \A4 5 +  ¤\ · ¤\A4 5 +  ¥\ · ¥\A4 5
aA =  A · AA4 5

(12)

4. Speed Controller
Next to the outer-loop controllers for the virtual command signal, a proportional controller for the thrust control is
implemented, using the representation shown in Equation 13.

)2<3 =  )

(
+∞,2<3 −+∞,<40B

)
+ )CA8< (13)

F. Flight Envelope Protection
Stougie et al. concluded that their implementation for the FEP is not satisfactory, giving overshoot on the U protection
[6]. The implementation of Stougie et al. [6] consisted of a linear controller activated when the protected state surpasses
a threshold value. In the linear FEP, the protected states are; =I, ?8;>C , U and q. The general representation was derived
from Lombaerts et al. [33].

This research employs an exponential potential function to implement a command limitation for FEP, as per the
methodology outlined by Sun et al. [35]. Consider a state, G1, which will be protected, where its state derivative, G2,
is known, together with the reference signal of G2,A4 5 , assuming a rate controller, the implemented FEP is shown in
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Equation 14. It should be noted that for minimum protection, the minimum value should be smaller or equal to zero.

G2,��%,<0G = G2,A4 5

(
1 − D+?

)
, where D+? =

{
4[

(
G1 (C )−G1,<0G+Z G2 (C )

)
, if 4[

(
G1 (C )−G1,<0G+Z G2 (C )

)
≤ 1

A+? , if 4[
(
G1 (C )−G1,<0G+Z G2 (C )

)
> 1

G2,��%,<8= = G2,A4 5

(
1 − D−?

)
, where D−? =

{
4−[

(
G1 (C )−G1,<8=+Z G2 (C )

)
, if 4−[

(
G1 (C )−G1,<8=+Z G2 (C )

)
≤ 1

A−? , if 4−[
(
G1 (C )−G1,<8=+Z G2 (C )

)
> 1

(14)

For this representation, two tuning parameters per protected state, namely [ and Z , are similar to a proportional and
derivative gain, respectively. Increasing [ will increase the margin before the FEP will become active, where the
damping coefficient, Z , will set how strict the FEP will dampen the rate at which the state derivative G2 is approaching the
protected state. Furthermore, there is a design term, A+/−? , which was found to be dependent on which state is protected.

The protected states in this research are load factor, AoA, pitch attitude, and roll attitude. From industry standards,
it is clear there is also an overspeed protection, but this is only audible, so it does not have to be implemented in the
control law [36]. The limits for each state are given in Table 5, derived from commonly used state protection limits
by Airbus [36]. Some state limits depend on the flight condition or coupled states. Starting with the AoA protection,

Table 5 Protect states and limits for FEP

State =I,<0G [6] =I,<8= [6] U<0G [◦] \<0G [◦] \<8= [◦] q<0G [◦] q<8= [◦]
Limit 2.5 -1 22-24 30 -15 66/33 -66/-33

as was stated by Stougie et al. [6], the limits are dependent on the air density, varying from 22◦ at approach to 24◦ at
cruise. Furthermore, the roll protection is dependent on the load factor command. For a pure roll input, the limits are
set to be ±66◦, whereas with a �∗

2<3
, the limits are set to be ±33◦. Therefore, the constant A+/−? is especially of use for

bank protection, as it is chosen to set A+/−? = 1 + 5c
180 , which will bring the limit back from 66◦ to 33◦, with a protection

rate of 5◦/B.

IV. Handling Qualities & Tuning
This section will cover the methods of acquiring the results and validating the performance and fault tolerance of the
Hybrid INDI control system with enhanced FEP for Flying-V. Firstly, the HQ requirements are explained, together with
the method of tuning the outer-loop controllers, for which most of the methods are used and derived from Stougie et al.
[6]. As this research aims to compare the nominal performance of the Flying-V, comparing INDI and Hybrid INDI,
this is done for both controller structures. Next, the Hybrid INDI Controller is evaluated based on different parametric
uncertainties and tested on how the set requirement, on which the nominal system was assessed, changes. Lastly, the test
cases on which the Command Limited FEP are tested are described and compared with the linear-based FEP.

A. Tuning Routine
Similar to the tuning routine of Stougie et al., the input-output response from pilot command to measured state would
be linearized, using the Control System Toolbox from MATLAB r∗. The relevant states are =I,2.6., @, \, q, and V, all
evaluated in a closed-loop response. Furthermore, the virtual command error, point A in Figure 2, is assessed in a
broken loop, breaking each loop one by one, providing information about the margins of the inner loop [16]. The set
requirements for the HQ are derived from MIL-STD-1797A [5] and shown in Table 6. Most of the HQ are determined
using a Low Order Equivalent System (LOES) approximation, matching the High Order Equivalent System (HOS)
frequency response within a set region of 0.1 - 10 rad/s. For a more elaborate definition of each defined HQ requirement,
the reader is advised to read Stougie et al. [6]. A difference from the criterion set by Stougie et al. is the bandwidth
criterion, given in Figure 6 as it is coupled. Furthermore, Stougie et al. presented the incorrect HQ minima and maxima
for several HQs, regarding approach and cruise. Table 6 presents the correct HQ requirements for the selected parameters,
indicated in columns B, for cruise and C, for approach [5].

Together with the linear analysis and scoring of the HQ requirements, three different step response tests are done
to test the Maximum Control Surface Deflection (CS<0G), Control Surface Activity (CS02C8E8C H), Settling Time (ST),

∗https://nl.mathworks.com/help/control/index.html
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Overshoot (OS). The test cases have remained the same with respect to Stougie et al. [6] to make a direct comparison.
The difference is, however, the sideslip tracking of the controller as from tests of the sensor-based INDI controller
system; it was shown that the controller system could not track any reference sideslip angle larger than |V | ≈ 3◦. EASA
states the need for a steady-heading sideslip of V = 15◦, and thus, this is chosen as the desired step response test [5,
CS25.177(c)]. From the trim routine, the lowest-scored systems are combined, and the nominal system is found, for
which the results are shown in Table 8.

Table 6 INDI and Hybrid INDI comparison with Base Sensors [5]
Category B: Cruise Category C: Approach

Longitudinal tuning objectives

Description Type Min Max
B C B C

Response to �∗ step command of 1.8 (�I∗= 0.8)
at t = 1 s, )B8< = 60 s
CS<0G [◦ ] Min - -
CS02C8E8C H [◦/s] Min - -
ST [s] Min - -
OS [%] Min - -

Linear Analysis
GM a@ [3�] Constr. 6 -
PM a@ [◦] Constr. 45 -
lB? [A03/B] Constr. - 0.87 -
ZB? [−] Constr. 0.30 / 0.50 2.0 / 1.3
CAP [6−1B−2] Constr. 0.085 / 0.16 3.6
B2>A4!$�( [−] Constr. - 15

Fig. 6 Bandwidth Criteria [37]

Longitudinal tuning objectives

Description Type Min Max
B C B C

Response to ¤q block command of ±3◦ at t = 1 - 7s, )B8<
= 18 s
CS<0G [◦ ] Min - -
CS02C8E8C H [◦/s] Min - -
ST [s] Min - -
OS [%] Min - -
Response to V step command of −15◦ at t = 1 s,
)B8< = 120 s
CS<0G [◦ ] Min - -
CS02C8E8C H [◦/s] Min - -
ST [s] Min - -
OS [%] Min - -

Linear Analysis
GM a? [3�] Constr. 6 -
PM a? [◦] Constr. 45 -
GM aA [3�] Constr. 6 -
PM aA [◦] Constr. 45 -
1/)B [B−1] Constr. -0.035 / -0.058 -
)A [B] Constr. - 1.4 / 1.0
l3A [A03/B] Constr. 0.5 -
Z3A [−] Constr. 0.08 -
l3A Z3A [A03/B] Constr. 0.15 / 0.10 -
B2>A4!$�( [−] Constr. - 15

B. Uncertainty modeling
Using the nominal tuned system, the Hybrid INDI system is further researched regarding its capability of uncertainty
rejection of different parametric values used in the controller system. These parametric uncertainties are shown in Table
7. The Robust Control Toolbox from MATLABr † is used to assess the influence of the set parameters on the set
requirements shown in Table 6, with the possibility to look at time and frequency domain. The controller system will be
linearized using the uncertain parameters from which samples can be generated, and each set of parameters will be
addressed by a randomly assigned value within the set range. The evaluations are done for 750 samples.

†https://www.mathworks.com/products/robust.html
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Table 7 Uncertain parameters

Parameter Definition Uncertainty
�GG , �HH , �II Principal inertial parameters ±30 [%]

�GI Off-diagonal inertial parameter ±1 × 104 [:6 · <2]
< Mass [2.1 − 2.4] × 105 [:6]

l�(1! , l�(1' , l�(2! , l�(2' , l�(3 Actuator eigenfrequency ±30 [%]
�(-,/," ) ,�(1, �(.,!,# ) ,�(2, �(.,!,# ) ,�(3 Aerodynamic control surface effectiveness ±30 [%]

d Air density measurement ±30 [%]
g34; Body rate sensor delay [0, 0.080, 0.10, 0.12]

V. Results & Analysis
This section will discuss the results of the Hybrid INDI implementation and performance validation compared to
the sensor-based INDI model. Firstly, the sensor-based INDI and Hybrid INDI models are compared for the base
sensor configuration shown in Table 4. Next, the fault tolerance of the Hybrid INDI controller structure is tested by
implementing uncertainties, shown in Table 7 and looking at the influence on time domain step response and frequency
domain HQ scores. Lastly, the new FEP implementation is tested using different test cases, comparing it to the linear
FEP system.

A. Nominal system analysis
For the nominal system response of both the sensor-based INDI controller and Hybrid INDI, the test cases shown in
Table 6 are tested. The results for the different requirements are shown in Table 8. It should be noted that the comparison
for INDI is done with an updated controller system, compared to what Stougie et al. [6] acquired their results from. The
results presented by Stougie et al. [6] were obtained using modified sensor characteristics, but errors in the simulation
model affected the assessed performance. Therefore, the results shown in Table 8 for the INDI results are not the same
model as per Stougie et al. [6]. The INDI and Hybrid INDI models were both tuned to make a satisfactory compromise
to HQ scores and time-domain response. Looking at the results from Table 8, there are certain aspects that are evidently
different between the INDI and Hybrid INDI control laws.

Firstly, the most significant impact of Hybrid INDI is the increase in phase margin, which is satisfactory for all
control axes in both approach and cruise. However, the gain margin for the yaw axis turned out to be low, which is
to be expected as, from previous research, low control authority was found for the yaw axis [38]. For the approach
condition, the gain margin for the roll axis was found to be low as well, which can be explained by the low control
surface effectiveness at low speed and high AoA, which is needed for the trim condition at approach, shown in Table 2.

Next, the LOES fit algorithm had difficulty fitting the response of both longitudinal and lateral closed-loop transfer
functions, shown in Table 8, to the acquired eigenmode frequency and damping characteristics. This means that the
linearisations of the input-output relations cannot fit the same eigenmode characteristics. This is problematic as it can
give incorrect HQ results. Since the problem arises especially in approach condition, dynamic characteristics for the
Flying-V could make the frequency response behave differently to the conventional LOES approximation, which was set
up decades ago [5]. The unsatisfactory Control Anticipation Parameter (CAP) and aperiodic roll mode are determined
by the LOES approximation and could therefore be computed incorrectly.

For the bandwidth, using the requirement boundaries from Stougie et al., the requirement would not have been met
for any flight condition and control law [6]. However, using the revision from Mitchell et al. [37], the requirements are
met, albeit barely for approach condition. It should be noted that the results from Stougie et al. could not be recreated
for adjusted sensors and base sensors, and the bandwidth was further decreased with the updated model structure. Due
to the inconclusiveness of the validity of this requirement, proper research to valid HQ assessment shall be done to
evaluate which HQ shall be used to assess controller systems [5, 37, 39, 40].

Looking at the time response characteristics, the implementations of the INDI and Hybrid INDI differ slightly
but generally behave similarly. In the approach condition, the response settling time tends to be longer due to control
surface saturation, resulting in a lack of control authority. Furthermore, as the integrator term has been removed in the
�∗-controller, as shown in section III.E.1, the settling time takes longer than the sensor-based implementation. The
most significant difference is the settling time of the sideslip response, where the sensor-based INDI takes 6.5 times
longer to settle compared to the Hybrid INDI structure.
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Table 8 INDI and Hybrid INDI comparison with Base Sensors
Level 1 HQ: Level 2 HQ:

(a) Longitudinal handling quality requirements

Description Approach Cruise
INDI Hybrid INDI Hybrid

Response to �∗ step command of 1.8 (�I∗= 0.8)
at t = 1 s, )B8< = 60 s

OS [%] 48.9 -18.3 25.4 26.8
ST [s] 41.8 56.2 11.9 4.73

CS02C8E8C H [◦/s] 2.82 1.79 5.40 4.45
CS<0G [◦ ] 23.8 23.8 9.44 9.52

Linear Analysis
GM q [dB] 4.80 6.00 5.58 6.78
PM q [◦ ] 32.80 46.3 36.9 49.8
lB? [rad/s] 2.02 1.89 1.10 1.81
ZB? [-] 0.673 0.724 0.579 0.870

CAP [g−1s−2] 0.111 0.615 0.132 0.345
l�, [rad/s] 1.65 1.67 1.36 1.84
g? [s] 0.184 0.214 0.175 0.197

score!$�( [-] 44.5 28.1 26.2 7.78

(b) Lateral handling quality requirements

Description Approach Cruise
INDI Hybrid INDI Hybrid

Response to ¤q block command of ±3◦ at t = 1 - 7s,
)B8< = 18 s

OS [%] 18.2 24.8 28.5 42.2
ST [s] 5.72 5.40 5.11 5.24

CS02C8E8C H 32.2 37.8 10.6 10.3
CS<0G [◦ ] 30 30 11.9 11.1

Response to V step command of −15◦ at t = 1 s,
)B8< = 120 s

OS [%] 13.3 17.1 0.749 1.49
ST [s] 64.3 62.1 90.2 13.8

CS02C8E8C H 3.6 5.8 4.77 3.50
CS<0G [◦ ] 48.7 30 20.7 21.7

Linear Analysis
GM p [dB] 4.22 4.39 6.20 6.40
PM p [◦ ] 26.1 48.5 35.8 48.8
GM r [dB] 5.25 4.39 5.56 5.33
PM r [◦ ] 35.0 51.3 35.7 46.7
1
)B

[s−1] 0.1088 0.086 0.0425 0.236

)A [s] 6.549 0.561 0.865 0.801
l3A [rad/s] 3.702 1.76 1.53 1.83
Z3A [-] 1.66 0.238 0.387 0.741

l3A Z3A [rad/s] 0.420 0.492 0.593 1.36
LOES;0C [-] 34.3 1.85 11.3 8.74

B. Fault Tolerance of Hybrid INDI
This section will highlight the influence of uncertainties on the time and frequency domain response for the Hybrid INDI
controller. As was highlighted in section IV.B, the tuned nominal Hybrid INDI controller system is linearized, with
parametric uncertainties embedded within the model. These uncertainties are shown in Table 7. Firstly, the influence of
the cross-over frequency of the complementary filter, l=,2><?. 5 8;C ., is tested on the margins taken at point A in Figure 2,
for both model and sensor uncertainties. This will properly indicate the optimal cross-over frequency, considering the
parametric uncertainties. Next, the influence of each uncertainty is given in the frequency domain, indicating which
uncertainty has the most influence near cross-over, which impacts stability margins. To demonstrate the fault tolerance
in the time and frequency domain, the performance metrics from Table 6 are tested with uncertainties, looking at the
boundaries and distribution of the set requirements.

1. Complementary Filter influence on stability margins
With the implementation of Hybrid INDI, the trade-off between sensor-based and model-based INDI is set with the
cross-over frequency of the complementary filter. This is a design variable to achieve satisfactory stability margins.
With low l=,2><?. 5 8;C ., the CF gives priority to model-based INDI and with high l=,2><?. 5 8;C . there is more priority to
sensor-based INDI. As a rule of thumb, the nominal CF cross-over is at the cross-over for the sensor dynamics. For the
current inner-loop structure, this gives the dynamics of the body rate sensors, which has its cross-over at l 5 8;C =20 rad/s.

With model uncertainties, it is expected that the stability margins will be lower at low frequencies, whereas with
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sensor uncertainties, the margins will be lower at high frequencies.

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

0

5

10

15

G
ai

n 
M

ar
gi

n 
[d

B
]

8
p
 GM

GM = 6 dB

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

0

5

10

15
8

q
 GM

GM = 6 dB

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

0

5

10

15
8

r
 GM

GM = 6 dB

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

20

40

60

80

P
ha

se
 M

ar
gi

n 
[d

eg
] 8

p
 PM

PM = 45 deg

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

20

40

60

80
8

q
 PM

PM = 45 deg

10 20 30 40 50

!
n,comp. filt.

 [rad/s]

20

40

60

80
8

r
 PM

PM = 45 deg

==0.08 s ==0.1 s ==0.12 s

Fig. 7 Sensor Uncertainty Margins as a function of Complementary Filter cross-over
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Fig. 8 Model Uncertainty Margins as a function of Complementary Filter cross-over

Figure 7 shows the impact of the CF for sensor uncertainties, where the time delay and air density measurements
are varied. The increments of the time delay uncertainty are given in steps of 2ms, as this is the sampling time of the
body rate sensor. If the time delay fits within an integer multiple of the sampling time of the sensor, the margins will
be the same. The trend seen in Figure 7 is as expected, where both the gain and phase margins of the different axes
are high when the signal relies on the model information. Around the cross-over frequency of the sensor dynamics of
20 rad/s, there is a significant decrease in phase margin, yielding below the level 1 HQ requirements. This drop-off
is most noticeable for an underestimation of time delay but remains mostly flat for an overestimation. This can be
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explained by the compensatory time delay in the synchronization filter, synchronizing the signal more accurately at an
over-estimated time delay, as was shown by Lyu et al. [26]. Interesting to note is the local minima for the gain margins,
at low l=,2><?. 5 8;C ., indicating that the gain margins depend more on sensor-based INDI.

Looking at Figure 8, all the model uncertainties have been sampled, for which it is expected that the controller
system will become more dependent on sensor-based INDI i.e. a high l=,2><?. 5 8;C .. It should be noted that the ideal
scenario is tested, where the sensor delay of the body rate sensors is set to g=0s. From Figure 8, it is clear that the
preference goes to a high l=,2><?. 5 8;C . when looking at the phase margins. However, this trend is not shown for the gain
margins. Especially, the pitch axis seems to perform better when it is dependent on the model-based INDI. Furthermore,
the gain margins for roll and yaw both show an anomaly at low l=,2><?. 5 8;C ., where there is a sudden increase in the
gain margin but a decrease in phase margin, indicating some resonance behavior, which makes the frequency drop-off
faster. After this, the margins remain flat, with maximum phase margin, but the gain margins seem to be at a maximum
around 7 dB. From these results, to make a proper trade-off, the preference for a low l=,2><?. 5 8;C .=8 rad/s is taken to
guarantee satisfactory gain and phase margins for both model and sensor uncertainties. The following results are formed
using this l=,2><?. 5 8;C ..

2. Uncertain Step result
Using 750 samples, the step response for longitudinal, lateral, and directional inputs under uncertain sensor and model
uncertainty combinations are tested. The results are displayed in Figure 9 for the provided test cases. The blue line
indicates the nominal response of the system to the indicated pilot command input. The shaded grey shows the boundaries
of the different response parameters. These results are made for cruise conditions and exhibit similar behavior for the
approach. It is evident that the system lacks robustness, as certain combinations of uncertainties can lead to system
instability.

Table 9 Percentage of samples within threshold

�∗
2<3

¤q2<3 V2<3

Approach 90.3 % 82.8 % 87.7 %
Cruise 94.1 % 84.1 % 87.9 %

20

(a) Step response �∗
2<3
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(c) Step response V2<3

Fig. 9 Step response at Cruise condition, 750 Samples of uncertainty parameters

To quantify the stability of the control system with the given uncertainty samples, a metric is given for how many
samples the uncertainty bounds stay within a certain threshold. The Root Mean Squared Error (RMSE) is calculated for
the nominal system. Using the RMSE parameter, the threshold is calculated using the function isoutlier()‡ in MATLAB
r, which filters outliers based on values that are outside 3 Median Absolute Deviation. For each respective variable
in Figures 9, the outliers are selected and removed, from which N samples remain, from which the shaded green area
is generated, which represents the minimum and maximum values per datapoint, for sampled uncertainty within the
threshold. The percentage of samples that fall within the set threshold per input channel and flight condition are given
in Table 9, and indicate that for more than 80% of the uncertainty combinations, all input channels fall within the set
threshold, where the roll rate command shows the least fault tolerance concerning the set parametric uncertainties.

To elaborate upon these results, Figure 10 shows the influence of the different uncertainty parameters at various
frequencies. The most critical cross-over region will determine the system’s stability. The individual contributions of the
different parameters are taken, so no coupling effects are shown. It will, therefore, be assumed that only two parameters
will enhance the uncertainty region where they were already contributing. Near the cross-over region, it is interesting

‡https://nl.mathworks.com/help/matlab/ref/isoutlier.html
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that the aerodynamic and inertia uncertainty are the main contributors near the cross-over frequency around l2,a? ≈5
rad/s. However, when looking at the phase plot, the aerodynamic uncertainty hardly contributes to this frequency. The
phase cross-over might be a more concerning frequency region, around l2,a? ≈8.5 rad/s. Here, sensor delay, inertia,
and aerodynamic uncertainties contribute to the phase response, whereas time delay dominates the gain. However, as the
gain response remains close to 0 dB, this likely contributes to the instability. It should be noted that the uncertainty in
air density and mass are negligible, looking at the frequency response, which shows that the controller system behaves
correctly to these uncertainties.

Loop break for 8p with individual uncertainty contribution
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Fig. 10 Broken loop uncertainty at point A for a? , with individual uncertainty contribution

3. Handling Quality Uncertainty
To evaluate the fault tolerance of the implemented Hybrid INDI, the HQ requirements set from Table 6 are tested using
the different uncertain parameter contributions and scored accordingly, shown in Figure 11. Each boxplot’s lower and
upper edges represent the 25th and 75th percentiles, and the blue line indicates the median. The results of the Figure 11
should be interpreted as follows: all HQ are normalized according to their respective score for the nominal system. For
each requirement, the minimum and maximum requirements are shown and normalized for each respective requirement.
For example, for the phase margin requirement of the yaw channel, %"aA , which is not met, the normalized minima
are larger than 1, which means the nominal value also does not meet the set requirements. Figure 11 indicates which
requirements will likely be met with the set uncertainty parameters. For this simulation, 750 uncertain parameter
combinations have been simulated for the cruise condition. From Figure 11, it can be seen that the stability margins,
apart from the gain margin for yaw, have the majority of samples meeting the set requirements, as the median is larger
than the minimum value. However, there is a large spread with outliers for the phase margins of the system. The same
is seen for the approach condition; however, since the nominal values for roll and yaw gain margin did not meet the
requirements initially, the result is similar to that of the gain margin of aA from Figure 11.

Looking at the longitudinal HQ, there are several interesting things to note. Firstly, the LOES approximation of the
longitudinal system is widespread, which influences the approximation of the short-period eigenmode. The median
is larger than the maximum value, indicating that most of the LOES approximations are unsatisfactory, which should
be kept in mind for the following point. Secondly, the eigenmode frequency for a short period is met for most cases.
However, the damping is likely to become too large, where the CAP is likely to become too small, indicating a large
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Fig. 11 Boxplots with uncertainties for set HQ requirements in cruise, 750 samples

)\2 . Lastly, the uncertainties hardly influence the pitch response’s bandwidth and time delay parameters. Since these
parameters do not depend on the LOES approximation, they are fault tolerant to the set uncertainties. For the approach
condition, the short period characteristics and CAP do stay within the set requirements for the interquartile range.
However, since the LOES approximation for the approach condition was already unsatisfactory for the longitudinal
response, this should be kept in mind.

Lastly, for the lateral HQ analysis, it can be said with more certainty that the set requirements are met as the lateral
LOES approximation stays within requirements for most samples, and all mode response requirements are satisfactory
for the interquartile range, also concluded for the approach condition.

C. Flight Envelope Protection
The second part of this research is focussed on improving the FEP to enhance safety by keeping the protected states
within the set limits and remove the overshoot for the AoA as was found by Stougie et al. [6]. When further evaluating
the linear FEP, it was concluded that the test cases for the FEP were not severe enough to properly test the safety of the
FEP. The test cases from Stougie et al. [6] were:

• Longitudinal command: �∗
2<3

= 2, at t=5s until t=250s
• Combined command: �∗

2<3
= 2, at t=5s until t=250s, ¤q2<3 = 5◦/s, at t=5s until t=15s

However, a pure roll command was not shown, which becomes unstable for ¤q2<3 = 5◦/s, at t=5s until t=15s. Also, since
the limits of the FEP for =I, ?8;>C are set to 2.5g, the author believes a test case should at least consist of a �∗ command
larger than 2.5. Furthermore, as is given by EASA [41, CS25.147(f)], the aircraft should be able to do a bank-to-bank
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from 30◦ until -30◦ under 7 seconds, giving an average roll rate of 8.57◦/s. As the aircraft starts trim condition, the
lateral command will be set to ¤q2<3 = 20◦/s. Therefore, in this research, the following test cases for the FEP are given:

• Longitudinal command: �∗
2<3

= +3 at t=1s until t=130s, �∗
2<3

= -3 at t=130s until t=150s, TB8<=200s
• Lateral command: ¤q2<3 +-20◦/s using 321 step command at t =1s until t = 181s, TB8<=200s
• Combined command: �∗

2<3
= +3 at t=20s until t=130s, �∗

2<3
= -3 at t=130s until t=180s and ¤q2<3 = ± 20◦/s, at

t=3s until t=153s, TB8<=200s
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Fig. 12 Linear FEP Cruise: Combined command

All test cases have been conducted using the Hybrid INDI model, as the revised FEP structure incorporates a model
prediction for ¤U. With the given test cases, none of the Linear FEP responses remained stable for both cruise and
approach. It proves the linear FEP implementation is not satisfactory. Figure 12 shows an example of such instability,
where the linear FEP structure is tested using the combined command input.

Multiple gains could be tuned for the updated FEP, but it was shown that these do not need to be gain scheduled,
significantly reducing complexity for multiple operating points. The results for the combined input are shown in Figures
13 and 14 for both cruise and approach, respectively. These results show the improved aspects, limitations, and problems
with the newly implemented FEP.
Looking at Figure 13, it is clear that all FEP systems are activated when their respective protected state comes close
to the set limit. Starting with U and =I , since these limits are restricting the =I,2<3 which is converted to the ¤\2<3 , as
shown in Figure 5. When the �∗

2<3
is given, the initial load factor is increased, for which the load factor limit, =I,;8<, is

decreased to have the load factor stay within boundaries. For the U protection, it can be seen that after a more extended
period, at which the \ protection has been active, U reaches its limit, defined as 24◦ at cruise by Stougie et al. [6]. When
the U;8< is reached, the ¤\2<3 is adjusted, which can be seen by a decrease in \.

For the \ protection, the system behaves as expected but has a brief overshoot at C ≈ 85s, where the pitch attitude

18



0 50 100 150 200

time [s]

-4

-2

0

2

4

6
Lo

ad
 fa

ct
or

 [-
]

HC*
cmd

nz,cmd nz,pilot nz,lim

0 50 100 150 200

time [s]

-50

0

50

E
ul

er
 a

ng
le

s 
[d

eg
]

H? 3 A ?
lim

3
lim

0 50 100 150 200

time [s]

0

10

20

30

,
 a

nd
 -

 [d
eg

]

H, - ,
lim

0 50 100 150 200

time [s]

-20

-10

0

10

20

A
ng

ul
ar

 r
at

es
 [d

eg
/s

]

Hp q r _?cmd

0 50 100 150 200

time [s]

-40

-20

0

20

/
C

S
 [d

eg
]

H

/CS1&2,lim

/CS3,lim

/CS1,L /CS1,R /CS2,L /CS2,R /CS3

0 50 100 150 200

time [s]

1

1.2

1.4

1.6

1.8

A
lti

tu
de

 [m
]

#104

Fig. 13 Updated FEP Cruise: Combined command

increases to \ ≈ 34◦. A coupling between the ¤q2<3 and pitch rate introduces a pitch response when a roll input is
given. The coupling is due to the load factor control in the �∗ controller as the turn will introduce a load factor at the
pilot, which is not introduced by a �∗

2<3
. Therefore, the error will be negative, pushing the aircraft down in a turn. In

the combined input, when the ¤q2<3 is reversed, this gives a sudden decrease in load factor, from which the controller
responds by pushing the nose up. This is to be expected with the current controller structure, but a different controller
structure can be implemented to mitigate this problem.

Looking at the q protection, the aircraft steadily approaches the set limit of q;8< = 66◦. When the �∗ command
is given, this limit is decreased to q;8< = 33◦, decreasing with 5◦/s until reaching 33◦. It should be noted that the
bank-to-bank time satisfies the requirement, reaching q = −30◦ within t = 4.42s in cruise and t = 4.465s for approach.
Next, the approach condition is shown in Figure 14, which does not satisfy the protection boundaries. This Figure
represents the current limitation of the updated controller system. At approach, the test cases for a pure longitudinal
response stay within boundaries, but do not respond to a positive �∗ input as the U;8< is reached in trim condition. For
the lateral and combined inputs, the FEP does not keep the protected states within their boundaries as there is saturation
of the control surfaces. When the lateral input command is given, the roll protection keeps q within boundaries. Still,
the control surfaces are saturated and cannot protect the other states. However, since there is no longitudinal input, the
AoA remains within limits. Due to the coupling of the roll and pitch channels, the pitch protection is therefore exceeded.
As for the combined input, as shown in Figure 14, the control surfaces are saturated, with a positive �∗

2<3
. At C ≈ 100B,

there is an increase in AoA due to a =I,2<3 , as the q angle is approaching its protection limit. Due to the coupling of
channels, this gives a sudden rise in AoA, which cannot be compensated as there is actuator saturation. When the roll
maneuver is approaching has settled on its limit, the actuators can push the nose of the aircraft down, reducing the AoA
and bringing it back to its limit.
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Fig. 14 Updated FEP Approach: Combined command

VI. Conclusion
This research describes implementing an updated controller system for the Flying-V to enhance the current Flight Control
System (FCS), aiming to achieve level 1 Handling Qualities (HQ) as per MIL-STD-1797A [5]. A Hybrid Incremental
Nonlinear Dynamic Inversion (INDI) control law using a Complementary Filter (CF) is supported by an exponential
potential function Command Limiting Flight Envelope Protection (FEP). The Hybrid INDI control structure aims to
address stability margin issues caused by time delay, showcasing superior performance compared to the sensor-based
INDI control structure. However, due to insufficient gain margin in roll and yaw channels and exceeding Low Order
Equivalent System (LOES) approximation boundaries, further investigation is needed to meet the level 1 HQ criteria.
The method used to assess which HQs are used, and their validity for the Flying-V use case should be researched further.

Moreover, the study assesses the fault tolerance of the controller structure under parametric uncertainties, highlighting
its limitations in addressing coupled uncertainties such as aerodynamics, inertia, and time delay. While lateral HQ fault
tolerance meets satisfactory standards, longitudinal HQ shows less fault tolerance. Remember that the fit of the LOES
often falls short and dominant for most HQ metrics.

Additionally, the updated FEP introduces an exponential Command Limiting structure to protect load factor, Angle
of Attack (AoA), pitch attitude, and roll attitude. Testing reveals the linear FEP’s unsatisfactory performance when
subjected to newly generated, more challenging test cases. The updated FEP indicates reliability under cruise conditions
but unsatisfactory performance during approach due to actuator saturation.

Additional research is needed to address the validity of the HQ assessment. Next, the Control Allocation (CA)
scheme, particularly its interaction with the FEP and Pseudo Control Hedging (PCH) structure under actuator saturation,
should be researched further, as this is a current limitation.
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2
Flying-V

This Chapter will cover the most recent developments regarding the TU Delft Flying-V aircraft to find the
current challenges of the FCS. Section 2.1 will give a background in the design philosophy of the Blended-
Wing-Body aircraft, together with an overview of the research that has been done on the Flying-V, shown in
Section 2.2. The layout of the Flying-V, together with mass properties and used sensors and actuators, will
be discussed in Sections 2.3, 2.4 and 2.8 respectively. The used reference frame definitions are explained,
after which the Equations of Motion (EoM) and aerodynamic model are highlighted in Sections 2.5, 2.6
and 2.7 respectively. This Chapter provides an extensive background of the Flying-V project.

2.1. Blended Wing Body Aircraft
The Flying-V has been transformed from a mere concept aircraft, introduced by J. Benad [2], to a properly
developed design with a multi-disciplinary work field tackling problems that arise from this idea. The
Flying-V belongs to the BWB aircraft family, of which multiple different concepts have been developed
over the years, which have been reviewed in several studies [19], [20]. Conventional aircraft, also known
as CTW, have two wings that generate the majority of lift and a fuselage that carries the load. BWB aircraft
incorporate the aircraft fuselage as a structural and lift-generating aspect, making for more aerodynamic
efficiency and a more distributed structural load along the structure. Onkonkwo [19] describes the history
of the BWB aircraft originating frommilitary aircraft, after which research has been dedicated to developing
a commercial BWB aircraft, as the inherent fuselage design reduces aerodynamic resistance and the noise
signature of the aircraft. Both are currently challenges in the commercial aerospace sector. Bravo-Mosquera
[20] poses the development of newer aircraft for civil aviation as he shows the development of design
evolution in time, as shown in Figure 2.1. Progress was initially measured in range and fuel efficiency, but
nowadays, it is mainly defined by noise and emissions, where fuel efficiency remains the same.
The BWB wing configuration is posed as the most promising, with Liebeck first evaluating the concept
and finding a 15% reduction in takeoff weight and a 27% reduction in fuel burn per seat for his preliminary
analysis [1]. Well-established companies and institutes such as Boeing, Airbus, NASA, and TU Delft have
since been researching and testing BWB concepts, maturing the idea with the first full-scale test-flight being
planned by JetZero, in collaboration with Northrop Grumman and Scaled Composites in early 2027 [21].
The Flying-V, however, is a slight alteration to the conventional BWB design, as a conventional BWB does
not let itself be stretched or shrunk [3]. The Flying-V, however, does lend itself to be stretched or shrunk
as the section where the passengers are housed is constant and can easily be expanded, giving a higher
potential in developing a fleet of flying wing aircraft, as researched by Oosterom [3]. Figure 2.2 shows a
side-by-side comparison of a CTW A350-900, the Flying-V 1000 series.

2.1.1. Concept Limitations
Unfortunately, despite the concept’s great potential, some challenges must be solved before a BWB can
be appropriately used in commercial aviation. These challenges primarily involve issues with stability &
control, the integration of propulsion systems, airframe, and aero-acoustic aspects. A particular challenge
in BWB design is maintaining an AoA of no more than 3 degrees during the cruise, a difficulty attributed
to the low lift curve slope. This aspect also influences the lift coefficient needed during landing and takeoff,
potentially necessitating a larger landing gear for higher attack angles.

30
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Figure 2.1: Progress in commercial aircraft design, from conventional designs to next-generation aircraft [20]

Figure 2.2: Planform comparison of CTW A350-900 and Flying-V 1000 [22]

Qin and colleagues have discovered that in terms of aerodynamics, an elliptic lift distribution is less efficient
than a blend of elliptic and triangular distributions. Conversely, a purely triangular distribution contributes
to minimal structural weight, underscoring the necessity of comprehensive aerodynamic studies within a
multidisciplinary context for aircraft design. The BWB’s low wing loading, a consequence of its entire
structure contributing to lift, results in lower takeoff and landing speeds and reduces the required field
length. However, this low wing loading also renders the aircraft more susceptible to gusts.

The BWB’s cabin design presents structural challenges. The need for cabin pressurization typically fa-
vors a circular design, as seen in conventional aircraft. However, a BWB’s integrated configuration makes
this difficult, prompting a design shift towards a laterally stretched cabin. Additionally, the requirement for
an airfoil-shaped cross-section and adequate cabin height necessitates a larger aircraft size. Mike Sinnett,
former Boeing Vice-President of Product Development and Future Airplane Development, highlighted this
issue and noted the challenges of BWB’s larger wingspan and airport compatibility. He remarked on the
trade-off between wingspan and range, indicating that BWB aircraft are more suited for long-range flights
due to their large wingspan and cabin height requirements. Sinnett also pointed out potential operational
drawbacks for BWB aircraft, such as slower loading and unloading times, which are particularly critical for
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short flights.

There are further concerns with the BWB design, including the positioning of passengers further from
the aircraft’s center of gravity, which could increase motion sickness, and challenges in providing window
seats in a wide-cabin layout. Emergency evacuation could also be more complex due to the placement of
exits relative to passengers.

Designing a family of BWB aircraft introduces another layer of complexity. The process may require
stretching the fuselage’s non-uniform parts, as Liebeck demonstrated using a T-shaped plug to generate
different BWB sizes. This poses structural challenges, especially with pressurized cabins. Liebeck does
not delve into these structural challenges but does mention the advantage of automatically increased wing
area and span with higher payloads in BWB family designs. He also notes that design commonality in such
a family could reduce non-recurring and recurring costs by 23% and 12%, respectively. Liebeck suggests
placing fuel in the outer wing, which does not scale the fuel capacity with different aircraft sizes.

2.2. Previous research about the Flying-V
Since Benad first wrote about the concept of the Flying-V in collaboration with Airbus in his paper, the
Delft University of Technology has put in significant effort to develop this concept into a working model.
Figure 2.3 shows a photograph from July 2020, where a scale model is flown for the first time. In 2022,
Benad [23] made an extensive summary of all the work that has been done up until that moment, and Van
Overeem also reviewed this separately, more focussed on the flight dynamics and control [13]. To avoid
repeating the extensive research of both papers, the author will summarize the relevant aspects of this re-
search and add new relevant research as an extension to Van Overeem’s statement. As was stated, the

Figure 2.3: Flying-V scale model first test flight 1

research on the Flying-V began in 2015 when the potential of the Flying-V was found to be an improve-
ment to the Airbus A350-900 of 10% for the lift-to-drag ratio, a reduced noise profile and a 2% lower empty
weight [2]. This research was followed up by an aerodynamic optimization for a cruise speed of 0.85M at
13000 m, leading to a more optimized design and a 25% aerodynamic efficiency increase compared to a
NASA Common Research Model [6]. This research model was created by Vassberg et al.[24] to have a
reference case for drag prediction studies. The model represents a modern long-range commercial aircraft
operating at transonic flight conditions, such as the Airbus A350-900 (M=0.85). The design has since been
further aerodynamically optimized to increase the lift-to-drag ratio[25][26]. Next, research was dedicated
to finding the location of the Center of Gravity (CoG) and aerodynamic coefficients of a scale model of the
Flying-V using wind-tunnel test and a scale model test flight, as shown in Figure 2.3, from which it was
concluded that the Flying-V experiences pitch break-up above an AoA of 20 ◦ [5], [8], [9]. Marques [7]
concluded, using CFD, that the wind tunnel results where influenced by the walls of the wind tunnel, con-
cluding that there are signs of flow separation at and AoA of α = 32◦, compared to α = 20◦. The full-scale
Flying-V simulations even suggest flow separation is extended beyond this point. Cappuyns dedicated re-
search to assessing the handling qualities, where it was concluded that the Dutch roll is unstable and the
lateral directional controllability is low for One Engine Inoperative conditions [4]. Even after a parametric
optimization of the winglet structure, the yawing moment was still found to be unsatisfactory [27]. Using
system identification methods, Siemonsma derived an aerodynamic model that shows potential; however,
due to a lack of satisfactory flight test data, this model still has unacceptable deviations from wind-tunnel

1https://www.tudelft.nl/en/ae/flying-v visited at 15-02-2024

https://www.tudelft.nl/en/ae/flying-v
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tests [28]. Nolet researched the potential use of split-flaps as an extension to the control surfaces, which
showed an increase of yaw control authority of 85.5% at an α = 27.5◦ at the drawback of tripling the drag
[29]. These split-flaps were also researched to reduce the pitch attitude at landing, providing the pilots with
more vision [30]. The current simulation models have been evaluated in the SIMONA Full-Flight Simu-
lator of the TU Delft to receive feedback from pilots regarding the handling qualities, with focus on the
longitudinal handling qualities by Vugts [12] and Torelli [11] and the lateral handling qualities by Joosten
[10]. These evaluations found that at low speeds (M ≈ 0.2) the handling qualities degrade due to low con-
trol authority and proper control allocation is recommended in all studies. Research to the first FCSs was
applied for the longitudinal motion by Torelli [11] and the lateral motion by Joosten [10]. These FCSs were
simple linear PID controllers, primarily used to reduce the adverse effects from the short period and Dutch
roll eigenmodes. These were the first version of a FCS in the Flying-V.

Most relevant for this work has been the research done by Van Overeem [13] and Stougie [14], towards
the implementation of a proper FCS, using INDI control. Völker also researched the possibility of imple-
menting a FCS using bio-inspired Reinforcement Learning, which shows potential as an alternative control
method compared to NDI[31]. Van Overeem first implemented an inner-loop INDI controller to make the
Flying-V adhere to the required handling qualities. These requirements are derived from the recommended
specifications from the military document for ”Flying Qualities of Piloted Aircraft” document in either
MIL-STD-1797 or MIL-HDBK-1797 [32]. Stougie added FEP to take into account the pitch break-up and
found that rudder oscillations are present at low flying speeds (M ≈ 0.20), which is suggested to be a con-
sequence of low control authority. Furthermore, it was found that the INDI control law can achieve the
required Level 1 handling qualities. This FCS will be elaborated upon in Section 3.3.

As can be concluded, the research and development of the Flying-V aircraft are still progressing, and the
project is maturing at every step. To help automate this process, Świderski developed a Python library that
automates handling quality prediction evaluations [33]. This tool can be helpful if combined with the air-
craft design process. Figure 2.4, summarizes this Section with a timeline, identifying three aspects of the
progress of the project; general progress, progress in aerodynamic design & analysis and progress for the
flight stability & control.

 ​2015 ​ ​ ​2016 ​ ​ ​2017 ​ ​ ​2018 ​ ​ ​2019 ​ ​ ​2020 ​ ​ ​2021 ​ ​ ​2022 ​ ​ ​2023 ​ ​ ​2024

Aerodynamic Design & Analysis

Flight Stability & Control

General Aircraft design

First Concept
( Benad)

Flight test of 
scale model

Design optimisation 
& CFD evaluation

( Laar, 2023, Granata, 
2023 & Marques, 

Aerodynamic 
optimisation
( Faggiano)

System identification 
(Palermo,  Garcia & Viet)

Handling Qualitites 
(Cappuyns)

System 
identification 
(Siemonsma)

FCS & Pilot 
evaluation (van 
Overeem, Vugts, 
Torelli & Joosten)

Winglet design
(Horwitz & Nolet)

FCS 
( J. Stougie)

Split Flaps
(Eftekhar)

Figure 2.4: Timeline of research related to the Flying-V

2.3. Flying-V control surface layout
As the design of the Flying-V has evolved significantly since the start of the project, it shall be considered
to design the FCS as versatile as possible, as to take into account potential changes in design. The aircraft’s
layout is essential when creating a FCS as this defines which control surfaces can stabilize and control the
plane. Since the first development of the Flying-V, there have been changes in the layout of the elevons. An
elevon is essentially a control surface with the handling capabilities of an elevator and an aileron, stabilizing
the aircraft in the pitch and roll direction. The split lines of the two elevons were chosen arbitrarily. The
rudder configuration has been constant across the different layouts, however the other configurations are
described below and the layouts are shown in Figure 2.5. Table 2.1 shows the respective dimensions of the
aircraft, which are used for the EoM in Section 2.6.
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Figure 2.5a shows the initial control surface layout introduced by Cappuyns, where two elevons per side
are used for pitch and roll control. For this configuration, VLM simulation results are present. This layout
posed difficulties with the control authority, especially in the lateral direction, due to the short longitudinal
distance from the rudder to the Center of Pressure (CoP), compared to a CTW aircraft.

Figure 2.5b shows the configuration with three elevons, introduced by Palermo et al. [8], which has been
adopted as the control surface layout for the sub-scale model [34]. For this layout, WTE and flight test data
are present, but only for the sub-scale model.

Figure 2.5c shows the configuration introduced by Nolet[29] and Eftekhar [30], where the most outboard
elevon from the three elevon configuration is split, to implement a split flap, which can give the pilots more
lateral control authority. For this configuration, no model identification has been done.

(a) Flying-V: 2 elevon configuration [4] (b) Flying-V: 3 elevon configuration [8] (c) Flying-V: Split flap configuration [30]

(d) Side view Flying-V (e) Front view Flying-V

Figure 2.5: Control surface layout of Flying-V

Table 2.1: Flying-V V1000 dimensions [4]

Property Description Value Unit

Tdy Engine (thrust vector) y location w.r.t. centre line ±5.60 m
Tdz Engine (thrust vector) z location w.r.t. centre line 0.800 m
S Wing area 883 m2

cMAC Wing Mean Aerodynamic Chord 18.74 m
xpilot Distance of pilot station, measured from nose 5.00 m
b Wing span 65.0 m
L Aircraft length 55.0 m

In previous research from Van Overeem [13] and Stougie[14], the layout with two elevons and a rudder,
shown in Figure 2.5a was implemented. This layout has the most reliable data, especially for the control
surfaces, and it is the only one identified for the full-scale Flying-V model. Other research has been fo-
cussing on the sub-scale model; however, this research will focus on improving the FCS of the full-scale
Flying-V model. Therefore, the layout from Figure 2.5a is adopted to make a proper comparison with older
research. The flight conditions for which the simulations will be done in this research are approach and
cruise, for which specific parameters are given in Table 2.2
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Table 2.2: Flight conditions considered in this research [13]

Approach Condition Cruise Condition
M 0.2 0.85
ρair 1.225 kg/m3 0.2655 kg/m3

amach 336.4m/s 295.1m/s
Maximum Take-off Mass (MTOM) 210, 000 kg 240, 000 kg
h 1000 m 13,000 m

2.4. Mass Properties
The mass properties of the Flying-V full-scale model have been estimated using the Odilila VLM, which
is also used for calculating the aerodynamic properties [4]. The lumped mass model was used to estimate
the moments of inertia, where different aircraft components are combined, and each element has a specific
point mass at a CoG. The aircraft is assumed to be symmetrical, given that Ixy and Iyz can be set to zero [4].
Furthermore, it was found that Ixz is also equal to zero, leaving only the principle axes. Van Overeem and
Stougie have also used this mass model[13], [14]. Equation 2.1 shows the moment of inertia matrix. Table
2.3 shows the mass and inertia properties for MTOM and empty weight. There are also two locations for the
CoG, denoted by pc.g. and the location for the CoP. It is assumed the coordinates only differ in the X-axis,
meaning from front to aft of the aircraft. The points for the CoG correspond with a Mean Aerodynamic
Chord (MAC) of 45% for pc.g. = 29.372 m and a MAC of 57.5% for pc.g. = 31.714 m, both aft of the nose
of the aircraft [13].

IC =

 Ixx −Ixy −Ixz
−Ixy Iyy −Iyz
−Ixz −Iyz Izz

 =

 Ixx 0 0
0 Iyy 0
0 0 Izz

 (2.1)

Table 2.3: Mass properties and property centers for TU Delft Flying-V [13]

Mass Property Value Unit
m [2.10 ·105 - 2.40·105] [kg]
Ixx 3.9641·107

[
kg ·m2

]
Iyy 2.7619·107

[
kg ·m2

]
Izz 6.5822·107

[
kg ·m2

]
Ixz, Ixy, Iyz 0

[
kgm2

]
Point name Location, aft of nose Unit
pc.g. [29.372 ; 31.714] [m]
pCoP 32.18268 [m]

2.5. Reference frame of simulations
For continuity and clarity, it is critical to define in which reference frame the equations of motion hold. If
these are used inconsistently or are not appropriately determined, the results will have no meaning. Several
reference frames are relevant for the simulation of the Flying-V and have been documented clearly by Van
Overeem [13]. To summarize, the applicable reference frames for the Flying-V and the Vehicle-Carried
Normal Earth reference frame, E , Body-fixed reference frame, B and the aerodynamic reference frame, A.
These notations will be used as subscripts if a specific notation is given. The following sections briefly
summarize the use of each frame and its notation.

2.5.1. Vehicle-Carried Normal Earth Reference Frame,E
The vehicle-carried normal Earth reference frame, or geodetic reference frame, is an inertial reference frame
that holds the 2nd Law of Newton. This reference frame has its origin in the center of mass of the aircraft,
with the XE -axis pointing north, YE -axis pointing east and the ZE -axis pointing down to the center of the
Earth. The coordinates of this reference frame are measured in λ for longitude, Φ for longitude, and h for
altitude. The Earth is assumed to be a perfect sphere with the three different latitudes lining up together
in the Earth’s center [35]. A visual representation of this reference frame, for the earth’s inertial reference
frame, is given in Figure 2.6
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Figure 2.6: Vehicle-Carried Normal Earth Reference Frame [35]
2.5.2. Body-Fixed Reference Frame,B
The body-fixed reference frame is a right-handed coordinate system attached to the aircraft’s orientation,
with its origin located at the aircraft’s CoG. Cappuyns visualized the Flying-V in this reference frame, as
shown in Figure 2.7. The XB-axis is in the symmetry plane of the aircraft, pointing forward. The ZB-axis
is also located in the symmetry plane and is pointing downward, perpendicular to the XB− axis. Lastly,
the YB-axis points right, across the wing, perpendicular to both theXB− axis and the ZB-axis [35]. As can
be seen in Figure 2.7, the body velocity vectors are given parallel to the axes and are given as uB, vB, wB
for the forward, sideward and downward velocity respectively. Furthermore, the body moments and rates
are also given. Along the XB− axis, l describes the roll moment where p gives the roll rate respectively.
The same holds form and q along the YB-axis giving the pitch moment and rate, and for n and r along the
ZB-axis giving the pitch moment and rate. On theXB− axis, l represents the roll moment, while p indicates
the roll rate. Similarly, along the YB− axis,m corresponds to the pitch moment and q to the pitch rate, and
along the ZB− axis, n and r denote the yaw moment and yaw rate, respectively.

Figure 2.7: Body reference frame sign convention [4]

2.5.3. Aerodynamic Reference Frame,A
The aerodynamic reference frame is coupled to the aerodynamic velocity vector of the aircraft, V∞, also
known as the free-stream velocity. This reference frame has its origin at the CoG of the aircraft, just as the
body-fixed reference frame and rotates its axes to align the XA− axis with the free-steam velocity. Figure
2.8 visually represents this transformation. The definition of the YA− and ZA− axes are the same as for the
body reference frame, only rotated with the AoA, α, and side slip angle, β [35].

2.5.4. Reference Frame Transformation
Withmultiple reference frames, it is important to transform between them. These transformations aremostly
deducted from Mulder et al. [35, CH2]. These transformations will be described using R, with subscripts
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Figure 2.8: Visualisation of body-fixed reference frame transformed to the aerodynamic reference frame [35]

specifying the transition from one reference frame to another in coordinate transformation.

The first transformation considers changing from the vehicle-carried normal earth reference frame,E to the
body-fixed reference frame, B, and vice-versa. The rotation is done using a commonly known ψ − θ − ϕ
rotation sequence. These transformation matrices are shown in Equations 2.2 and 2.3.

Rϕ =

 1 0 0
0 cos(ϕ) sinϕ
0 − sinϕ cos θ

 ,Rθ =
 cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

 ,Rψ =

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1


RϕRθRψ = RE→B

RE→B =

 cos(ψ) cos(θ) sin(ψ) cos(θ) − sin(θ)
cos(ψ) sin(θ) sinϕ− sin(ψ) cos(ϕ) sin(ψ) sin(θ) sin(ϕ) + cos(ψ) cos(ϕ) cos(θ) sin(ϕ)
cos(ψ) sin(θ) cos(ϕ) + sin(ψ) sin(ϕ) sin(ψ) sin(θ) cos(ϕ)− cos(ψ) sin(ϕ) cos(θ) cos(ϕ)


(2.2)

RB→E =

 cos(ψ) cos(θ) cos(ψ) sin(ϕ) sin(θ)− cos(ϕ) sin(ψ) sin(ϕ) sin(ψ) + cos(ϕ) cos(ψ) sin(θ)
cos(θ) sin(ψ) cos(ϕ) cos(ψ) + sin(ϕ) sin(ψ) sin(θ) cos(ϕ) sin(ψ) sin(θ)− cos(ψ) sin(ϕ)

− sin(θ) cos(θ) sin(ϕ) cos(ϕ) cos(θ)


(2.3)

The second transformation is done for changing from the body-fixed reference frame,B, to the aerodynamic
reference frame,A. The transformation matrices are given in Equations 2.4 and 2.5.

RB→A =

 cos(α) cos(β) sin(β) cos(β) sin(α)
− cos(α) sin(β) cos(β) − sin(α) sin(β)

− sin(α) 0 cos(α)

 (2.4)

RA→B =

 cos(α) cos(β) − cos(α) sin(β) − sin(α)
sin(β) cos(β) 0

sin(α) cos(β) − sin(α) sin(β) cos(α)

 (2.5)

2.6. Equations of Motion
Kinematics and dynamics are needed to properly model the behavior and movement of the Flying-V in the
simulation model. These dynamics are highly non-linear and non-control affine, however control affinity
is required for the implementation of an INDI control law, as will be discussed in Section 2.7. The EoM
are shown below in the simulation model.

2.6.1. Assumptions
Before deriving the EoM that will be used in this research, some assumptions are made, which make it
possible to neglect specific terms. These assumptions are elaborated byMulder et al. [35] and implemented
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by Cappuyns, Van Overeem, and Stougie [4], [13], [14].

• The aircraft is a rigid body and has a constant mass.
• The Earth is flat and non-rotating.
• There is zero wind and a perfect atmosphere.
• The resultant thrust lies in the symmetry plane (not for OEI).
• The gravitational acceleration,g0, is constant.

It is assumed that gravity, thrust, and aerodynamics are the only forces acting on the aircraft. These are
applied as point forces, all acting on the CoG [4]. Due to the flat-earth assumption, the vehicle-carried
normal earth reference frame is similar to the inertial reference frame, and Newton’s 2nd Law can be applied
[35].

2.6.2. Derivations

The equations consist of 15 states, for which the state derivatives can be calculated through their respec-
tive equation of motion. These states are the earth-fixed position coordinates (XE ,YE ,ZE ), body velocities
(uB,vB,wB), body angular velocities (p, q, r), Euler attitude angles (ϕ, θ, ψ) and aerodynamic attitude and
velocity (α, β, V∞). These equations are derived from Mulder et al. [35, CH3]. ẊE
ẎE
ŻE

 = RB→E

 uB
vB
wB

 =

 cψcθ cψsθsϕ− sψcϕ sψsϕ+ cψsθcϕ
sψcθ cψcϕ+ sψsθsϕ sψsθcϕ− cψsϕ
−sθ cθsϕ cθsϕ

 uB
vB
wB

 (2.6)

 u̇B
v̇B
ẇB

 =
1

m

 Fx
Fy
Fz


B

−

 p
q
r

×

 uB
vB
wB

+ g0

 − sin θ
sinϕ cos θ
cosϕ cos θ

 (2.7)

 ṗ
q̇
ṙ

 =



Izz
I∗

0
Ixz
I∗

0
1

Iyy
0

Ixz
I∗

0
Ixx
I∗


 Mx

My

Mz


B

−



Izz
I∗

0
Ixz
I∗

0
1

Iyy
0

Ixz
I∗

0
Ixx
I∗


( p

q

r

×


Ixx 0 −Ixz
0 Iyy 0

−Ixz 0 Izz


 p

q

r

)

(2.8) p
q
r

 =

 ϕ̇
0
0

+ Rϕ

 0

θ̇
0

+ RϕRθ

 0
0

ψ̇

 =

 1 0 − sin θ
0 cosϕ sinϕ cos θ

− sinϕ cosϕ cos θ cosϕ cos θ

 ϕ̇

θ̇

ψ̇


(2.9) ϕ̇

θ̇

ψ̇

 =

 1 sinϕ tan θ cosϕ tan θ
0 cosϕ − sinϕ

0
sinϕ
cos θ

cosϕ
cos θ


 p
q
r

 (2.10)

where in Equation 2.8:
I∗ = IxxIyy − I2xz

It can be seen that Equations 2.6 and 2.10 represent the kinematics of the system, as they do not require
external forces or moments. Equations 2.7 and 2.8 represent the system’s dynamics, with the forces and
moments acting in the body reference frame. These forces and moments are defined in Equations 2.11 and
2.12, respectively. In the aerodynamic frame, the forward force, Fx,A, equals the negative drag force, −D.
Furthermore, the downward force, Fz,A, is equal to the negative lift force,−L. Aerodynamic moments are
generally measured from the body reference frame and thus need no transformation. Some extra moments
are generated, related to the engine offset, dTy , which affects the aircraft being pushed down with thrust
applied. The same applies to a yawing moment that is introduced if the engines do not provide equal thrust.
Lastly, the aerodynamic moments act on the CoP, whereas the body moments act in the CoG. Assuming
the CoP is in the symmetric plane of the aircraft, the shift of the moments has to be compensated. [36] The
location of the CoP is denoted by pCoP and the location of the CoG is denoted by pc.g..
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 Fx
Fy
Fz


B

= RA→B

 Fx
Fy
Fz


A

+

 T1 + T2
0
0


B

=


cos(α) cos(β) − cos(α) sin(β) − sin(α)

sin(β) cos(β) 0

sin(α) cos(β) − sin(α) sin(β) cos(α)


 Fx
Fy
Fz


A

+

 T1 + T2
0
0


B

(2.11)

 Mx

My

Mz


B

=

 Mx

My

Mz


A

+

 0
Fz,B(pCoP − pc.g.)
−Fy,B(pCoP − pc.g.)

+

 0
−dTy(T1 + T2)
dTz(T1 − T2)


B

(2.12)

The aerodynamic forces are mostly approximated by system identification, which will be highlighted in
Section 2.7. These aerodynamic forces often depend on the aerodynamic attitude and velocity (α, β, V∞).
Therefore, the state derivatives will be derived here for these states, as those are not derived by Mulder
et al. [35]. The relations in Equations 2.13, 2.14 and 2.15 will be used to change the body accelerations
from Equation 2.7 into the aerodynamic rates and acceleration. The resulting wind frame EoM are shown
in Equations 2.17,2.18 and 2.19. The definition of how γ is calculated throughout this research is given in
Equation 2.20.

α = tan−1(
wB

uB
) (2.13)

β = sin−1(
vB
V∞

) (2.14)

V∞ =
√
u2B + v2B + w2

B (2.15) uB
vB
wB

 =

 V∞ cos(α) cos(β)
V∞ sin(β)

V∞ sin(α) cos(β)

 (2.16)

α̇ =
Fz,A − (T1 + T2)s(α)

V∞mc(β)
+ q − tan(β) [pc(α) + rs(α)] +

g0
V∞c(β)

[c(α)c(ϕ)c(θ) + s(α)s(θ)] (2.17)

β̇ =
Fy,A − (T1 + T2)c(α)s(β)

mV∞
+ps(α)−rc(α)+ g0

V∞
[c(β)s(ϕ)c(θ) + c(α)s(β)s(θ)− s(α)s(β)c(ϕ)s(θ)]

(2.18)
˙V∞ =

Fx,A + (T1 + T2)c(α)c(β)
m

+ g0 [s(β)s(ϕ)c(θ) + s(α)c(β)c(ϕ)c(θ)− c(α)c(β)c(θ)] (2.19)

γ = arcsin [cos(α) cos(β) sin(θ)− cos(θ) ∗ (sin(β) sin(ϕ) + sin(α) cos(β) cos(ϕ))] (2.20)

2.7. Aerodynamic model
To properly simulate the dynamic behavior of the Flying-V, the aerodynamic characteristics have to be
determined, and the forces acting on the system due to aerodynamics must be considered. The aerodynamic
force coefficients are defined in Equation 2.21, whereas the aerodynamic moment coefficients are defined
in Equation 2.22. These coefficients act in the aerodynamic reference frame and non-dimensionalize the
forces and moments acting on the system.

Cx =
Fx,A
q̄S

, Cy =
Fy,A
q̄S

, Cz =
Fz,A
q̄S

(2.21)

Cl =
Mx,A

q̄Sc̄
, Cm =

My,A

q̄Sc̄
, Cn =

Mz,A

q̄Sc̄
(2.22)

with the dynamic pressure indicated defined as:

q̄ =
1

2
ρairV

2
∞

With current research, it is possible to determine the aerodynamic behavior of the Flying-V using three
different methods, which are:
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1. Vortex Lattice Method results
2. Wind Tunnel Experiments
3. Flight Test Experiments

Each method has advantages and disadvantages, which will be briefly discussed below. After this, a con-
clusion is made about which method or combination of methods will be used to model the aerodynamic
forces of the Flying-V.

2.7.1. Vortex Lattice Method
The following Section mainly refers to the work of Cappuyns since he established the framework for the
VLM, which is used up until the current research [4]. A computational method to acquire aerodynamic
data of the Flying-V is with the VLM. The full-scale Flying-V CAD model is imported into the paramet-
ric modelling tool, ”BlackSwan”, from which the geometry model is converted into a panel model, which
can be used for VLM simulations and a strip model for inertia estimations. Airbus has provided the Delft
University of Technology with Odilila, a VLM simulation tool. From these simulations, the aerodynamic
coefficients from Equations 2.21 and 2.22 are interpolated at different intervals, at 3 Mach numbers; M =
0.2 (Approach), M=0.3 (Take-off) and M=0.85 (Cruise). For the interested reader, Cappuyns has described
the VLM using Odilila, provided by Airbus, in great detail. [4, pp. 18-19].

Some assumptions, limitations, and model specifics done with the VLM from Cappuyns are listed below
[4].

1. Simulations results for full-scale Flying-V
2. Incompressible flow is assumed, which is valid belowM ≈ 0.7
3. Reynolds number of Re = 6.5× 106 [4]
4. Layout with two elevons and one rudder per side
5. VLM does not capture pitch break-up tendencies above an AoA of 20 ◦

6. Simulations include engine geometry
7. Inviscid flow so zero lift drag, Cd,0 is not known

The data point range is given in Table 2.4

Table 2.4: VLM simulation data range for Flying-V simulations in Odilila [4]

Variable Description Range Unit
CoG Centre of Gravity [45, 51.5, 57.5] %MAC
M A/C velocity in Mach [0.2, 0.225, 0.25, 0.275, 0.3, 0.85] -
α Angle of Attack [-5, 0, 5, 10, 12.5, 15, 16.5, 18, 20] ◦

β Sideslip Angle [-1, 0, 1] ◦

p∗ Normalised roll rate [-1, 0, 1] -
q∗ Normalised pitch rate [-1, 0, 1] -
r∗ Normalised yaw rate [-1, 0, 1] -

δCS3L Deflection of left rudder [-30, 0, 30] ◦

δCS1L Deflection of left outboard elevon [-30, 0, 30] ◦

δCS2L Deflection of left inboard elevon [-30, 0, 30] ◦

δCS1R Deflection of right inboard elevon [-30, 0, 30] ◦

δCS2R Deflection of right outboard elevon [-30, 0, 30] ◦

δCS3R Deflection of right rudder [-30, 0, 30] ◦

2.7.2. Wind Tunnel Experiments
As was described in Section 2.2, there have been several wind tunnel tests using different configurations of
the Flying-V. After the initial designs of Benad [2] and optimisations by Faggiano [6] a 4.6% scale model
was manufactured by Viet[5], Palermo [8] and Garcia [9]. However, This scale model did not include the en-
gine and winglet geometry. From theseWTEs, Garcia performed aerodynamic identification using the wind
tunnel data [9]. Garcia concluded that the identification of the lateral force coefficient, Cy , could not be
used. After this identification, van Empelen [37] added the engine geometry and did new wind tunnel tests,
from which significant lift interference and pitching moment interference were observed. Unfortunately,
no further identification has been made after the WTEs from van Empelen. Marques [7] later concluded
that the influence of walls and struts present in the wind tunnel have to be compensated and underpredict
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the stall region of the aircraft. However, this has to be validated so no further conclusions can be drawn.

From the identification of the WTE assumptions, limitations, and notes are listed below:

1. Experiments were done with a 4.6% scale model
2. Aerodynamic identification was made without the engine, and winglet effects included
3. Reynolds number of Re = 1.0× 106 [8]
4. Pitch break-up is captured above an AoA of 20 ◦

5. Experimental set-up contains three elevons and one rudder per side
6. Wall and strut interference with results that are not accounted for
7. No sideslip data is acquired
8. Lateral force coefficient, Cy , gives inaccurate results and should not be included

The data range of the wind tunnel test data, without the engine implementation, is shown in Figure 2.9

(a) Convex hull for free stream velocity and AoA (b) Convex hull for most inboard eleven,δ1, and AoA

Figure 2.9: Convex hulls of WTEs[9]

2.7.3. Flight Test Data
In 2020, a working 4.6% scale model was manufactured and tested using a physical flight test. However,
compared to typical flight tests, this test focused on the concept’s controllability, and catastrophic fail-
ure was out of the question [28]. Therefore, limited identification maneuvers, such as typical 3-2-1-1 or
doublets, can be used for aerodynamic aircraft identification. Garcia, who was part as a flight test engi-
neer, published results about this test flight, together with aerodynamic identification, using an Incremental
Extended Kalman Filter[34]. Siemonsma also identified this flight test data using Incremental Extended
Kalman Filtering [28]. Garcia found that the identification showed good prediction and reasonably uncor-
related residuals [34]. For Cx, Cy, Cz and Cn, the Relative Root Mean Squared Error (RRMSE) for the
validation dataset was predicted below 7% and forCl andCm this was 10%. Lower means a better fit to the
data. The model structure, which waGarcia identifies, mainly consists of low-order terms. Only the longitu-
dinal force coefficient, Cx, contains a higher order term for the AoA. Siemonsma concluded that the flight
test provided accurate longitudinal identification; however, the lateral identification was less reliable, as it
was related to small control inputs during the test flight. The RRMSE found by Siemonsma ranges between
13% and 14% [28]. Furthermore, the regression model predicts the lateral modes with higher model terms.
For a full overview of the result, the reader is advised to read the work of Garcia [34] and Siemonsma [28].

The flight test data also has some limitations and differences compared to the other models.

1. The flight test was done with the landing gear extended
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2. The lateral identification is insufficient for implementation
3. Layout with three elevons and one rudder per side
4. External factors such as weather can influence results
5. Sensor inaccuracies can give estimation errors
6. Pitch break-up is not tested
7. Dutch roll is visible
8. Includes winglet and engine; however, does not match predicted engine model[28]
9. Holes in the aircraft for cooling and landing gear degrade the aerodynamic performance

Since the test flight does not contain specified increments in data ranges, it is difficult to specify the envelope
in which data was acquired. However, Van Overeem [13] analyzed the data from the test flight and came
up with clear ranges for the measured variables. No range for the VTAS was provided; however, looking
at the provided convex hulls from Garcia and Siemonsma and the raw flight test data, excluding take-off
and landing, the range for the VTAS is approximated. What should be noted is that Garcia and Siemonsma
both refer to the use of the control surfaces as having either an elevator, δe, aileron, δa, or rudder, δr, even
though there are three elevons and one rudder on either side. Unfortunately, neither Garcia nor Siemonsma
has a direct definition of how the physical control surfaces are mapped. Garcia defined that using a control
mixer, the elevons give pitch and roll inputs, and the rudder gives direct yaw input [34]. Also, the roll input
is implemented with differential aileron deflection to deflect the ailerons more up than down to minimize
adverse yaw motion[34]. Van Overeem explained the definition of the control mixer, referring to personal
contact with Garcia [13]. He states that for a full pitch input from the pilot, this was translated to an 80%
deflection of the elevons, all acting as a single surface. For a roll input, this was given to be 50%. Table
2.5 provides information about the physical control surface limits of the scale model aircraft. The control
inputs are non-dimensionalized, and the identification data range from the flight test data is given in Table
2.6.

Table 2.5: Control surface deflection limits from flight test [13]

Control Surface Deflection limits [deg]
Elevon 1, left & right [18, -25] (down,up) with data mixer
Elevon 2, left & right [25, -25] (down,up)
Elevon 3, left & right [25, -25] (down,up)
Rudder, left & right [27, -29] (left, right)

Table 2.6: Flight test data identification range [13]

Parameter Maximum Value Minimum Value Unit
VTAS ≈ 36 ≈ 22 [m/s]
δe 3.2399 · 10−1 −3.1511 · 10−1 [-]
δa 3.6608 · 10−1 −4.5057 · 10−1 [-]
δr 2.6202 · 10−1 −2.4529 · 10−1 [-]
ṗ 3.0364 · 10−3 −2.6807 · 10−3 [-]
q̇ 6.1234 · 10−5 −6.1123 · 10−5 [-]
ṙ 1.4888 · 10−3 −7.1897 · 10−4 [-]
α 2.2014 · 10−1 8.0387 · 10−3 [rad]
β 1.3819 · 10−1 −1.0600 · 10−1 [rad]

2.7.4. Comparison of results
From the different methods, different aerodynamicmodels have been identified. A conclusive model should
be derived that will be used in this research. Since this research will continue from Van Overeem[13] and
Stougie[14], their choices will also be considered. Stougie essentially took the model structure from Van
Overeem [14]. Van Overeem set 3 requirements for the aerodynamic model:

• The aircraft’s instabilities should be captured
• The most important aerodynamic coefficients shall be captured by the model structure
• The accuracy should be as good as possible

When Van Overeem was writing his research, the Flight Test Data (FTD) was already available; however,
the work of Garcia [34] and Siemonsma[28] was not published yet, such that preliminary results and no
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accuracy of the data was known. Van Overeem concluded that the VLM would be used as the baseline
model, as he concluded that this model could capture the most essential aerodynamic coefficients, together
with the Dutch roll instability. The accuracy was, however, low, the pitch break-up could not be modeled,
and the range for the AoA was limited. Therefore, it was chosen to scale the WTE results using Froude
scaling since the aircraft scale, and airspeeds of both results were different [38]. After scaling, the results
were combined to extend the range of the AoA to 30 ◦ and to include the pitch break-up in the model.
Figure 2.10a shows the data of the VLM and WTE, in approach, M=0.200, and cruise, M=0.850. The
VLM results do not show the pitch break-up in the figure with Cm as a function of AoA. Figure 2.10b
shows the combined model, which is implemented in the system from Van Overeem[13] and Stougie [14].
The FTD was not implemented as the uncertainty of the predicted parameters was unknown. A drawback
of implementing the VLM as a baseline is the lack of a zero-lift drag coefficient, CD,0. Van Overeem
and Stougie took the reference aircraft’s zero-lift drag coefficient for the Flying-V V1000 and the Airbus
A350-900. This zero-lift drag is assumed to be 0.027 during cruise and 0.057 during approach [13].

(a) Aerodynamic model results for VLM and WTE, non-scaled

(b) Aerodynamic model results for VLM and WTE, scaled using Froude scaling and combined

Figure 2.10: VLM and WTE results and combined by Van Overeem [13]

In other previous studies, the preference for only using the VLMmodel is given. These were related to han-
dling quality assessment in a flight simulator [10]–[12]. Furthermore, the flight performance assessment
for take-off, landing, and cruise was assessed in normal conditions [22], and a preliminary neural-network
flight controller was developed [31].

Even though there has been increasing work on identifying the Flying-V, this work primarily focuses on
developing a FCS for the full-scale Flying-V. The only identification set for the full-scale is the VLM iden-
tification by Cappuyns [4]. It is chosen to stick with the model implemented by Van Overeem and Stougie,
to compare the performance of the updated FCS.

The concluding aerodynamic model has the following inputs: CoG in %MAC, aircraft velocity in Mach
(M), AoA in ◦ (α), sideslip angle in ◦ (β), normalized body rates in radians per second, (p∗, q∗, r∗) and
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the control effectiveness matrix for the control surfaces. A simple linear interpolation is computed between
data points, for which the data ranges are given in Table 2.4. For example, Equation 2.23 shows how the
forward force coefficient, Cx, is computed. Furthermore, Equation 2.24 shows the respective control effec-
tiveness matrix, which is needed for the control affinity of Hybri,d INDI, which will be explained in Section
3.2.3.

Cx = Cx0(α) + Cxβ(α, β) + Cxp∗ (α, p
∗) + Cxq∗ (α, q

∗)

+ Cxr∗ (α, r
∗) + Cx,CS3L(α, δCS3L) + Cx,CS1L(α, δCS1L)

+ Cx,CS2L(α, δCS2L) + Cx,CS2R(α, δCS2R) + Cx,CS1R(α, δCS1R) + Cx,CS3R(α, δCS3R)

(2.23)

G(x)u =
ρairV

2
∞Sc

2
I−1


Cl,CS1L Cl,CS1R Cl,CS1R Cl,CS1R Cl,CS3L Cl,CS3R

Cm,CS1RCm,CS1RCm,CS1RCm,CS1RCm,CS3LCm,CS3R

Cn,CS1R Cn,CS1R Cn,CS1R Cn,CS1R Cn,CS3L Cn,CS3R



δCS1L
δCS1R
δCS2L
δCS2R
δCS3L
δCS3R

 (2.24)

2.8. Sensors and Actuators
Within control systems, the response of the control inputs and sensors does not happen instantly. This
dynamics also has to be modeled as this can significantly influence the stability and robustness of the system
[39]. Therefore, these dynamics will be modeled by a first-order lag system for the engine dynamics [40]
and a second-order transfer function for the actuators [41] and both implemented by Stougie [14]. These
transfer functions are shown in Equation 2.25. The actuator limits, shown in Table 2.7, have been derived
from The engines used on the Flying-V are similar to those of the Airbus A350-900, the Rolls Royce Trent
XWB-84, with maximum thrust specifications set by EASA [22], [42].

Hact =
ω2
act

s2 + 2ζactωacts+ ω2
act

=
4000

s2 + 140s+ 4000
, Heng =

1

0.2s+ 1
(2.25)

Table 2.7: Control Effector Parameters[13], [42]

Control effector Notation Actuator limits Rate limit [deg/sec] Dynamics
Outboard Elevator δCS1L , δCS1R [-25, 25] [◦] 80 Hact(s)
Inboard Elevator δCS2L , δCS2R [-25, 25] [◦] 80 Hact(s)
Rudder δCS3L , δCS3R [-30, 30] [◦] 120 Hact(s)
Engine thrust δT1, δT2 [0, 3.176 · 105] [N] - Heng(s)

The engine dynamics in the current simulation model are simplified and idealistic. The maximum thrust
used in this research is the Equivalent Bare Engine Take-Off Thrust; however, it is used as the maximum
continuous thrust, which should be T = 3.176 · 105N [32]. This thrust is used across the flight envelope as
the maximum thrust, however is influenced by the flight regime [22].
Next to the control dynamics, the sensors will also be modeled. Sensor delays can become the system’s
limiting factor, especially for INDI. There is no physical full-scale model of the Flying-V yet, so there is
no information about which sensors will be used. Therefore, as a baseline, the Cessna Citation II PH-LAB
sensors are implemented in the model. The characteristics of these sensors are based on Grondmann [43]
and Van ’t Veld [44] and are changed by Stougie [14]. The final values for the sensor characteristics are
given in Table 2.8. For specific values, it is indicated that the value has changed by using a right arrow to
visualize that Stougie had to change these characteristics to achieve satisfactory results in his research [14].
Therefore, looking at Table 2.8, the body rate sensors and the sideslip sensor have been changed and do
not correspond with the reference sensors from the Cessna Citation II. The changed values will initially be
used in this research to validate the original model from which the base sensors will be used.
The accelerometers are used to measure the accelerations in the earth reference frame, E . These accelera-
tions are almost the same as the body accelerations. Therefore, when looking at Equation 2.7 and rewriting,
the terms on the left represent the accelerations in the earth reference frame. The sensor dynamics can be
simulated using the relation on the right, as those terms are all known in the simulation.
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Table 2.8: Baseline Sensor Characteristics [14]

Sensor Sampling rate [Hz] Time delay [s] Noise Bias Filter time constant
p, q, r [rad/s] 50 0.1→ 0.04 1 · 10−9 3 · 10−5 0.05→ 0.03
ϕ, θ [rad] 50 0.1 1 · 10−9 4 · 10−3 0.05

V [m/s]
1

0.065
0.325 1 · 10−4 2.5 0.05

α [rad] 50 0.1 7.5 · 10−8 3 · 10−5 0.05
β [rad] 50 0.1 7.5 · 10−8 3 · 10−5 0.05→ 0.1

Ax, Ay, Az [g] 50 0.1 1 · 10−5 2.5 · 10−3 0.05 u̇B
v̇B
ẇB

+

 p
q
r

×

 uB
vB
wB

 =

 Ax
Ay
Az


E

=
1

m

 Fx
Fy
Fz


B

+ g0

 − sin θ
sinϕ cos θ
cosϕ cos θ



2.9. Simulation Model Limitations
Some simplifications and limitations are made to the simulation model, implemented from Stougie [14].
These add to the assumptions in Section 2.6.1.

• The aerodynamic force and moment coefficients are only impacted by the angle of attack in a non-
linear fashion. No other effects are accounted for, such as control surface deflections, which also
introduce non-linearity to the coefficients [13].

• To include the pitch break-up in the aerodynamic model, Froude scaling was used; however, for this,
the relative density and moment of inertia matrix must be the same, which was not the case, such that
inaccuracies could be explained by this [9].

• As was mentioned before, the VLM is used as a baseline for the aerodynamic model; however, this
does not include zero lift drag, which is a limitation of the identification method by VLM [4]. Through
the WTE it is not possible to acquire this constant for the full-scale model, which is why the zero lift
constant from the reference aircraft, Airbus A350-900 is chosen [13].

• In this research, the gravitational constant, g0, is chosen as a constant, whereas this variable depends
on the altitude and changes on different parts of the earth [14].

• Zero wind is assumed in the simulations, with an assumed International Standard Atmosphere, with
a temperature of 288.15K at an altitude of 0 m. [13].

• The engine dynamics use first-order dynamics with saturation at net maximum continuous thrust with-
out changing across the flight envelope.

• The aerodynamic data for the control surface effectiveness parameters for the inboard elevenCS1 and
outboard eleven, CS2 are decoupled for longitudinal and lateral maneuvers. CS1, does not influence
roll or yaw axes, and CS2 and CS3 do not affect the pitch axis.

• There is only one inertia matrix available.



3
Flight Control System

This chapter will focus on the literature study of FCSs. An overview of different methodologies in FCSs
are given, after which the role of Hybrid INDI will be shown within the bigger scope of FCS. This chapter
will provide the reader with sufficient background information on the current limitations with the FCS of
the Flying-V and how Hybrid INDI can resolve these limitations.

Section 3.1 will start with an introduction to different FCS structures used in aviation, after which NDI and
INDI are highlighted as applied control structures for the Flying-V in Section 3.3. Section 3.2.3 highlights
the proposed implementation of Hybrid INDI, with all the necessary added FCS systems. Next, Section 3.4
highlights the working principle of FEP, with its necessity within aviation. Within this chapter, research
questions 1 and 2 will be answered by giving background information about the FCS of the Flying-V and
the state-of-the-art of Hybrid INDI and FEP.

3.1. Flight Control System Overview
Ever since the introduction of the first aircraft, there has been a need for FCSs to control the aircraft. With
the increasing complexity of the aircraft, more complex FCS is necessary. With the introduction of com-
puter systems, this was kickstarted with digital flight computers, which primarily used linear controller
techniques up until 1990 [45]. To ensure performance and safety, the flight envelope had to be extended
using gain scheduling techniques [46]. In between these gain scheduling parameters, performance can still
not be guaranteed due to nonlinearities and uncertainties [47]. Therefore, Slotine & Li [47] proposed non-
linear control techniques, from which multiple modern control techniques were born.

Figure 3.1 shows a flow chart view of the different nonlinear control methods established since the pub-
lication of Slotine & Li [47]. As the concept of FCS is too broad to go into full detail, only the relevant
methods are highlighted. This chart will mainly be used to understand why it is a logical step to look into
implementing Hybrid INDI as an addition to the current FCS of the Flying-V. The blocks that are colored
green are currently used as a part of the FCS.
The Flying-V, as has been described in Section 2.6, is a nonlinear dynamic, non-control affine system with
uncertain parameters, which needs to be controlled to achieve safety requirements from the aviation sector
while also reaching specific performance parameters. Linear controllers can be implemented using schedul-
ing techniques, which is inefficient. They can, however, be combined with a nonlinear controller structure,
which will be elaborated in Section 3.2.1. The nonlinear control systems have five primary methodolo-
gies: optimal control, Reinforcement Learning (RL), Lyapunov-based control, and Feedback Linearization.
These methods are elaborated, showing their implementation as a FCS within aviation.

3.1.1. Reinforcement Learning
This relatively new control methodology is based on the principle of trial and error. A RL algorithm is based
on agents that want to achieve a goal. The goal is not provided to the agents; however, they are rewarded
according to their actions. There are many approaches to RL, but the most prominent and applied method
used is Actor Critic Deep RL [31]. Within Actor Critic Deep RL, there are Soft Actor-Critic (SAC) and
Twin-Delayed Deep Deterministic Policy Gradient (TD3), among others. TD3 delayes updates to the agent

46
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Figure 3.2: Simple closed loop system structure

which promotes stabilization of the system and adds noise to the system to increase robustness. SAC tries
to maximize the rewards from the agents while maximizing the randomness of the inputs.

Völker et al. have implemented TD3 rather than SAC to the Flying-V as he poses that the latter creates
more oscillatory behavior to control inputs [31]. Since it is rewarded for randomness, it can create unsafe
maneuvers when trained on the aircraft. The research found that TD3 is robust to aerodynamic uncertain-
ties, sensor noise, unfavorable initial conditions, and different reference signals. However, the controller’s
performance has not been tested to meet HQ requirements, and it is implemented solely for the longitudinal
direction.

3.1.2. Optimal Control
Optimal control is based on finding an optimum command signal that can steer the system to a reference
signal with the lowest cost to a specified cost function with constraints to the system [48]. Therefore, the
system’s limits, such as actuator limits, can be directly implemented to predict the input signal. Within
optimal control are multiple methods, among which are Linear Quadratic Regulator (LQR) and Model
Predictive Control (MPC). LQR is only applied in linear systems, so it does not apply to the Flying-V as the
main controller structure. MPC can be used for nonlinear systems, where theMPC controller predicts future
states within a finite horizon, from which an optimization is done [49]. In previous research, MPC has been
primarily combined with FEP due to its ability to handle constraints [50]. As a main inner loop controller
structure, the optimization is not guaranteed to be solved within the given time step and is therefore not
chosen in this research.

3.1.3. Lyapunov Based Control
Lyapunov-based Control is amethod to guarantee the stability of the closed-loop system by creating a virtual
control law similar to feedback linearization, which will be controlled. Essentially, the goal of the closed-
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loop system is to make the steady-state value of the system asymptotically stable [50]. An example of such
a Lyapunov function is the function, V (x) = 1

2x
2. The derivative of this function is V̇ (x) = xẋ, for which

the state derivative ẋ can be filled in from the EoM, from which a control law can be chosen which makes
the derivative of the Lyapunov function, V̇ (x), always converge to zero, making it asymptotically stable.
Backstepping is the most common implementation of Lyapunov-based control, similar to NDI, as described
below. Both methods cancel the system’s nonlinear behavior and eliminate the gain scheduling needed with
linear controllers [51]. An advantage of backstepping over NDI is the guaranteed closed-loop stability of
the system, as the Lyapunov function guarantees this. However, deriving a control law for every cascading
loop might get complex and is only helpful for several cascading loops. As a typical FCS consists of an
outer loop that controls the aircraft attitude angles and an inner loop, which controls the attitude rates, the
need for several cascading loops is not needed, and the choice for feedback linearization was chosen for the
Flying-V, which is explained below.

3.1.4. Feedback Linearization
Feedback Linearization is a control methodology that depends on linearizing the nonlinear dynamics of
the system. In feedback linearization, the goal is to cancel out the nonlinearities of a system such that the
input-output behavior of the resulting closed-loop system is linear. Using the example of Figure 3.2, this
means the controller would have the structure ofC(s) = G−1(s), which gives a closed-loop structure, with
ideal sensors of yCL = 1

2 , which shows there is no way to control this system. Furthermore, as the system’s
dynamics are proper, where the order of the numerator has to be equal to or smaller than the denominator, the
inverse will be an improper non-causal system. Physically this means that the system depends on the next
time step, as it needs to compute the derivative of that time step. Therefore, feedback linearization has to be
combined with an outer-loop controller, which can steer the system to the desired state. A linear controller
such as PID can be used to linearize the system. Within the feedback linearization, there are two methods:
exact linearization and input-output linearization, also known as NDI. The inner-loop dynamics must be
fully linearized for exact linearizations, which means every state must be controllable. For NDI, linearizing
the state, which the sensors will eventually measure, is only necessary. Exact linearization is not feasible for
the Flying-V as all states have to be measurable and controllable, making the system unnecessarily complex,
and some states are challenging to measure, such as thrust. Therefore, NDI will be elaborated further.

Nonlinear Dynamic Inversion

The key benefits of using NDI include its ability to work without gain-scheduling and directly include non-
linearity in control laws [39]. Additionally, NDI separates the aircraft’s HQ aspects from those related to
the airframe and engine. This separation means that desired handling characteristics can be more directly
achieved during the design of the control system. Using NDI can lead to lower costs and shorter develop-
ment times. It also makes it easier to apply the same control approach to different types of aircraft, helps
deal with changes in aircraft models, and provides better control when the aircraft is at a high angle of at-
tack compared to traditional control methods. A drawback of the conventional NDI lies in the dependence
on the accuracy of the aerodynamic model and equations of motion. If a mismatch gets too high, this can
reduce performance and cause instability.

3.2. Dynamic Inversion Control Laws
This Section will derive the control laws that are used within a NDI/INDI controller system and the defini-
tion, together with literature research about Hybrid INDI is presented.

3.2.1. Nonlinear Dynamic Inversion Control Law
As described above, the NDI control law is based on feedback linearization. This principle involves finding
a direct relationship between a desired input and output state, hence the name input-output linearization
[52]. Assuming full knowledge of the system’s dynamics, the output states are differentiated until a direct
relation occurs between input and output, from which the dynamics are inverted such that a control law is
defined. To elaborate upon this definition, let us consider a general control affine Multiple Input-Multiple
Output (MIMO) system, shown in Equation 3.1.

ẋ = f(x) +G(x)u

y = h(x)
(3.1)
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Here, the state vector x ∈ Rn, input vector u ∈ Rm and output vector y ∈ Rm are described by the
smoothmapping functions, f ,G, andh. Following the approach described above, differentiating the output
mapping function, with respect to the input states, gives Equation 3.2 [36], named the first Lie derivative.

dh(x)
dt

=
∂h(x)

∂x

dx
dt

= ∇h(x)ẋ = ∇h(x)[f(x) + Ḡ(x)u] = Lfh(x) + Lgh(x)u (3.2)

With the first Lie derivative, with order ρ1, gives the first-order Lie derivative, Lf , along mapping function
f and Lg , along mapping function G. The output dynamics, h(x), with respect to each order,ρ1, can be
given by Equation 3.3 [52].

y(ρi) =

 Lρ1f h1(x)
...

Lρmf hm(x)

+

 Lg1L
ρ1−1
f h1(x)h1(x) . . . LgmLρ1−1

f h1(x)
...

. . .
...

Lg1L
ρm−1
f hm(x) . . . LgmLρm−1

f hm(x)

u (3.3)

The control law is formed until, for a certain order ρi, the LgjL
ρi−1
f hi(x) ̸= 0. giving the input-output

relation given in Equation 3.4

y(ρi) =
dih(x)
dti

= Lρif hi(x) + LgjL
ρi−1
f hi(x)u (3.4)

To find the given control law, assuming it can be formed, the input vector, u, will become a function of the
output relation, given by Equation 3.5. The virtual command vector, ν replaces the output measurement.

u = LgLρi−1
f h(x)−1

[
ν − Lρif h(x)

]
(3.5)

A visual representation of a general controller system, using a NDI control law, is given in Figure 3.3.

NDI Control Law
Dynamic 
System

Outer Loop 
Controller

Figure 3.3: Nonlinear Dynamic Inversion controller system

3.2.2. Incremental Nonlinear Dynamic Inversion
The basic principle of INDI is strongly related to its model-based counterpart, NDI. Although NDI has a
definite advantage over conventional gain scheduling, NDI falls short when it comes to model mismatch
[36]. INDI solves some of these limitations, reducing the need for a detailed On-Board-Model (OBM), only
the control effectiveness terms, which in itself can give a complex model [41]. With INDI, it is assumed the
sampling time of the controller system is sufficiently high to make the Time-Scale-Seperation assumption
hold, which yields that the state vectorx changes significantly slower compared to the input vectoru, further
elaborated upon by Falkena [53]. Stougie also studied the effect of the sampling time and concluded that
with the set sampling frequency of fs=100Hz, the tracking error does not impose problems concerning this
assumption [14]. This gives that x ≈ x0 [54]. Due to the control affine assumption, a first-order Taylor
expansion is taken around the point x0,u0

ẋ = f(x0) +G(x0) +
∂

∂x
[f(x) +G(x)u]x0,u0

(x− x0) +
∂

∂u
[f(x) +G(x)u]x0,u0

(u− u0)

= ẋ0 +
∂

∂x
[f(x) +G(x)u]x0,u0

(x− x0) +
∂

∂u
[f(x) +G(x)u]x0,u0

(u− u0)

(3.6)
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As it assumed the mapping function f , representing the dynamics of the system, does not depend on the
input vector and recognizing that x−x0 ≈ 0, the resulting simplified MIMO system from Equation 3.1 is
given in Equation 3.7.

ẋ = ẋ0 +
(((((((((((((((
∂

∂x
[f(x) +G(x)u]x0,u0

(x− x0) +
∂

∂u

[
���f(x) +G(x)u

]
x0,u0

(u− u0)

= ẋ0 +
∂

∂u
[G(x)u]x0,u0

(u− u0)

= ẋ0 +G(x)∆u

(3.7)

By assuming ẏ = ẋ, even though there is sensor dynamics, the virtual control law for the INDI loop can
be made. The control surfaces can be controlled by manipulating Equation 3.7 into Equation 3.8. The
virtual command signal is defined as the desired ẋ and was chosen by Stougie to be the rotational body
accelerations, ν = ω̇ [14]. SinceG(x) is a non-square matrix, as shown in Equation 2.24, it will be replaced
by B−1(x), which is the Moore-Penrose inversion ofG(x) [41].

u = u0 +B−1(x)(ν − ẋ0) (3.8)

A block diagram of a general INDI controller system is given in Figure 3.4.
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Figure 3.4: Incremental Nonlinear Dynamic Inversion controller system

Due to the absence of an angular acceleration sensor in the current controller system, the rotational body
accelerations have to be approximated, which is currently done by a second-order filter [14]. As stated
above, the sensor dynamics are neglected in the derivation above, but cannot be neglected and decrease
performance and robustness of the current INDI controller structure [14].

3.2.3. Hybrid INDI
Hybrid INDI uses both the model information from NDI, which needs more information and is less robust
to uncertainties, and INDI, which is more robust to uncertainties but is dependent on sensor performance
[55]. As has been identified by Stougie, the body rate sensors are currently the limiting factor in the system.
Therefore, this thesis hypothesizes that Hybrid INDI can solve this limitation since combining sensor data
and model predictions will acquire angular accelerations.

As the term Hybrid INDI is relatively new and was first used by Yang&Zu [56] however, the method for
which Hybrid INDI was invented has been used previously as there is no conclusive definition of Hybrid
INDI. Most literature defines it as a method to fuse sensor-based and model-based NDI methods using a
complementary filter [17], [18], [56], [57]. However, this research wants to extend that definition to define
Hybrid INDI as the method to extend INDI by reducing the time delay effect using model-based predictions.
In this form, it does not matter which method is, as long as its purpose is to counteract the time-delay effect
of sensor-based INDI, generally applied to filtering the angular acceleration as this is a state derivative
needed in Equation 2.8 for the body rates. Angular acceleration is a problematic state to measure, with
limited sensors available.

Using this definition of Hybrid INDI, the research on Hybrid INDI can be separated into different method-
ologies: the AugmentationMatrix (AM), the Complementary Filter (CF), and other methods. It is important
to note that the control system should be control affine for Hybrid INDI, as the model-based prediction is
based on the principle of NDI. Therefore, the derivation for the control-affine EoM shall be used, as shown
in 2.7. These methods will be explained below.
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Complementary Filtering

A CF is a method of filtering multiple inputs and combining the best methods to complement each other’s
strengths and weaknesses. As an example for the angular acceleration estimation, this can be done by
combining the inputs of an InertialMeasurement Unit (IMU), which has high-frequencymeasurement noise,
and a model prediction, which has low-frequency estimation errors. The CF essentially combines these
signals by filtering the IMU signal with a low-pass filter and filtering the model prediction with a high-pass
filter. Yang & Zhu [16] was the first to apply such a complementary filtering method to the approximation
for angular acceleration without an angular accelerometer. Figure 3.5b shows this representation with the
model-prediction as ẋobm and the sensor measurements as ẋmeas, for example the IMU signal.

Figure 3.5: Angular acceleration estimation: (a) augmentation and (b) complementary filter. [18]

Since the introduction of the CF by Yang [16], the structure of the filters is similar across different litera-
ture, where G(s) represents a diagonal matrix with pure integrators andH(s) represents a diagonal matrix
consisting of PI controllers [16]–[18], [58]. The estimated state derivatives, as shown in Figure 3.5b can be
represented as shown in Equation 3.9

̂̇x(s) = I(s)

I(s) +G(s)H(s)
ẋobm(s) +

G(s)H(s)

I(s) +G(s)H(s)
ẋmeas(s) (3.9)

This equation can be rewritten in terms to show the high-pass filter, T (s), and the low-pass filter, S(s),
which is shown in Equation 3.10

̂̇x = T (s)ẋobm(s) + S(s)xmeas(s) =
s2

s2 +Kps+Ki
ẋobm(s) +

(Kps+Ki)s

s2 +Kps+Ki
xmeas(s) (3.10)

Looking at Equation 3.10, it can be concluded that the characteristic of these filters is that T (s) + S(s)
= 1, where both can be represented as a conventional 2nd order filter. By using a CF, it can be precisely
controlled, depending on the desired damping of the reference signal, ζ and the natural frequency of the
sensor that is used, the cross-over from the sensor to the model can be set, which are Kp = 2ζωn and
Ki = ω2

n. It is noteworthy that the sensor measurement is directly utilized in the CF. For the IMU, this
direct utilization of measurements eliminates the need for a derivative, which would otherwise amplify
measurement noise. In research from Kim [18], it was concluded that this method of Hybrid INDI is more
resistant to time delays compared to the conventional INDI controller.

Extended State Observer

Lyu [58] researched the implementation of an adjustedCF-based estimation, namely Extended-State-Observer
(ESO)-based estimation. As a smaller ωn of the CF filters out more sensor data, the robustness against un-
certainties becomes reduced; however, it filters sensor noise more adequate [17]. Therefore, the ωn should
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be chosen carefully depending on the sensor noise properties [58]. Furthermore, the roll-off of the S(s)
filter is -20 dB/decade, looking at the high-frequency approximation. ESO provides an adjusted CF struc-
ture with a faster roll-off, where the residuals of the model-based approximation are estimated, giving the
adjusted CF shown in Equation 3.11.

̂̇x = T
′
(s)ẋobm(s) + S

′
(s)xmeas(s) =

s2 +Kps

s2 +Kps+Ki
ẋobm(s) +

Ki

s2 +Kps+Ki
xmeas(s) (3.11)

The bode plots that compare both structures are shown in Figure 3.6. The roll-off of the low-pass filter is
-40dB/decade, yielding better noise filtering.

Figure 3.6: Bode plots of Complementary Filter: (a) Low-pass filter S(s) and (b) High-pass filter T (s). [58]

This structure shows superior noise reduction of the sensor measurements for the control input, compared
to conventional CF. The CF method has also been combined with a robust µ-synthesis implementation,
using a conventional CF as shown in Equation 3.9, with a damping coefficient of ζ =

√
2
2 [59]. Here it

was concluded that the robustness of the system, given as µ would remain lower, which is a sign of more
robustness when the break-frequency, denoted as ωn was lowered, essentially relying more on the model-
based approximation. However, the CF method was not implemented in that specific research, as it yielded
marginal improvements only in the nominal flight regime.

Augmentation Matrix

The AM is a methodology of linearly combining the sensor-based and the model-based derivative states.
This principle is visualized in Figure 3.5a. Especially Kim, Ji & Kim have done extensive research on
this methodology, showing its simplicity and even showing better robustness, comparing it to a CF [18],
[57], [60]–[63]. Just as conventional INDI, this method uses a simple derivative of the body rate sensors,
giving a derivative with differentiated sensor noise, time delay, and high-frequency structural couplings of
the airframe. By using a synchronization filter, which will be explained in Section 3.3.2, these delays are
compensated by boosting the gain- and phase margins of the system [63].

The AM principle works by evaluating the general INDI formulation for the inputs signal from 3.8 and
adding an augmented input containing the model-based derivative states, shown in Equation 3.12.

u = u0 +G−1
obm(x) [ν − {Kaug ẋmeas + (I −Kaug ) ẋobm }] (3.12)

Here ẋdes is the reference signal as given from the outer loop and provided as the virtual control law, ν.
Next, Kaug is an n-dimensional diagonal matrix containing the gains to specify the ratio of sensor and
model-based derivation for the derivative states. Each diagonal element of kaug,i is set from 0 to 1 since
the combination of the measurements cannot exceed 1.

Filling in Equation 3.12, into the general control-affine structure shown in Equation 3.1 the dynamic EoM,
gives:

ẋ = f(x) +G(x)u0 + [ν − {Kaugẋmeas + (I −Kaug) ẋobm}] (3.13)
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Next to this augmentation, the system is also bounded by setting a minimum and maximum bound, depend-
ing on the error computed from the model- and sensor-based method. These error states are calculated as
shown in Equation 3.14.

ei,meas = fi(x) +

m∑
j=1

gij(x)u0 − ẋi,meas

ei,obm = fi(x) +

m∑
j=1

gij(x)u0 − ẋi,obm

(3.14)

This bounds the maximum state derivatives that are fed to the inner-loop controller as:

min {ei, meas , ei, obm } ≤ fi(x)+

m∑
j=1

gij(x)u0−[{kaug ,iẋi, meas + (1− kaug ,i) ẋi, obm }] ≤ max {ei, meas , ei, obm }

(3.15)
For every state, the error depends on the certainty of the prediction of each method, given that the model-
based method is used more accordingly at predictable parts in the flight envelope, as the predicted error will
be less, making the bounds smaller, independent of changing the AMKaug . This also works at parts in the
flight envelope where the model predictions are less reliable. From different research papers, Kim found
theKaug performs best if all scalar values on the diagonal are set to 0.8 [18]. This gives a good indication;
however, it does not prove this will be the best configuration if applied, as the simulations were done for a
fighter aircraft with a different sensor configuration.
In a direct comparison, Kim concluded that the AM method shows more robustness to CoG uncertainties
on a fighter aircraft, especially when increasing the introduced time-delay of the sensors and actuators [18].

Other Methods

This subsection will explain other methods to reduce the influence of time delay on conventional INDI.

Predictive INDI

Sieberling et al. [36] proposed a different method of reducing the effect of time delay on INDI, namely
Predictive INDI. This predictive filter uses previous data points from the IMU to predict the next body ac-
celeration. The structure of this filter is shown in Equation 3.16. Here, the scalar values of θωj are computed
using a least squares estimation of previous data measurements.

ω̇(t) =

5∑
i=1

[θωjω(t−i dt) + θrjr(t−i dt)] + ϵ (3.16)

This method is shown to be more accurate compared to conventional Euler differentiation or five-point
schemes [36]. The influence of time delay is reduced as the predictive filter underestimates the angular
accelerations, providing damping to fast changes and remaining stable. Predictive INDI was shown to be
robust against uncertainties, albeit less robust than conventional INDI, but the influence of time delay is
less for Predictive INDI [36].

Feedforward-Proportional-Integral Control

Another method of implementing Hybrid INDI was suggested by Yang [56], [64], where the signals of the
model-based INDI and sensor-based INDI are combined using a feedforward-proportional-integral method.
A visual representation is shown in Figure 3.7. This structure depends on the timescale separation principle,
where the inner loop uses angular accelerations as the command signal.
The feedforward signal contains the dynamics of the inner loop, which are used to calculate the required
command inputs before they are allocated to each control surface. The angular acceleration measurements
are subtracted from their reference values and used in a PI structure, where the proportional aspect is im-
plemented to improve the system dynamic performance, and the integral is used to eliminate steady-state
errors and reduce the effect of system uncertainties [56]. It is unclear from the research which method is
used to measure the angular acceleration, but the possibility to use angular acceleration sensors, using a
complementary filter or Kalman Filtering, is proposed [56]. A similar structure as the complementary filter
can be seen, comparing this structure to Figure 3.5b, however here the measurements and model prediction
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Figure 3.7: Hybrid INDI structure using a feedforward-proportional-integral structure [56]
are not synchronized. The system response is shown to have superior robustness and dynamic response
performance; however, nothing is noted about time delay in this research, which makes it unsatisfactory as
a method for this research, together with the lack of synchronization.

Choice of model implementation

For this research, the Hybrid INDI implementation is the CF. This structure is proven in previous research
to be an effective and straightforward implementation, similar to the application for which this research will
use it [17], [18]. The AM shows potential but has only been highlighted by Kim et al., suggesting tuning
for different control channels. Furthermore, Lyu shows ESO has better noise reduction capacity than the
CF, which is especially clear when looking at the control surface response. However, ESO shows worse
tracking performance compared to CF. As there have been several projects at the TU Delft using a CF, this
will be the method of choice in this research [17], [59].

3.3. Flight Control System of the Flying-V
From the literature, it has become clear that there have been two methods yet to implement a FCS to the
Flying-V, namely Twin-Delayed Deep Deterministic Policy Gradient by Völker et al. [31] and INDI by Van
Overeem and Stougie [13], [14]. Völker et al. concluded that with such a Twin-Delayed Deep Deterministic
agent, it is feasible to control an aircraft without having any prior used model. Although there is potential
in this method, the FCS is not mature yet, so for this research, it was chosen to continue with the methods
applied by Van Overeem and Stougie.

This Section will elaborate upon the current FCS using an INDI control law. Figure 3.8 shows a schematic
representation of the current state-of-the-art FCS as designed by Stougie [14]. The outer loop controllers,
synchronization filter, Control Allocation (CA), PCH, and current limitations are highlighted. The con-
troller systems within this original controller system are run at fs=100 Hz, where the actuator and aircraft
dynamics are run continuously. The sensor dynamics are run at given sampling rates in Table 2.8.

Figure 3.8: Schematic overview of FCS of Flying-V [14]

3.3.1. Outerloop Controllers
The INDI control is controlled by linear outer-loop controllers, which control each respective virtual com-
mand signal, ν. The different outer-loop controllers are highlighted below.
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C∗ controller

The C∗ control law has been implemented, as pilots cannot control pitch rate and load factor independently
[65], shown in Equation 3.17. Therefore, a control law was designed so that pilots could control the aircraft
consistently across the entire flight range. Pilots try to maneuver the aircraft with the same low load factor,
providing that the pitch rate will be dominant at low velocity, whereas, at higher velocity, the load factor
will be dominant [65]. This balance point is set by a cross-over speed, VCO, at which both states are equally
dominant.

C∗ =
VCO
g

q + nz,pilot (3.17)

The C∗ control law has been implemented by Stougie et al. as it is commonly used in Airbus aircraft,
enhancing pilots’ familiarity when flying with the Flying-V [14], [66]. Looking at Figure 3.9, the C∗

cmd

from the pilot is first compensated by a term, cos(θ)
cos(ϕ) , as this limits the C

∗
cmd from the pilot in turns and high

pitch attitude [14], [67].

Figure 3.9: Schematic overview of C∗ controller of Flying-V [14]

Stougie implemented longitudinal FEP for the minimum and maximum pilot load factor and minimum and
maximum AoA. Therefore, these signals are put in a min/max block. After the FEP, the load factor at the
pilot station, nz,pilot, is calculated. Using the control law shown in Equation 3.18, the θ̇cmd is acquired.

θ̇ref = Kd(nz,pilot,cmd − 1) +

(
Knzs

s
+Knz

)
(nz,pilot,cmd − nz,pilot,meas) (3.18)

Euler rate controllers

From the C∗ controller and the pilot stick, the θ̇cmd and ϕ̇cmd are given, for which the block diagram is
shown in Figures 3.10a and 3.10b respectively. For the ϕ̇cmd, a FEP law for the protection of the roll
angle is in place, similar to the C∗ controller. Both Euler rate controllers are the same in structure, where
a feedforward term is used to increase tracking performance [68]. The PCH signal is subtracted from the
Euler acceleration reference signal, as this will compensate for saturation, whichwill be explained in Section
3.3.4. The reference signals used for the virtual roll and pitch command control are acquired from these
controllers.

Sideslip controller

The virtual yaw command is not computed using a pure yaw command, however a sideslip command is
used, based on Lombaerts [69]. This controller calculates the body velocity wB, by taking the general
assumption wB ≈ V∞α [14]. Figure 3.11 shows the block diagram of this controller.

Linear Controller

The last outer-loop controller converts the inputs to each virtual command input, ν. This linear controller
structure has been based on previous research and implemented by Stougie [14], [43], [67]. Each virtual
command input is shown in Equation 3.19.



56 Chapter 3. Flight Control System

(a) Schematic overview of θ̇c controller of Flying-V [14]

(b) Schematic overview of ϕ̇c controller of Flying-V [14]

Figure 3.10: Euler rate controllers

Figure 3.11: Schematic overview of Sideslip controller of Flying-V [14]

νp =

(
Kϕ +

KϕI

s

)
· ϕref +Kϕ̇ · ϕ̇ref +Kϕ̈ · ϕ̈ref

νq = Kθ · θref +Kθ̇ · θ̇ref +Kθ̈ · θ̈ref
νr = Kr · rref

(3.19)

3.3.2. Synchronization Filter
As described previously, a synchronization filter is essential when implementing an INDI scheme, which
considers actuator and sensor dynamics. In physical systems, the sensors and actuators do not respond
instantly but experience delays and dynamics [59], [70]. Therefore, if not accounted for, the system will
respond oscillatory as the delays between the actuators and sensors, also known as latency, are not syn-
chronized [44]. To compensate for this behavior, the delays that occur in the feedback loop have to be
compensated. One method for compensating the latency is using an Average Square Difference Function
to identify the latency and adding a pure time delay. For this, the characteristics of the actuators and sensors
do not have to be known. However, this does not directly compensate for any change in latency depending
on the dynamics of the system. Typically, for sensor-based INDI, a second-order filter is used to com-
pensate for the filtering of the body rate sensor [43], [59], [70]. Van ’t Veld concluded that the effect of
delay on the actuator can mostly be neglected, compared to the sensor delay, and that, additionally to the
second-order filter, a pure time delay should also be added to compensate for the difference in time delay
of both sensors [44]. Moreover, as was noted in Section 3.3, the simulation runs a discrete controller and
continuous system for which the inclusion of actuator delay in the controller would decrease the system
stability and is therefore not included [14], [44].
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The synchronization filter becomes more complex for systems that use Hybrid INDI. As the filtering and
hybridization have to be fed back, this has to be synchronized. Therefore, the synchronization filter is cho-
sen depending on the method chosen for hybridization. The transfer function for a Hybrid INDI system,
going from desired input, ν, to ideal actuator input, ucmd, is given in Equation 3.20 [57].

ucmd

ν
=

Hact [fac(x) +Gac(x)]

(ẋest −Gobm(x)Hsyncucmd) e−τs +Gobm(x)
(3.20)

Here Hact represents the ideal actuator dynamics, [fac(x) + gac(x)] is the ideal aircraft dynamic, gobm is
the control effectiveness matrix that the controller uses and ẋfb is the feedback signal. For the CF, the
synchronization filter is similar to the CF itself, also including the sensor and actuator dynamics. This is
shown in Equation 3.21 [17], [58].

Hsync = Ĥact(s)

[
T (s) + S(s)L(s)

]
(3.21)

Here the T (s) and S(s) functions are the same as for the CF, depending if the notation from Equation 3.9
or 3.11 is chosen. The function L(s) represents the sensor dynamics, and Ĥact is the approximation of the
actuator dynamics. It should also be noted that the onboard model prediction shall also be multiplied by the
actuator dynamics otherwise the measured state and model-based state would also be out of sync.

For the AM, since the feedback state derivative is a linear combination of the measured state and estimated
state, the synchronization filter is given in Equation 3.22 [61].

Hsync =
KaugGac(x)L(s)Hact

KaugGobm(x)
(3.22)

It can be concluded that this representation cancels the effect of the control effectiveness matrix if the
onboard model perfectly matches the aircraft model; however, this is impossible. Since the ideal control
effectiveness is unknown, Kim et al. have proposed using either a 2nd-order or 4th-order system that
represents the actuator, sensor, and high-order aircraft dynamics and synchronizing this. Since the current
model of the Flying-V does not simulate high-order dynamics, a 2nd-order filter is satisfactory, where the
sensors and actuators’ responses must be known to match the filter [57].

3.3.3. Control Allocation
The Flying-V has an overactuated control surface layout as there are four elevons and two rudders to control
the body rates of the aircraft. Therefore, the control surface effectiveness matrix is not square as given in
Equation 2.24. Hence, a given control command can be solved by different control surface deflection
positions [41]. For these control problems, Control Allocation (CA) was introduced, effectively solving the
optimal configuration for the control surfaces to achieve the given control command. The known model
for the control surfaces is currently a control affine structure, where the control surface inputs are linearly
related to their respective moment coefficients, as shown in Section 2.7. Even though this assumption
probably does not hold for the actual model, there is no known model for this, such that the CA can be a
simple linear method for this research. For this research, a simple cascading algorithm, implemented by
Stougie et al., is used [14], [41]. This method is based on using a pseudo-inverse of the control effectiveness
matrix,G(x), which is shown in Equation 3.23. Recalling Equation 3.8, the desired moments generated by
the control surfaces, indicated by ν − ẋ multiplied with the matrix B−1(x) gives the incremental control
surface deflection, ∆u. The maximum incremental control deflections are defined using Equation 3.24
[14].

B−1(x) = GT (GGT )−1 ≈ G(x)
−1 (3.23)

∆umax = min
(
u̇max

ωact
2ζact

,umax − u0

)
∆umin = max

(
u̇min

ωact
2ζact

,umin − u0

) (3.24)

If none of the demanded control deflections is over the limits, the calculated incremental control deflections
are calculated with Equation 3.24. If this is not the case, the following three scenarios will be checked, as
per Stougie [14]:
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1. If the rudder, left or right, has reached its limit:
• The rudder will be positioned at either its limit or at the required yaw moment divided by Clδrud

.
• The corresponding column in the control effectiveness matrix G(x) and the row related to the
yaw moment will be removed. Additionally, the desired yaw moment will be removed from
ν − ẋ.

• The new ν − ẋ will be recalculated by subtracting the generated moment by the rudder from
ν − ẋ.

2. Else, if either elevon 2 left or right (or both) have reached their limits, the following steps should be
taken:
• Determine which of these two control surfaces is the most over its limit and calculate a = u/ulim.
Scale the other control surface with a to preserve the direction between these two control surfaces.

• Calculate the new ν − ẋ by subtracting the generated moments from ν − ẋ.
• Remove the rows related to δCS2L and δCS2R fromG(x)

3. Else, if either elevon 1 left or right (or both) have reached their limits, the following steps should be
taken:
• Determine which of these two control surfaces is the most over its limit and calculate a = u/ulim.
Scale the other control surface with a to preserve the direction between these two control surfaces.

• Calculate the new ν − ẋ by subtracting the generated moments from ν − ẋ.
• Remove the rows related to δCS1L and δCS1R fromG(x)

If one of the inboard or outboard control surfaces is at its deflection limit, the other control surfaces are no
longer scaled to prevent them from staying locked at their deflection limit, which means degradation. The
ratio between moments is temporarily not guaranteed until the control surface is no longer at its deflection
limit.
After this, there are four cases:

1. G(x) has more columns than rows: in this case, the Moore-Penrose pseudo-inverse is used to invert
theG(x).

2. G(x) has the same amount of rows as columns: it can be inverted normally.
3. G(x) has fewer columns than rows: The problem is now over-determined. To minimize the error,

the pseudo-inverse, B−1(x) is used from Equation 3.23
4. G(x) is empty, meaning there are no control surfaces left to allocate, which yields the desired mo-

ments that cannot be met.

The new inverted matrixB−1(x) and ν−ẋ can be used to allocate control surfaces. If some control surfaces
reach their limit, the algorithm will restart until no surfaces exceed the limit or no more surfaces are left.

3.3.4. Pseudo Control Hedging
The general representation of INDI was first derived without considering the limitations of the actuators
used [54]. Even though the dynamics of the actuators can be taken into account using transfer functions,
the real-life limits cannot be set. Therefore, Pseudo Control Hedging (PCH) was introduced as a method to
compensate the input signal for actuator position and rate limits. When PCH was first introduced Johnson
and Calise [71, p. 6] described it as: “The reference model is moved backward (hedged) by estimating the
amount the plant did not move due to system characteristics the control designer does not want the adaptive
control element to ‘know’ about”. This is done by looking at the limits of the actuator and subtracting the
commanded virtual control input from the actual virtual control input. The advantage of PCH is the adapt-
ability in the command signal, compared to doing this in a control law, making it easier for certification
[43]. Furthermore, PCH can be used as an effective anti-windup technique for the linear outer-loop con-
troller [44].

Mathematically, the PCH is implemented using an addition to the provided pilot-command signal, ωcmd,
which in the current model represents the angular rate commands. These rate commands are now fed into a
first-order reference model named in the literature, where the command signal will be changed depending
on actuator saturation [41]. This reference model is given in Equation 3.25

νrm = Krm (ωcmd − ωrm) (3.25)

whereKrm is a diagonal matrix containing gains to scale to the desired virtual control input, νcmd. This
νrm is the derivative of the command signal, which is used as a feedforward term to increase tracking
performance [68]. The reference model angular rate is calculated using Equation 3.26

ωrm =
1

s
(νrm − νh) (3.26)
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where νh is the hedged feedback from the actuators. The control hedge uses the commanded control input
per control surface and the measured control surface deflection after saturation filtering. Since, due to the
synchronization filtering, only the previous input state, uk−1 is known, the virtual hedge, νh is also taken
from the previous step [44]. As the hedge subtracts the oversaturated control input, the hedge signal has to
be converted back to the virtual command signal, which is the angular acceleration. Therefore, the required
hedge is multiplied by the control effectiveness matrix, G(x). The notation for the hedge signal is given
in Equation 3.27.

νh = G(x) (ucmd − um) (3.27)

Stougie implemented this structure; however, the yaw moment was not included in this implementation as
a sideslip compensator was implemented rather than a yaw compensator [14]. Figure 3.12 visualizes this
structure in more detail than the one given in Figure 3.8.

Figure 3.12: Detailled structure of INDI controller with PCH [44]

3.3.5. Limitations of current system
The current problems exist when implementing the system in real life. Even though the most recent INDI
FCS made by Stougie, the system can operate within level 1 handling qualities, as long as the time delay
of the body rate sensor is not larger than t = 0.04s. This margin is unsatisfactory as the base sensor delay
that is used in these simulations is taken from sensors used in the PH-LAB Cessna Citation from Delft Uni-
versity of Technology and is equal to τ = 0.1s at a sampling rate of fs = 50Hz [14]. Even though there
might exist sensors that satisfy the requirements, it is also possible to make the system less dependent on
sensor delay, which is where Hybrid INDI is suggested as a possible solution for this [14]. To understand
the problem with time delay in sensors while implementing INDI, recall Equation 3.8.

u = u0 +B−1(x)(ν − ẋ0)

Here ẋ0) represents the measured state derivatives; however, with time delay, this shall be replaced by
ẋm = ẋ0 + ẋτ . The dynamics are not fully canceled if this is plugged into Equation 3.8, which can result
in a performance decrease or even instability. Stougie showed stability margin HQ requirements were not
met, for which the delay of the sensors had to be decreased [14]. The results from Stougie are shown
in Table 3.1. In time-domain response, Stougie noticed chatter of the rudder control surface, which was
reduced by changing the β sensor filter characteristic, however this did not solve the problem.
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Table 3.1: Tuning results. Green being within level 1, and Yellow being within level 2 Handling Qualities [14]

(a) Longitudinal tuning results for cruise conditions.

Description No Adjusted Baseline
sensors sensors sensors

Linear Analysis
GM νq [dB] 20.37 6.08 5.35
PM νq [deg] 65.34 48.06 34.5
ωsp [rad/s] 1.81 1.82 2.18
ζsp [−] 1.29 1.12 0.79
CAP [g−1s−2] 0.433 0.388 0.368
ωBW [rad/s] 3.27 3.17 3.12
τp [s] 0.029 0.021 0.038
scoreLOES [−] 4.67 4.05 10.79
ωCO [rad/s] 34.7 7.72 6.19

Simulation with C∗
comm step input

of 1.8 at t = 1s. Tsim = 20s
max(δCS) [deg] 10.97 11.21 11.20
δCSactivity

[deg/s] 0.17 0.69 0.77
ST C∗ [s] 3.89 2.72 4.48
OSC∗ [−] 0.08 0.08 0.13

(b) Lateral tuning results for cruise conditions

Description No Adjusted Baseline
sensors sensors sensors

Linear Analysis
GM νp [dB] 24.28 7.91 6.97
PM νp [deg] 63.16 52.95 48.98
GM νr [dB] 26.29 7.19 5.85
PM νr [deg] 75.95 49.28 22.82
1/Ts [s

−1] 0.074 0.065 0.07
Tr [s] 0.513 0.604 0.52
ωdr [rad/s] 1.036 2.66 3.81
ζdr [−] 0.26 0.52 0.74
ωdrζdr [rad/s] 0.27 1.37 2.83
scoreLOES [−] 3.54 3.74 3.77
ωCOp [rad/s] 36.29 6.69 5.10
ωCOr [rad/s] 29.75 5.96 5.56

Simulation with ϕ̇comm block input of 3 deg
between t = 1s and t = 14s. Tsim = 18s

max(δCS) [deg] 6.04 7.74 4.1
δCSactivity [deg/s] 0.75 1.78 1.29
ST ϕ̇ [s] 5.27 4.42 5.53
Simulation with Wind step vwind = 16 m/s at t = 1s.

Tsim = 15s
δCSactivity [deg/s] 1.89 3.07 6.91

3.4. Flight Envelope Protection
FEP will be another key focus point in this research to guarantee a more safe control system. Because of the
airframe instabilities of the Flying-V, the FEP system should prevent the aircraft from entering potentially
unstable flight conditions. This is important for both the automatic pilot and when the pilot is manually
flying the aircraft. In the original controller system, implemented by Stougie [14], there is FEP based on
the works of Lombaerts [67] and Oudin [72]. The following sections will describe the current FEP system
that has been implemented, followed by improvement possibilities. Other methods of advancing the FEP
will be discussed to fulfill and implement these improvements.

3.4.1. Current Flight Envelope Protection in the Flying-V
In the original FEP structure, laws are in place to limit the commanded pitch and roll rate. The pitch rate
protection is implemented using a combination of AoA and load factor limits. These limits are combined
in a respective C∗ controller that combines the commanded load factor from the pilot’s stick and the pitch
rate [67]. Figure 3.9 shows the layout of this controller structure. The AoA protection is controlled with a
proportional controller with different gains, depending on whether a minimum or maximum load protection
is relevant. This protection starts at an AoA higher than 15 degrees and lower than 0 degrees. When this
protection is inactive, the limits are at +2.5g and -1g. The load factor protection is calculated using Equation
3.28 fromLombaerts [67]. Here, theCL,max is set to the lift coefficient at AoA of 25 degrees, and∆CL,max
is set to 0.01, which is meant for uncertainty about the maximum lift coefficient.

nz,max = max
(
1,min

(
2.5, 1 +

(CL,max −∆CL,max) qS

w
cos (ϕ)− ny sin (ϕ)− cos (γ) +

T

w
sin (α) cos (ϕ)

))
(3.28)

For the roll rate protection, the maximum roll angle is first calculated using Equation 3.29 [67].

ϕmax = min
(
66, arccos

(
mg cos (γ)

T sinα+ (CL,max −∆CL,max) qS

))
ϕ̇max = KϕFEP

(ϕmax − ϕ) and ϕ̇min = KϕFEP
(−ϕmax − ϕ)

(3.29)

Using this equation, the maximum and minimum roll rates are set using a proportional controller, which
changes sign if this maximum value is reached and the protection starts within two degrees of the limit [14],
with the upper limit of the roll angle always being ± 66 degrees.
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It was found that gain scheduling was necessary, dependent on the air density. Final results show that
the FEP shows overshoot in the AoA protection of approximately 3 degrees, keeping the AoA below the 30
degrees at which the aircraft becomes unstable. Stougie concluded with some recommendations. Firstly,
a single, known CoG is simulated, so robustness is not tested. Furthermore, the minimum protection laws
have not been tested, and no airspeed protection is in place. Stougie suggests looking at extending the FEP
to a PD controller, taking into account the derivative of the AoA [14].

3.4.2. Industry Flight Envelope Protection
Following the conclusions from Stougie, the industry standards and research of implementations of FEP are
researched. Airbus and Boeing have different visions of how the FEP should be handled within the industry.
Rogers [73], a former aircraft pilot for United Airlines, evaluated these implementations and a subjective
conclusion from test pilots. Boeing uses ’Soft Envelope Protection’, for which the pilots can override the
protections set by the FCS. In contrast, Airbus uses ’Hard Envelope Protection’, which will prevent the
pilots from exceeding the set limits of the aircraft. Rogers concluded that a perfect system would combine
both with Airbus’s priority for the system. The advantage of the hard limits is that inexperienced pilots
cannot exceed the limits of the aircraft, thus avoiding unsafe operations. Contrary to this, Boeing believes
the pilots should be able to take full advantage of the aircraft, and these limits do not give full potential,
which could be necessary in unexpected situations [73]. The soft limits are more complicated to implement
due to the force feedback, which also adds failure modes [74]. Therefore, for this research, the hard limits
will be used as implemented by Airbus.

For certification of a FEP system, there are specific requirements set by EASA. These requirements are
stated in the Code of Federal Regulations, part 25 [75] and summarized for the FEP system by Lambregts
[74]. The most critical requirements, including recommendations by Lambregts for the FEP, are listed
below.

• Stall Protection
– Stalls must be prevented during any pilot maneuver and wind shear or gusts at low speeds.
– Stall has to be prevented by a AoA and minimum speed protection.

• High Speed Protection
– The overspeed warning should not be triggered in any maneuver with the protection enabled.

• Normal load factor protection
– According to CS 25.143(l) [75, pp.151]

1) The positive limiting load factor must not be less than:
a) 2.5g for the EFCS normal state.
b) 2.0g for the extended EFCS normal state with the high lift devices.

2) The negative limiting load factor must be equal to or more negative than:
a) -1.0g for the EFCS normal state.
b) 0.0g for the extended EFCS normal state with high lift devices.

• Roll Angle Limiting
– With all engines operating, as per CS 25.147(f) [75, pp. 165], the aircraft should be able to roll
up to a bank angle of 60 degrees, or 30 degrees below an altitude of 1000 ft.

The requirements make it unclear what the set limits should be for pitch attitude. From the literature regard-
ing the Fault Tolerant Control of Airbus, these limits were stated and do correspond with the other limits
that EASA set [76]. Figure 3.13 shows a diagram indicating the outermost envelope in different scenarios.
Manual flight can reach these limits, whereas the auto-pilot would stay within stricter boundaries.
It should be noted that Goupil [76] indicates a limit of 66 degrees for the roll angle, as used in more literature,
together with the current system that was implemented [14], [67], [77]. Therefore, the limit is assumed to
be set to ± 66 degrees. This condition is doubtful, as is pointed out by Lambregts [74] , and the auto-pilot
will return to a maximum bank angle of 33 degrees [67]. For this research, it will be assumed, following
Figure 3.13, that the limits for the pitch attitude are set to be -15 degrees and +30 degrees. It also follows
that next to the currently implemented load factor limits with AoA protection, an additional pitch attitude
protection will be implemented. Over- and under-speed protection are not implemented as under-speed is
closely related to AoA as the consequence of exceeding the set limit results in a stall. Therefore, the AoA
protection is assumed to cover this state. Overspeed is typically protected using an audible warning, which
is not related to the FCS.
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Regarding the control structures for these systems, the literature does not specify which control structure is
used to implement the FEP. However, all literature that refers to it suggests the use of linear PID controllers
[66], [76].

Figure 3.13: Flight Envelope Limits for Airbus [76]

3.4.3. State-of-the-art Flight Envelope Protection
Using the requirements set by regulatory instances, such as EASA, and the implementation limits set by Air-
bus, the different state-of-the-art methods will be researched to properly implement these findings. There
have been different approaches to implementing these limits. Most methods require the online identifica-
tion of parameters that can be used to estimate the limits of the system [48], [50], [51], [78], [79]. Even
though this method might have potential, it is not within the scope of this research as adaptive control is
not being implemented. Xie et al. [80] research the implementation of a neural network with fuzzy rules,
which is a different approach but not part of this research’s scope.

A feasible approach for this research with a Hybrid INDI controller would be the research from Falkena
[81]. He compares a control limiting structure, a command limiting structure, and a virtual control limiting
structure, and a command limiting structure, MPC based control law. Here it was concluded that the control
limiting structure did not perform properly and preference went to the command limiting structure, as it is
a versatile simple method.

Command limiting maps the angle limits to the rate commands using a parameter projection as to prevent
singularities and make the limit commands continuous [82]. Each state needs a different mapping function,
however each mapping function is relatively simple compared to control limiting [81]. An example of how
the pitch rate command can be mapped from the limits of the pitch angle is shown in Equation 3.30 from
Falkena [81].

g = (θ − (θmax + θmin)/2)
2 − (θmax − (θmax + θmin)/2)

2

∇g = 2(θ − (θmax + θmin)/2)

qcmd =

 qcmd if g ≤ 0
or if g = 0 and∇gqcmd ≤ 0

0 otherwise

(3.30)
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The protection system we developed uses a method that sets limits on commands. This method considers
the negative effects of aircraft aerodynamics, the unusual attitude of the aircraft, and the aircraft’s structure
[67]. It is built into a standard flight control system that adjusts based on the plane’s situation. Lombaerts
extended the functionality of this FEP to include protection to the aircraft’s energy using an automatic
control for the throttle based on a total energy control system. In this research, Lombaerts et al. concluded
that the command limiting algorithm was especially effective for adding protections to excessive pilot input,
which is desirable to implement the hard limits from the Airbus philosophy.

3.4.4. Exponential Potential Function Command Limiting Flight Envelope Protection
This research employs an exponential potential function to implement a command limitation for FEP, as per
the methodology outlined by Sun et al. [83], [84]. This protection scheme is based on exponential potential
functions, only bringing relevant protection near the set protection limit. The following definition follows
for this control law: consider a state, x1, which will be protected, where its state derivative, x2, is known,
together with the reference signal of x2,ref , assuming a rate controller, the implemented FEP is shown in
Equation 3.31. It should be noted that for minimum protection, the minimum value should be smaller or
equal to zero.

x2,FEP,max = x2,ref (1− u+p ), where u+p =

{
eη(x1(t)−x1,max+ζx2(t)), if eη(x1(t)−x1,max+ζx2(t)) ≤ 2

2, if eη(x1(t)−x1,max+ζx2(t)) > 2

x2,FEP,min = x2,ref (1− u−p ), where u−p =

{
e−η(x1(t)−x1,min+ζx2(t)), if e−η(x1(t)−x1,min+ζx2(t)) ≤ 2

2, if e−η(x1(t)−x1,min+ζx2(t)) > 2
(3.31)

For this representation, two tuning parameters per protected state, namely η and ζ, are similar to a propor-
tional and derivative gain, respectively. Increasing η will increase the margin before the FEP will become
active, where the damping coefficient, ζ, will set how strict the FEP will dampen the rate at which the state
derivative x2 is approaching the protected state. Figure 3.14 shows a representation where the influence of
η is shown.
Each colored line, except the blue line, shows the rate, x2, at which the state approaches the protected
state, x1. Next, for each rate, x2, there are three values for η, showing at which rate the potential function
approaches g2(x)=0. For increasing x2, the function g2(x) passes zero before it is at its protected state.
When x2 is negative, i.e., the state moves away from its protected state, the function crosses zero above the
protected state. The parameter η defines how abruptly the potential function limits the signal, with a higher
η giving a more abrupt gradient to the protected state.

Figure 3.14: Exponential potential function with tune parameter influence [84]



4
Handling Quality Requirements

The evaluation of FCS should be based on its stability and handling qualities to ensure its verification. There
are several methods for assessing these aspects, which will be highlighted below. These assessments are
conducted using evaluation methods employed by civil aviation authorities, such as the Federal Aviation
Administration (FAA) and European Union Aviation Safety Agency (EASA). Moreover, as has been shown
by Van Overeem et al., among others, the civil specifications are not quantifiable [13]. Therefore, the use
of an older military standard is used, denoted by MIL-STD-1797A revision 3, which specifies certain lower
and upper bounds about assessing FCS characteristics[32]. In this Chapter, Section 4.1 refers to which
classifications and flight phases will be used to evaluate the aircraft. Next, Section 4.2 will denote the
stability assessment for both the longitudinal and lateral directions. Section 4.3 shows the dynamic stability
& handling quality requirements. Section 4.4 will describe which assessments will be used in this research
to evaluate the implemented FCS. This chapter will conclude research question 1.

4.1. Aircraft Classification

For evaluating handling requirements, it is important to know in which class, category, and flight phase
an aircraft is being tested. It is obvious that for certain requirements, there is a difference between fighter
jets and jumbo jets. Therefore, there are different classes and flight phases to which requirements can be
checked. These are shown in Tables 4.1, 4.2 and 4.3. Most specified requirements have a minimum and
maximum value or levels of compliance with the requirements. For this research, it is important to state
that the Flying-V V1000 will be evaluated in the bold flight phases given in Table 4.3 [14], categories B
and C respectively. Furthermore, the Flying-V V1000 is a Class III aircraft, looking at the MTOM shown
in Table 2.2.

Table 4.1: Aircraft class identification.[85]

Class I Small light aircraft (MTOM <6000 kg)
Class II Medium weight, low to medium manoeuvrability aircraft 6000 kg <MTOM <30000 kg)
Class III Large, heavy, low to medium maneuverability aircraft (MTOM >30000 kg)
Class IV High maneuverability aircraft (e.g. aerobatic or fighter)

Table 4.2: Aircraft flight phase identification [85]

Category A Non-terminal flight phases require rapid maneuvering, precision track-
ing, or precise flight path control.

Category B Non-terminal flight phases require gradual maneuvering, less precise
tracking, and accurate flight path control.

Category C Terminal flight phases require gradual maneuvering and precision flight
path control.
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Table 4.3: Flight phase categories [85]

Flight phase category Flight phase
A Air-to-air combat

Ground attack
Weapon delivery/launch
Reconnaissance
In-flight refuel (Reciever)
Terrain following
Maritime search
Aerobatics
Close formation flying

B Climb
Cruise
Loiter
In-flight refuel (tanker
Descent
Aerial delivery

C Take off
Approach
Overshoot
Landing

4.2. Stability Assessment
The first assessment that will be done on the FCS is evaluating the tracking performance, which will be done
by looking at conventional step-input responses to reference signals of the FCS and assess their performance
based on specified parameters. Furthermore, the gain and phase margins will be evaluated for the specified
flight conditions. Afterward, the LOES will be presented as needed to assess the handling requirements,
given in Section 4.3.

4.2.1. Tracking performance
The tracking performance of the system will be evaluated using the metrics given below:

• Overshoot (OS)
• Settling Time (ST)
• Control Surface Activity (CSactivity)
• Maximum Control Surface Deflection (CSmax)

These metrics will be used as guidelines to compare results of the FCS, but will not be used as hard require-
ments. The goal is all metrics is for them to be minimized.

As shown in Figure A.3, Overshoot can be defined as shown in Equation 4.1.

OS =
ymax − yss

yss
× 100% (4.1)

Here, it is visible that overshoot will be given as a percentage of the steady-state value. Next, the settling
time can be evaluated by the time it takes the system response to get within 2% of the commanded step
response. Note that these metrics shall be evaluated carefully, as it is not the time for the signal to cross the
commanded step response and have a large overshoot.

Control input activity and maximum control input serve as key metrics for assessing the sensitivity of
control surfaces in time domain, shown by the chatter response of the control surfaces, typically attributed
to high control gains. The control input activity is evaluated similarly as by Stougie, shown in Equation
4.2[14].

CSactivity =

´ T
0
|δCS |dt
T

(4.2)
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4.2.2. Gain and Phase margin
Gain and phase margins are metrics to evaluate the stability of a system [86]. An implementation similar
to that of Stougie will be taken, where the system transfer function will be calculated for the approach and
cruise flight conditions, from which bode plots can be made. The gain and phase margins are taken from
these bode plots, where the phase margin is defined as the phase difference, φ[deg], compared to a phase
of -180 ◦, at the cross-over frequency. Furthermore, the gain margin is the difference between the 0 dB
cross-over line and the magnitude of the signal at which the phase crosses -180 ◦. For level 1 specifications,
a general rule is that the gain margin should be higher than 6 dB, and the phase margin should be at least
45 ◦ [32]. These margins are taken in the controller system, shown in Figure 3.8, at the virtual command
error signal after the summation of the inner-loop, before the INDI CA.

4.2.3. Low Order Equivalent System
To obtain the CAP and short-period parameters, the LOES has to be acquired. Stougie has described this in
great detail [14]. From the linearisation of the nonlinear controller system, a linear High Order Equivalent
System (HOS) is acquired, using the Control System Toolbox from MATLAB®1. To assess the required
HQ, the HOS has to be reduced to a LOES, from which the metrics that will be evaluated are acquired. It
has to be fit for both the longitudinal and lateral dynamics within a frequency range from 0.1 - 10 rad/s [32].
For the longitudinal fit, the pitch rate and load factor are combined into a single fit [32]. The load factor,
n

′

z , is taken at the CoG [32]. For the lateral LOES, the bank angle and sideslip angle systems from a pilot
aileron input are given in Equation 4.4. Stougie used these reductions and described a method to validate
the fitting of the LOES to the full, HOS using MUAD [14]. MUAD describes the region for the pilot in
which the handling qualities are unchanged, even though the dynamics change, which is shown in Table
4.4 [87]. All the parameters in Equations 4.3 and 4.4 are unknown and will be approximated using a fitting
function, as shown in Equation 4.5. The fitting function compares magnitudes,G[db], and the phase, φ[deg]
for the HOS and LOES and minimizes the difference, thus finding the parameters. As Stougie found, the
frequencies for the pilot are most relevant around 1-4 rad/s, for which specific weights were set to highlight
the frequency fit around those frequencies [14].
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Table 4.4: MUAD envelope [14]

Upper bound Lower bound
Gain 3.16s2+31.61s+22.79

s2+27.14s+1.84
9.55·10−2s2+9.92s+2.15

s2+11.60s+4.95

Phase 68.89s2+1100.12s−275.22
s2+39.94s+9.99

475.32s2+184100s+29456.1
s2+11.66s+3.89·10−2 e−0.0072s

M = Σ((GMHOS −GMLOES) · wGM) + Σ ((φHOS − φLOES) · wφ) (4.5)

4.3. Stability and Handling Quality Assessment
This Section will cover the stability and HQ assessment criteria commonly used and required by EASA. In
previous research, using similar dynamics properties as in this research, the Flying-VHQ requirements were
tested and shown below in Table 4.5. The different flight stages are evaluated using Figure 4.1, showing
which HQ are relevant for this research, which assesses approach and cruise HQs.

1https://nl.mathworks.com/help/control/index.html?s_tid=CRUX_lftnav
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Figure 4.1: Flight stages with a Control Effector Analysis. [88]

Table 4.5: Required Flight Handling Qualities assessed in previous research [4], [10], [11], [13], [14]

Flight Stage 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Cruise Phase ✓ ✓ ✓ ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓

Approach Phase ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

4.3.1. Longitudinal Trim[75, CS25.161(c)]
This criterion is related to the capacity of the aircraft to be trimmed to maintain a steady cruise with a
load factor of 1g. This criterion has to be met for both the forward and aft position of the CoG [75],
which has been highlighted by Van Overeem [13]. As this handling requirement is not related to controller
performance, as it is a steady-state handling quality, it will not be evaluated in this research.

4.3.2. Approach Trim [75, CS25.161(c)]
This criterion is also mentioned in the CS25.161(c) requirements, specifying that trim should be possible
for either a glide, with engines off or at approach conditions, with landing gear extended, at a glide path of
3 ◦, just as with the longitudinal trim handling quality from Section 4.3.1, this handling requirement is not
relevant to controller performance and therefore not evaluated in this research.

4.3.3. Go-Around Trim
This handling quality is irrelevant for the cruise of approach phase and thus will not be highlighted in this
research.

4.3.4. Manoeuvre Load [75, CS25.143(l)]
As was given previously in Section 3.4.2, this requirement specifies limits for the load factor of the aircraft,
which are shown below:

1) The positive limiting load factor must not be less than:
a) 2.5g for the EFCS normal state.
b) 2.0g for the EFCS normal state with the high lift devices extended.

2) The negative limiting load factor must be equal to or more negative than:
a) -1.0g for the EFCS normal state.
b) 0.0g for the EFCS normal state with high lift devices extended.

4.3.5. Go-Around Manoeuvre Load
This handling quality is irrelevant for the cruise of approach phase and thus will not be highlighted in this
research.
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4.3.6. Take-off Rotation Power
This handling quality is irrelevant for the cruise of approach phase and thus will not be highlighted in this
research.

4.3.7. Landing Rotation Power
This handling quality is irrelevant for the cruise of approach phase and thus will not be highlighted in this
research.

4.3.8. Longitudinal Modes Response
Short Period

The short period is an oscillating pitch rate transient response of the aircraft generated by an elevator input.
This motion is governed by a natural frequency, ωsp, and a damping coefficient, ζsp. The short period is
quantified using the longitudinal handling quality shown in Section 4.3.9, about the CAP. Furthermore,
these eigenmodes have damping requirements, shown in Table 4.6.

Table 4.6: Short Period Damping Criteria [85]

Level 1 Level 2 Level 3
Flight phase ζsmin ζsmax ζsmin ζsmax ζsmin
Cat A 0.35 1.30 0.25 2.00 0.10
Cat B 0.30 2.00 0.20 2.00 0.10
Cat C 0.50 1.30 0.35 2.00 0.25

Phugoid

The phugoid eigenmode is a slow oscillating motion where the aircraft oscillates in pitch attitude. Generally,
this mode is satisfactory, but it should be noted that it is desirable to decouple the phugoid and short period
by a natural frequency factor of 10, where the natural frequency of the phugoid is small [85]. Table 4.7
gives the damping coefficient requirements. These coefficients are acquired from the LOES.

Table 4.7: Phugoid Damping Coefficient Requirements [85]

Level of flying qualities Minimum ζp
1 0.04
2 0
3 Unstable, period Tp > 55 s

4.3.9. Longitudinal Handling Qualities
Multiple resources have provided metrics to evaluate the longitudinal HQ, about which a discussion ex-
ists. In 1982, Mitchell et al. [89] proposed a military specification handbook to evaluate HQ for aircraft,
especially fighter aircraft. In 1990, the first revision of MIL-STD-1797A was published based on these
specifications [85]. Mitchell et al. [90] came up with a revision of the specifications in 1992 and proposed
a different interpretation. The Department of Defense followed with several revisions, with revision 3 being
the most up-to-date [32] but did not follow up on the recommendations. Therefore, discussion exists about
the usefulness of which HQ shall be used and what metrics are considered adequate. In this research, the
requirements evaluated by Stougie will be used to validate the control laws. They are described below.

Control Anticipation Parameter (CAP)

As was mentioned in Section 4.3.8, the CAP is a quantifiable measure to see how well the short period is
anticipated in the control design. CAP is the instantaneous angular pitching acceleration per unit of steady-
state normal acceleration [85]. The CAP is calculated with Equation 4.6. The natural frequency, ω2

sp, and
time constant,Tθ2 , can be found using the LOES Equation 4.3. Tθ2 indicates the lag between the pitch
attitude response and the flight path angle response, also known as incidence lag [85]. The requirements
and level specifications of the CAP are given in Appendix A, in Figure A.1.
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CAP =
q̇

nzss
=
ω2
sp

nα
, nα =

V∞
g0Tθ2

(4.6)

A CAP, which is considered too low, indicates a sluggish response of the aircraft due to an elevator input,
whereas a high CAP gives an unexpectedly fast response [14]. In previous research, Cappuyns [4], Van
Overeem [13], Stougie [14] and Torelli [11] all computed the CAP of the Flying-V for approach and cruise.
Table 4.8 shows these results, specifying if the Level 1 requirements were met. It should be noted that the
flight conditions are used, as shown in Table 2.2. As Cappuyns used VTAS for the CAP evaluation, the
Mach numbers are slightly different compared to the others. All research used the same definition given
for an aft CoG and forward CoG, which is also used in this research, specified in Table 2.3. Stougie did
not include handling quality evaluation on aft CoG flight conditions. Different aerodynamic models were
used for the evaluations as well. Cappuyns and Torelli used the VLM, which does not include the pitch
break-up.

Table 4.8: Previous CAP evaluations of the Flying-V, checking if level 1 requirements were met

Forward CoG [45%MAC] Aft CoG [57.5% MAC]
Cappuyns [4] (VLM)
M ≈ 0.2275 ✓ ✓
M ≈ 0.847 ✓ ✓
Van Overeem et al.[13] (VLM+WTE)
M = 0.2 ✓ ×
M = 0.85 × ✓
Stougie et al. [14] (VLM+WTE)
M = 0.2 ✓ -
M = 0.85 ✓ -
Torelli et al. [11] (VLM)
M = 0.2 - ×
M = 0.3 ✓ -

Gibson’s Criteria

Gibson devised a set of criteria to evaluate the aircraft’s performance during short-period oscillations. These
metrics include the dropback ratio, flight path delay, and pitch rate overshoot ratio [91]. Originating from
a pilot’s perspective, these parameters can be directly acquired through system responses without needing
a LOES [44] , which makes this method especially helpful for non-linear systems.

Figure A.2 visualizes a typical pitch response from which the Gibson criteria can be derived. Firstly, the
dropback ratio defined as DBqss can be calculated by looking at the pitch attitude response. Dropback is the
ratio between the pitch angle when the pilot’s stick is released and the steady-state pitch angle. The drop-
back ratio is the dropback divided by the steady-state pitch rate command before the stick was released.
This is shown in Figure A.2 in the bottom figure as DB/q+ and DB/q-, since the dropback can be positive
or negative.

Secondly, the flight path delay is a metric to calculate how much the flight path angle lags behind the
pitch command. The flight path angle response and the point at which the pitch rate command is started
and ended are needed to compute this value. From the flight path angle plot, the slope should be taken at
the endpoint of the pitch rate command as a function of time, barely touching the flight path response. If
this slope is taken to the intersection with the x-axis, the point at which the pitch rate command is given
is compared to where the slope intersects with the y-axis, which is the flight path delay. Gibson relates
the flight path angle delay to the short period and the time constant, Tθ2 , by the relation in Equation 4.7.
Stougie has evaluated the flight path delay in the form of the bandwidth of the flight path, ωBWγ . This
bandwidth is defined as 1/Tθ2 [90].

tγ =
2ζsp
ωsp

, Tθ2 =
DB

qss
+ tγ (4.7)

Lastly, the step response properties are governed by the same metrics as shown in Section 4.2. These are
shown in Figure A.2. The interesting properties are the maximum pitch rate qm, at time, tq , and the steady
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state value of the pitch angle with a steady state time.

The Gibson criteria are verified by Stougie et al. [14], using the metrics shown above, and validated using
the proposed incorporation of the MIL-STD-1797A by Hoh et al. [90]. These requirements are shown in
Figure A.3. Stougie concluded that all requirements achieved level 1 HQs [14].

Pitch attitude Bandwidth

Bandwidth can be defined as the maximum frequency at which a closed-loop tracking task can be completed
in a stable manner. Within aviation, a proper method to specify bandwidth is when the phase, φBW is ≥
-135◦ and the gain margin, ωBW is ≥ 6dB [32].
To assess whether the bandwidth is sufficient, it is compared to the bandwidth time constant, calculated
using Equation 4.3.9[32]. Here the ω180 is frequency at which the phase, φBW , = -180 ◦. Furthermore,
φ2ω180 is the phase at twice the frequency of ω180.

τp = −
(φ2ω180

+ 180◦)

57.3 · 2 · ω180

NOTE: if phase is nonlinear between ω180 and 2ω180,
τp shall be determined from a linear least squares
fit to phase curve between ω180 and 2ω180 [90]

Previous research makes it unclear how this requirement shall be evaluated regarding opening the control
loops. MIL-STD-1797A specifies it as an open-loop, pilot-in-the-loop requirement, suggesting opening the
controller system’s inner and outer feedback loop [32]. However, from different literature, the following
statement was given byHodgkinson et al. [92], partly representing the group that documented the bandwidth
criterion in Mitchell et al.[89]:

"The responses on the left side of Figure 1 are 'open-loop'. That is, they depict the air-
craft's response to the pitch response error perceived by the pilot. When the pilot oper-
ates on the errors, the 'closed-loop' responses on the right depict the aircraft's response
to a target elevation change."

Figure A.4 shows what Hodgkinson et al. are referring to as the left and right sides of the figure, which
leaves us to believe that the open-loop requirement, as indicated byMIL-STD-1797A, uses, in fact, a closed-
loop FCS from which the pilot follows an open-loop tracking task.
Next, Gibson [93] highlights the inconsistencywith theMIL-STD-1797A[32] andMitchel et al., the founders
of the bandwidth criterion [90] and concludes that the Gibson dropback ratio and pitch rate overshoot ratio
are more consequential for acceptable bandwidth, compared to the pitch bandwidth. Figures A.6 and A.5
show the inconsistency between the two requirements. This research will evaluate the bandwidth criterion
to compare with Stougie. Stougie specified a minimum bandwidth for level 1 HQ of ωBW = 3rad/s and
maximum equivalent time delay of τp,max = 0.12s; however, these metrics are not found in either the
specified boundaries in MIL-STD-1797A and the revision of Mitchell et al. As MIL-STD-1797A does
not specify boundaries for Category B flight phase, but only for Category A and C flight phases, which
is needed for cruise evaluation, the revision data from Mitchell et al. is used [90]. Figure 4.2 shows the
relevant boundaries of the bandwidth and equivalent time delay requirement.
As discussion exists about the interpretation and usefulness of this HQ, other longitudinal HQ are also
evaluated. Stougie found that with his implementation, the bandwidth is satisfactory for level 1 handling
requirements [14], which also holds for the newly defined boundaries of the HQ.

4.3.10. Steady Sideslip [75, CS25.177(c)]
During the steady heading sideslip maneuver, the aircraft must maintain a fixed sideslip angle while pro-
ceeding along a straight trajectory. This performance must be demonstrated under all operational states
of the aircraft, including scenarios where all engines are functioning and in One Engine Inoperative (OEI)
scenarios. For a majority of aircraft, a sideslip angle of β = 15◦ is typically considered adequate [75].

Joosten et al. concluded that with the implementation of a linear FCS, there was a lack of cross-control
required during the maneuver, which was found unconventional by the test pilots [10]. This requirement
will be tested to track the sideslip angle using a step input, however the OEI test scenario will not be tested.
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Figure 4.2: Bandwidth Criteria as per Mitchell et al.[90]: Categories B and C, Classes I, II, and III

4.3.11. One Engine Inoperative [75, CS25.161(d)]

In a OEI condition, an engine malfunction is simulated, where the aircraft should maintain its trim in longitu-
dinal and lateral direction. The lateral trim for the bank angle shall not exceed 5 ◦ and the VTAS = 1.3VSR1,
which indicates the stall speed of the aircraft with maximum landing weight with flaps in the approach po-
sition [75].

Previous research by Joosten et al. concluded that with the implementation of a linear FCS, this maneuver is
passed [10]. The current simulation model inadequately represents the engine model and controller system,
and as improving its accuracy falls outside the scope of this research, this requirement will not be evaluated.

4.3.12. Time to Bank [75, CS25.147(f)]

This requirement specifies a bank-to-bank maneuver where the aircraft is tested in agility. It specifies that
the aircraft should be in a 30 ◦ banked turn and rolled to the other side in a 60 ◦ roll maneuver, which
should be done under 7 seconds. The rudder may be used to get rid of any sideslip. This requirement is
specified for both the cruise and approach conditions, where in approach condition, the aircraft should be
in landing configuration. Before the maneuver, the aircraft shall be trimmed, and this trim condition cannot
be changed during the maneuver.

Previous research by Joosten et al. concluded that with the implementation of a linear FCS, this maneuver
is passed [10].

4.3.13. Pitch/Coordinated Velocity Axis Roll and Yaw due to Loaded Roll Pullout [75,
CS25.143(h)]

These requirements can be coupled, as Perez et al. [88] specified, with the control authority of the control
surfaces to a bank angle due to inertial couplings. The handling requirements resulting from this are defined
such that the aircraft can make large bank maneuvers in different flight conditions and phases. These
requirements are denoted in CS25.143(h) [75] and given in Table 4.9. The ‘asymmetric WAT-Limited‘
thrust setting provides a Weight, Altitude, and Temperature (WAT) combination, where a OEI thrust setting
should be able to provide for the minimum climb gradient as specified in CS 25.121 [75].

Table 4.9: Aircraft Coordinated Turn Capability [75]

Configuration Speeds Bank Angle Thrust/Power Setting Minimum Climb Gradient
Cruise VFTO 40◦ Asymmetric WAT-Limited 1.0%
Approach VREF 40◦ Symmetric for −3◦ Flight Path Angle -
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In previous research, Joosten et al. [10] have evaluated this parameter for the Flying-V, concluding that
with and without a FCS the handling qualities were not sufficient, as unrealistic control surface deflections
were needed to sustain this handling quality.
As the OEI requirements are not evaluated in this research, this requirement will not further be assessed.

4.3.14. Lateral Modes Response
This Section will cover the relevant lateral mode response requirements for aperiodic roll, spiral mode, and
dutch roll.

Aperiodic Roll

The first lateral eigenmode that will be considered is the aperiodic roll, also known as the roll subsidence
mode, which is a fast eigenmode excited by an aileron input from the pilot[85]. This eigenmode feels like
a lag in the response for the pilot and is indicated as Tr from the LOES of the lateral motion from Equation
4.8 [85]. The time constants for handling quality levels are given in Table 4.10 [85]. There are no minimum
requirements following from MIL-STD-1797A [32].

Table 4.10: Roll mode time constant [s] maximum values [85]

Flight phase Level 1, Tr[s] Level 2, Tr[s] Level 3, Tr[s]
Cat A, C 1.0 1.4 10
Cat B 1.4 3.0 10

Spiral [32, Sec 4.5.1.2]

The spiral mode is an eigenmode characterized by a gradual increase in bank angle after a disturbance. In
a stable spiral mode, it naturally returns to level flight following an initial roll disturbance. In contrast,
if the spiral mode is unstable, the roll angle will progressively increase in response to such a disturbance.
The spiral mode is allowed to be unstable, as long as the time to double in amplitude of the movement is
longer than 20 seconds, for Level 1 qualities [32]. The given requirements are shown in Table 4.11 and
the relation between the doubling amplitude and the time constant Ts from the LOES of the lateral motion
from Equation 4.8 [53].

T2 = −Ts ln(2) (4.8)

Table 4.11: Spiral Mode Handling Requirements [32]

Flight Phase Category Level 1 T2 [s] Level 2 T2 [s] Level 3 T2 [s]
A and C 12 8 4
B 20 8 4

Dutch Roll [32, Sec 4.6.1.1]

The Dutch roll is a coupled yaw and roll movement, introduced by a disturbance in the sideslip, introducing
a yawing motion, which is then translated into a rolling motion [85]. As can be seen in the LOES approx-
imation from Equation 4.4, the Dutch roll damping, ζd and eigenfrequency, ωd, are both relevant, and the
combination of both also is given in the requirements in Table 4.12

Table 4.12: Dutch roll Level 1 flying quality requirements [85]

Flight phase ζd ζdωd ωd
Cat A 0.19 0.35 0.5
Cat B 0.08 0.15 0.5
Cat C 0.08 0.10 0.5

4.3.15. Lateral Handling Qualities
The lateral handling qualities will be evaluated similarly to the longitudinal handling qualities in number 9.
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Lateral Control Departure Parameter [32, Sec 4.8.4.3.1]

The Lateral Control Departure Parameter (LDCP) has been introduced to prevent aircraft resistance to un-
controllable spinning of the aircraft [32]. Therefore, the LDCP depends on the rolling and yawing moment
responses to a sideslip disturbance introduced by an aileron input. Equation 4.9 shows the handling quality
requirement, which essentially has to be larger or equal to zero [32]. Therefore, this requirement cannot be
influenced by the FCS and will not be evaluated in this research.

LCDP : Cnβ
− Clβ

Cnδa

Clδa
> −0.001 (4.9)

Directional Control [75, CS25.147(a)]

With the wings level, it should be possible with an OEI situation, yaw in the direction of the inoperative
engine, with a change of heading angle up to 15 ◦, which must be done for 1.3VSR1. As this requirement
includes an OEI situation, this research does not further evaluate it.

4.4. Conclusion
This chapter discusses the different methods used to evaluate the performance of a flight control system,
which is used to answer research question 1. Two conceptual methods will be implemented to assess the
FCS: stability and handling quality assessment. The overshoot, settling time, control input activity, and
maximum control input are evaluated to assess the controller’s stability. Minimization is desirable for these
metrics, but no strict requirements are present. The handling qualities have more design guidelines and
requirements. Several requirements were explained, however there shall be a clear distinction to handling
qualities that can be improved by a controller or are dependent on the airframe of the aircraft. Only transient
responses can be improved by the controller. Thus, some handling requirements necessary for approach and
cruise will not be evaluated, partly because they have been validated in previous research. Table 4.13 shows
the handling requirements which will be focussed on in this research.

Table 4.13: Required Flight Handling Qualities assessed in this research

Flight Phase 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Cruise Phase × ✓ ✓ ✓ ✓ × ✓ × × × ✓ ×

Approach Phase × × ✓ ✓ ✓ ✓ ✓ ✓ ×
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5
Simulation Model Modifications

As described in Section 1, there have been changes between the original and updated models, which seem
correct to the author. This chapter will describe what has been changed per sub-part of the original model
and why the author believes the updated implementation is the proper method. At the end of the chapter, a
side-by-side comparison the evaluated HQs is shown in Table 5.1, showing the difference in response. The
changes to the C∗ controller are part of the model modifications but have been highlighted in Part I.

5.1. Initial problems with original controller system
It was concluded that the aircraft had unexpected behavior during a testing run within the SIMONA Full-
Flight Simulator using the original controller system [94]. Firstly, when the flight path angle, γ would be
kept constant the aircraft’s altitude was decreasing. Secondly, when giving a sideslip command, the angle
would not exceed β ≈3 ◦. Lastly, the test pilots noticed an aggressive response to throttle changes. These
problems indicate problems with the simulation model, for which changes had to be made to make the
simulation model more mature.

5.2. Sensor subsystem
This Section will discuss the changes made to the sensor subsystem. The modifications included adjust-
ments to the general sensor dynamics, changes to body acceleration filtering, changes to body acceleration
measurements, and changes to altitude estimation.

5.2.1. Sensor dynamics subsystem
A noticeable aspect when linearizing the controller system was the low gain drop-off at high frequencies.
When investigating this problem, it was concluded that the sensor dynamics block gave an incorrect fre-
quency response when linearizing it to continuous time. The baseline model is a continuous-time first-order
sensor dynamics model with a continuous-time delay block and a first-order pade approximation. Figure
5.1a and 5.1b show the time and frequency response of the continuous time sensor dynamics with delay, up-
dated sensor dynamics with delay and original sensor dynamics with delay. The gain drop-off of the original
sensor dynamics is incorrect, which gives overestimated gain margins at higher frequencies. Furthermore,
Figure 5.1a shows the original sensor dynamics leads compared to the continuous system dynamics.

5.2.2. Body rate acceleration state estimation
Within the original controller system, the body rate acceleration is needed as a feedback signal for the
INDI inner loop. Stougie et al. calculated this estimation by filtering the body rate sensor measurement
using a second-order filter, for which the visual representation is shown in Figure 5.2. This implementation
indicates that the filter, a part of the FCS, can distinguish between the measured signal’s delay and the
measured signal’s dynamics, which is not the case. The updated implementation places the input signal
of the second-order filter for ẋmeas, which represents the body acceleration state vector after the sensor
dynamics.
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(a) Time-domain step response of different sensor dynamics
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(b) Frequency-domain step response of different sensor dynamics

Figure 5.1: Sensor dynamics response for continuous model, original and updated discrete dynamics

Figure 5.2: Sensor dynamics and body acceleration estimation [14]

5.2.3. Body acceleration measurement
Within the original controller system, it was assumed the body accelerations would be measured directly,
excluding their respective gravity components. However, in physical linear accelerometers, the gravity
component of the measurement cannot be distinguished from the body accelerations. As the body accel-
eration measurements are an essential part of the FCS, as they are used for load factor feedback and pitch
eigenmode estimation, the computation of the body accelerations must be done as realistically as possi-
ble. Therefore, the accelerations that are measured by the accelerometer at point p(x,y,z) from the CoG
are shown in Equation 5.1 [85]. However, these will be composed of the gravity component, so when the
incremental body acceleration, which will be zero in steady flight, the gravity vector shown in Equation 2.7
is added to Equation 5.1. The addition of the gravity vector will add noise and bias, as the measured Euler
states are used for this estimation.

a′x =
Fx,B
m

− x
(
q2 + r2

)
+ y(pq − ṙ) + z(pr + q̇)

a′y =
Fy,B
m

− y
(
p2 + r2

)
+ z(qr − ṗ)

a′z =
Fz,B
m

+ y(qr + ṗ)− z
(
p2 + q2

) (5.1)
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5.2.4. Altitude estimation
In the original controller system, the altitude of the aircraft was calculated by Equation 5.2, while the
coordinate ZE , was set to zero.

h =
1

s
(V∞ ∗ sin(γ)) = 1

s
(V∞ ∗ sin(θ − α)) (5.2)

which assumes that γ = θ− α. The statement is generally considered valid, but it assumes small angles for
θ and α. When we remove this assumption and take ZE for the altitude, which holds for a flat earth, we
resolve the problem of an altitude change when γ is zero.

5.3. Flying-V Dynamics subsystem
This Section will highlight the changes to the Flying-V dynamics subsystem. Firstly, the aerodynamic
coefficients are interpolated using the aerodynamic data sets described in Section 2.7. However, upon fur-
ther investigation, the interpolation for CS1 was not interpolated across the AoA data points, giving too
high estimations of the control surface effectiveness. This was done consistently across the aircraft dynam-
ics, CA subsystem, and PCH. Next, actuator library blocks from the Aerospace Blockset from MATLAB
SIMULINK® 1 are used in the updated model, where there was a minor difference compared to the original
model, regarding the rate saturation.
Lastly, the Dynamics subsystem consisted of multiple Zero-Order-Hold (ZoH) signals, as otherwise, there
would be an algebraic loop. However, these were unnecessary when the wind coordinates, α and β, would
be calculated continuously. These were initially calculated using the body velocities in discrete time, which
led to feeding back discrete states into a continuous time state estimation of the aerodynamic coefficients.

5.4. General changes
This Section highlights changes to the original model, which were found during the development of the
updated INDI model. Firstly, as was stated in Part I, the distance from the CoG to the pilot station was
previously miscalculated. The distance from the nose to the CoG has been given to be 29.372 m for 47.5%
MAC [13]. The distance from the nose to the cockpit is provided to be xpilot [13], but this distance was
taken as the distance from the pilot station to CoG, whereas this should be xa = 22.9474 m.
Next, the gain for the speed control has been reduced from KT = 100000 to KT = 20000. The scope of
this research was not to improve the thrust control; however, with the original gain, an error of 1 m/s for
V∞ resulted in an additional≈ 30 % of max thrust. Therefore, reducing it seems reasonable, but no further
research has been done on speed control.

5.5. Original INDI and Updated INDI control system comparison
The updated INDI control system is created using the abovementioned changes. The resulting HQ results
have been listed in Table 5.1, where the gains have been kept the same, but the model structure has changed.
The test cases have been made the same as those from research from Stougie to make a direct comparison.
Table 5.1 shows the changes in HQ requirements and step response tests for cruise condition. It can be
concluded that the sideslip problem has been solved, where the model at least comes to a steady state
sideslip of β = 15◦, albeit after t=165s. It is interesting to note, that the changes improve the stability of
the aircraft looking at the stability margins.

1https://www.mathworks.com/products/aerospace-blockset.html
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Table 5.1: Tuned Cruise Condition for INDI with adjusted sensor configuration

(a) Longitudinal MIL-STD-1797A handling quality requirements

Description Original Updated
Response to C∗ step command of 1.8
at t = 1 s, Tsim = 20 s
OS [%] 10.86 5.893
ST [s] 3.800 3.950

CSactivity [deg/s] 5.533 17.69
CSmax [deg] 13.01 15.50

Linear Analysis
GM q [dB] 6.12 7.864
PM q [deg] 37.40 45.97
ωsp [rad/s] 2.348 4.583
ζsp [-] 1.14 1.173

CAP [g−1s−2] 0.09488 2.092
ωBW [rad/s] 2.713 2.09

τp [s] 0.0251 0.184
scoreLOES [-] 15.85 11.73

(b) Lateral MIL-STD-1797A handling quality requirements

Description Original Updated
Response to ϕ̇ block command of ±3◦ at t = 1 s
until t = 14s, Tsim = 18 s

OS [%] 81.34 71.07
ST [s] 2.865 3.165

CSactivity [deg/s] 14.364 23.34
CSmax [deg] 9.294 19.93

Response to β step command of −15◦ at t = 1 s,
Tsim = 120 s

OS [%] 56.00 0.1656
ST [s] ∞ 165.0

CSactivity [deg/s] 16.170 12.28
CSmax [deg] 30 25

Linear Analysis
GM p [dB] 7.872 7.686
PM p [deg] 46.00 45.14
GM r [dB] 6.591 7.479
PM r [deg] 39.82 44.17
1

Ts
[s−1] 0.06358 7.698 ×10−4

Tr [s] 0.9427 0.1993
ωdr [rad/s] 2.620 1.533
ζdr [-] 0.3891 0.6784

ωdrζdr [rad/s] 1.01942 1.040
scoreLOES [-] 5.878 3.205



6
Trim Routine

This Chapter will elaborate on the steps to acquire a proper trim condition. The controller system is devel-
oped using a non-linear dynamic model, from which a linear approximation is computed at a pre-defined
flight condition, approach, and cruise in this research. This linear approximation is computed using the
Control System Toolbox from MATLAB®1. The trim condition is crucial, as the linear model uses a state
derivative response to compute frequency domain characteristics. If this state derivative is not zero, the
results are unreliable.

The original model used a trimming routine, implemented by van Overeem [13], in which reduced EoM
were used in combination with the fmincon()2 function fromMATLAB was used to set the state derivatives
to zero. However, it was found in this research that this trim routine was not reliable, especially for the
approach. The trim states for the original implementation are shown in Table 6.1, with Figures 6.1a and
6.1b showing the aircraft is not in steady-flight.

Table 6.1: Original trim routine at Approach and Cruise

m [kg] h [m] M [-] V∞ [m/s] α [ deg] CS1L/R[
◦] CS2L/R [◦] CS3L/R [◦] T1/2 [kN ]

Approach 2.10×105 1000 0.204 68.7 23.1 21.4 21.4 0 146
Cruise 2.40×105 13000 0.850 250.7 7.06 7.71 7.71 0 68.4

Due to this result, the trimming routine has been changed. Instead of using fmincon(), the findop()3 routine
fromMATLAB® has been implemented. This routine uses the Simulink®model, containing the dynamics
and specifying the input and output states, limits, and if a state needs to be in steady state. This routine was
already in place for the linearisation. Still, it was not implemented correctly, so the initial trim states were
improper, and the model’s condition was trimmed and not checked. The resulting trimmed states are given
in Table 6.2, with the corresponding Figures 6.2a and 6.2b for approach and cruise, respectively.

Table 6.2: Updated trim routine at Approach and Cruise

m [kg] h [m] M [-] V∞ [m/s] α [ deg] CS1L/R[
◦] CS2L/R [◦] CS3L/R [◦] T1/2 [kN ]

Approach 2.10×105 1000 0.200 67.3 23.3 20.1 21.4 0 268
Cruise 2.40×105 13000 0.850 250.8 7.01 6.41 9.40 0 124

1https://nl.mathworks.com/help/control/index.html?s_tid=CRUX_lftnav
2https://nl.mathworks.com/help/optim/ug/fmincon.html
3https://nl.mathworks.com/help/control/ref/dynamicsystem.findop.html
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Figure 6.1: Bare-airframe trim test of original trim routine
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Figure 6.2: Bare-airframe trim test of updated trim routine



7
Linearisation Verification

As described in Chapter 6, the previous trim routine has been changed, as linearising an improper trim result
can result in an unreliable linear approximation. Therefore, this Chapter will highlight the verification of
the linearisation routine by comparing the step response of the non-linear INDI controller system to the
linearised transfer functions for each respective state, shown in Figure 7.1.
As is described in the scientific paper in Part I, the linearised transfer functions, defined as the HOS, are
reduced using the LOES approximation from Stougie et al. [14], from which specific HQ requirements are
deducted. Therefore, it is crucial to verify the linearization as it forms the basis of the results presented in
this research. A proper method for verifying the linear approximation is by comparing the step response of
the non-linear and linear systems. The initial response must be accurate, especially since linearization does
not capture transient coupled dynamics. As a result, there will be a growing deviation as time increases.
Figure 7.1 shows the response of the Euler angles, wind angles and body rates, following from the pilot
command inputs described in the scientific paper and shown below:

• ϕ̇ block command of ±3◦ at t = 1 - 7s, Tsim = 18 s
• C∗ step command of 1.8 (∆C∗= 0.8) at t = 1 s, Tsim = 20 s
• β step command of −15◦ at t = 1 s, Tsim = 120 s

Figure 7.1 shows the response to each respective command, where the bold lines represent the non-linear
response, dotter line shows the linearised response with the updated trim routine and the dashed line shows
the linearised response with the routine from Stougie et al. [14]. Firstly, it can be concluded that the initial
transient response of both linear models accurately represent the non-linear response. This is shown, as the
dotted and dashed lines, initially coincide with the non-linear response. Furthermore, it can be concluded
that the updated trim routine gives a different, but similar response compared to the original trimmed system,
from Stougie et al.[14]. Therefore, the initial trim is not as important as was thought initially, however the
updated trim routine is prefered.
It can be concluded that the linear models accurately represent the non-linear response, for the tested sce-
narios and states. Therefore, the linear models can be used for the analyses done in Part I
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Figure 7.1: Verification of linearisation method using updated INDI model in cruise



8
Additional Handling Quality results

As described in Section 4.3, particular HQ are validatedwithin this research. Most of the statedHQ from this
Section have been validated in the scientific paper in Part I, however the results of the Gibson criteria and
Time-to-bank have not been evaluated. Therefore, this Chapter shows the results of those HQ requirements.
Looking at Figure 8.1, the relevant time domain response plots are presented to acquire the Gibson criteria
requirements, namely:

• Dropback ratio,
DB

qss
• Flight path time delay, τγ
• Pitch rate overshoot ratio,

qmax
qss

The dropback ratio is computed by looking at the slope of the pitch angle, making a linear fit to that line,
and calculating where this line crosses the y-axis. Next, the flight path angle time delay is calculated using
a similar method. The difference between these metrics gives Tθ2 . Lastly, the overshoot ratio is calculated
by dividing the absolute maximum value after the pilot command by the steady-state pitch rate. Dropback
ratio and overshoot ratio are used in Figure A.2a to validate level 1 HQ. Both approach and cruise satisfy
this requirement. Table 8.1 shows the results from the Gibson requirement.

Parameter Approach Cruise
DB/qss 0.825 2.02
τγ [rad/s] 0.675 0.989
qpeak
qss

[-] 1.53 1.91

Table 8.1: Gibson criteria for approach and cruise

Next, Figure 8.2 shows the time to bank requirement, stated by EASA [75, CS25.147(f)]. This requirement
set that the aircraft should be able to make a bank-to-bank maneuver from an initial roll angle of ϕ = 30
deg to ϕ = -30 deg. This requirement is met for approach and cruise as is shown in Figures 8.2a and 8.2b,
respectively.
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Figure 8.2: Bank to bank HQ requirement for approach and cruise



9
Additional Hybrid INDI uncertainty

results

This Chapter shows additional results, based on conclusions in the scientific paper in Part I, regarding
the influence of uncertainties. The Hybrid INDI model was shown to be fault tolerant to at least 80% of
uncertainty combination for the given 750 samples. Figure 9.1 shows the approach condition’s respective
uncertainty step response figures. Starting with Figure 9.1a, the load factor is less dominant at approach
condition, as is described in Section 3.3.1, whereas the pitch rate is higher, compared to the cruise condition
shown in the paper. There are, however, more oscillations in the control surfaces, and the magnitude of the
control surface deflections is higher compared to cruise, as the control surface effectiveness is lower for
approach condition.

Looking at Figure 9.1b, the tracking of roll rate, p, is more oscillatory compared to the cruise condition.
It seems as if the tracking is not correct, however this is related to the difference between ϕ̇ and p being
larger with larger θ. For approach θ is almost three times as large in trim as cruise. The rudder deflections,
CS3, exceed the limits, but as these results are derived from linearised transfer functions, these limits are
not included in the transfer function.

20

(a) Step response C∗
cmd

Next, comparing the sideslip response, looking at Figure 9.1c, and the paper, the comparison is similar to
the ϕ̇ step response. In approach, the control surface deflections are higher due to lower control surface
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(c) Step response ϕ̇ including all defined uncertainties, 750 Samples

Figure 9.1: Step response at Approach condition, 750 Samples of uncertainty parameters

effectiveness, and the rudder deflections exceed the nominal limit. The uncertainties hardly influence the
β response, and the controller settles slower than the cruise condition.
Figure 9.2 shows the uncertainty impact in the frequency domain for the approach condition, similar to
the paper for the cruise condition. Especially the aerodynamic uncertainty has a significant effect on the
stability margins. The other uncertainty boundaries are identical, compared to the cruise condition, however,
at approach, it is important to be less reliant on model information as aerodynamic mismatch can rapidly
decrease performance.
Lastly, Figure 9.3 shows the boxplot for the HQ uncertainties for approach. The general trend is similar to
the boxplot in the paper for cruise condition. HQs which are not met for the nominal system, show that the
median will not meet the requirements. For the longitudinal HQs, the LOES fit never falls within the set
requirement, giving problems evaluating the short period and CAP. For the lateral HQ, the LOES meets the
requirements, and thus, we can conclude that the lateral handling qualities are met for the approach using
the given samples.
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Figure 9.2: Broken loop uncertainty for approach at point A for νp, with individual uncertainty contribution

Figure 9.3: Boxplots with uncertainties for set HQ requirements in approach, 750 samples
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Additional Flight Envelope Protection

Results

This Chapter fills in as an addition to the results that are presented in the scientific paper in Part I, regarding
the FEP. In the paper, three different test scenarios were set, from which conclusions were drawn, however
only the most severe scenario was presented in the paper, namely the combined control input. The defined
test cases are:

• Longitudinal command: C∗
cmd = +3 at t=1s until t=130s,C∗

cmd = -3 at t=130s until t=150s, Tsim=200s
• Lateral command: ϕ̇cmd +-20 deg/s using 321 step command at t =1s until t = 181s, Tsim=200s
• Combined command: C∗

cmd = +3 at t=20s until t=130s, C∗
cmd = -3 at t=130s until t=180s and ϕ̇cmd =

± 20 deg/s, at t=3s until t=153s, Tsim=200s

The results of each test are presented as follows: Figures 10.1,10.2 and 10.3 present the results for longi-
tudinal, lateral, and combined command, respectively. As the results for the combined command for the
updated model and the original model in cruise are already presented in the paper, these are not shown in
Figure 10.3. In Figures 10.1 and 10.2, the longitudinal and lateral FEP results are presented in the order of
the original approach, updated approach, original cruise, and updated cruise. This gives four subfigures per
respective figure.
Focussing on Figures 10.1a and 10.1b, showing the longitudinal command response in approach condition,
it can be concluded that both FEP perform well, as none of the protected states cross their respective limits.
It should be noted that the original response exceeds the θlim because the original model lacks θ protection.
The aircraft is initially trimmed at α = 23.3 deg, which exceeds the protected limit of αlim = 22 deg, set by
Stougie et al. [14]. Both FEP systems bring the AoA back to its limit and stay at the limit until a C∗

cmd =
-3 is given at t = 130s. For Figures 10.1c and 10.1d, showing the longitudinal command response in cruise
condition, the original model becomes unstable as there is actuator saturation, such that the AoA cannot be
protected. The updated model performs as expected and first settles on the θ limit, after which the AoA
keeps increasing until it settles. At this point, the θ angle starts decreasing, as the AoA protection limits the
θ̇cmd. For the lateral command response, firstly looking at Figures 10.2a and 10.2b, showing the approach
condition, it can be concluded that both responses do not satisfy the set protection limits. The original
model became unstable as the roll rate oscillated onto instability. The ϕ protection works as expected for
the updated model and settles at the set protection limits. However, due to actuator saturation and the roll
and pitch channels coupling, there is an excessive overshoot of load factor and θ angle between t = 0s and
t=60s. The aircraft is undergoing a significant loss of altitude without aC∗ command, which implicates the
coupling of the roll and pitch channels.
Looking at Figures 10.2c and 10.2d, showing the lateral command response in cruise condition, gives once
again that the original FEP becomes unstable, at the point a reverse ϕ̇cmd is given. The updated FEP
performs as expected, only exceeding the load factor protection. This is an inherent design problem related
to the control structure of the outer-loop controllers. As the C∗ controller outputs a θ̇cmd the protection
limits for load factor and AoA are implemented in the C∗ controller, where the θ protection is implemented
at the θ̇ controller, giving highest priority to the θ protection. Therefore, the FEP structure limits the pitch-
down maneuver as the θmin protection is active, so the load factor cannot be limited.
Figure 10.3 shows the original response to a combined control input at approach, which becomes unstable.
The other results for this condition are shown in the paper in Part I.

90



91

0 50 100 150 200

time [s]

-4

-2

0

2

4

6

Lo
ad

 fa
ct

or
 [-

]

HC*
cmd

nz,cmd nz,pilot nz,lim

0 50 100 150 200

time [s]

-50

0

50

E
ul

er
 a

ng
le

s 
[d

eg
]

H? 3 A ?
lim

3
lim

0 50 100 150 200

time [s]

0

10

20

30

,
 a

nd
 -

 [d
eg

]

H, - ,
lim

0 50 100 150 200

time [s]

-20

-10

0

10

20

A
ng

ul
ar

 r
at

es
 [d

eg
/s

]

Hp q r _?cmd

0 50 100 150 200

time [s]

-40

-20

0

20

/
C

S
 [d

eg
]

H

/CS1&2,lim

/CS3,lim

/CS1,L /CS1,R /CS2,L /CS2,R /CS3

0 50 100 150 200

time [s]

-15000

-10000

-5000

0

A
lti

tu
de

 [m
]

(a) Original FEP Approach: Longitudinal command
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(b) Updated FEP Approach: Longitudinal command
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(c) Original FEP Cruise: Longitudinal command
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(d) Updated FEP Cruise: Longitudinal command

Figure 10.1: FEP test with longitudinal command, tested for approach and cruise for original and updated FEP
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(a) Original FEP Approach: Lateral command
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(b) Updated FEP Approach: Lateral command
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(c) Original FEP Cruise: Lateral command
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(d) Updated FEP Cruise: Lateral command

Figure 10.2: FEP test with lateral command, tested for approach and cruise for original and updated FEP
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Figure 10.3: Original FEP Approach: Combined command
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11
Conclusion

This Chapter will conclude this research by answering the set research questions in Chapter 1 and evaluat-
ing the goal of this research. Firstly, each research question is repeated and answered.

1. What are the current limitations of the Flight Control System of the Flying-V?

Research question 1 has been answered using literature research, shown in Chapters 2 - 4, and findings
shown in Chapter 5. It was concluded that the original Flight Control System (FCS), implemented by van
Overeem and further matured by Stougie et al., using an Incremental Nonlinear Dynamic Inversion (INDI)
control structure, experiences stability margin issues due to time-delay performance degradation. Perfor-
mance degradation due to time delays is a known drawback of an INDI control system. Stougie et al.
changed the sensor characteristics of the body rate sensors and β sensor to increase the stability margins
and mitigate chatter of the rudder, respectively. Furthermore, during pilot testing in the Full-Flight Simula-
tor of TU Delft (SIMONA), it was concluded that the sideslip reference tracking would not exceed β ≈ 3◦

[94].
To provide more elaborate insight in these limitations, sub-question 1 was answered:

1a. What requirements can be used to verify the FCS?

Chapter 4 gives an insight in the commonly used Handling Qualities (HQ) verfications used to verify perfor-
mance of a FCS. TheMIL-STD-1797A is used for verification and quantification of controller performance,
eventhough there is discussion about the applicability of certain metrics, especially for large commercial air-
craft, such as the Flying-V. It was concluded that several time-domain and frequency domain requirements
would be used, to verify the performance of the FCS.
When working on the simulation model from Stougie et al., it was concluded that several mistakes were
made with the model implementation, influencing the HQ results as these are acquired by linearising the
simulation model. The aircraft was not in a proper trim, which is crucial for a reliable linear approximation.
With the updates made to the original FCS, without changing the control law, it was concluded that the
problem with the sideslip reference tracking was resolved. Furthermore, incorrect HQ requirement bound-
aries were set by Stougie et al. for the pitch attitude bandwidth, equivalent time delay, and eigenmode
parameters.
Next, to the HQ limitations, the original Flight Envelope Protection (FEP) was evaluated. The original
FEP protects the load factor experienced by the pilot, Angle of Attack (AoA), and Euler roll angle. With
the test cases, Stougie et al. presented, the FEP exceeded and oscillated around the AoA protection limit.
However, the load factor and roll angle protection showed proper performance for the presented test cases.
For the AoA oscillations, a damping term was suggested to counteract the oscillatory behavior and it was
recommended to extend the FEP by adding protected states.

2. What is the state of the art in Hybrid INDI control and FEP?

This question has been answered by Chapter 3, highlighting Hybrid INDI and FEP methods. Stougie et al.
suggested the implementation of a Hybrid INDI control law to overcome the stability margin issues found
in his research. The basic principle of Hybrid INDI is to combine the model-based INDI and sensor-based
INDI information and merging these to create a control law, that compensates for the drawbacks of each

97



98 Chapter 11. Conclusion

approach. From the literature research, it was found that three promising methods could be implemented to
merge these different control laws, namely Complementary Filter (CF), Augmentation Matrix (AM), and
Extended-State-Observer (ESO). These have been implemented in different research and show superior
performance with increased time-delay compared to sensor-based INDI. Eventually, Hybrid INDI using a
CF was chosen because it is a straightforward, tuneable method with good tracking performance.

Focussing on the FEP, there are multiple methods for which different model structures are necessary. Most
methods that were found were based on an adaptive control law, which does not fall in the scope of this
research. An interesting research paper from Falkena et al. [53] compares different methods: a control lim-
iting structure, a command limiting structure, a Model Predictive Control (MPC) control law, and a virtual
control limiting structure. Falkena found that command limiting protection is versatile, showing adequate
protection performance. Therefore, this method was chosen, specifically an exponential potential function
command limiting structure, based on Sun et al. [84]. Industry standards regarding envelope protection
extend to overspeed protection and pitch attitude protection; however, as overspeed protection is an audible
warning, this protection limit is not implemented in the control law.

3. How are performance and fault-tolerance affected by the implementation of Hybrid INDI
as the Flight Control System of the Flying-V?

Research question 3 has been answered by the results presented in the scientific paper in part I and the
additional results shown in Chapter 9. This research question is answered using two methods, first the
nominal performance is evaluated for the sensor-based INDI and Hybrid INDI, using the base sensor con-
figuration. Next, the fault tolerance of the Hybrid INDI controller system is evaluated using parametric
uncertainty and assessing the fault tolerance in the time and frequency domain.

First, to compare the nominal performance of the sensor-based INDI and Hybrid INDI, both simulation
models were tested using three different time domain test cases: longitudinal, lateral, and directional step
responses. All tests were evaluated using several metrics, namely, Overshoot (OS), Settling Time (ST),
Control Surface Activity (CSactivity) andMaximumControl Surface Deflection (CSmax), for which a trade-
off between HQ and time-domain response was found. The most notable difference was found for settling
time of the sideslip response, in cruise. For the HQ comparison Hybrid INDI proved to be satisfactory for
the phase margin requirements in both approach and cruise, however the gain margin requirements were
not met for all control channels. The sensor-based INDI model showed too low stability margins, as was
concluded by Stougie et al. [14].

Next, two separate sub-questions were formulated to answer the question related to fault tolerance. Starting
with sub-question 3a:

3a. How does the Hybrid INDI controller handle model uncertainties in the mass, iner-
tia, control surface characteristics, and aerodynamic uncertainties?

By implementing parametric uncertainties with the following model-based parameters, it was found that
the Hybrid INDI shows better stability margins when relying more on the sensor-based part of the model.
Furthermore, using a sample size of 750 samples, it was found that mass uncertainty hardly influences
the stability margins and control surface characteristics, only degrade the margins beyond the cross-over
frequency. Aerodynamic uncertainty behaves differently for approach compared to cruise. For cruise,
it primarily influences the gain margins, whereas, for approach, it impacts both gain and phase margins,
drastically reducing the stability margins. Inertia uncertainty behaves similarly for approach and cruise,
impacting gain and phase margins across the frequency domain and around cross-over.

Next sub-question 3b is answered:

3b. How does the Hybrid INDI controller handle sensor uncertainties looking at time
delay and air density uncertainty?

Opposite to the model uncertainties, the Hybrid INDI gives better stability margins when relying more on
the model-based INDI, providing sensor uncertainties. The effect of time delay only influenced the mar-
gins when the time delay would be increased in increments with a common integer multiple of the body
rate sensor sampling time. When looking at the frequency response, it was shown that the uncertainty in
air-density measurement did not influence the stability margins, whereas the time delay influence was most
noticeable from the cross-over onward for both gain and phase margin.

To conclude this research question, the combined effect of model-based and sensor-based uncertainty was
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tested, similar to the nominal model, with time-domain tests and uncertainty impact on HQ parameters.
These analyses showed that the current implementation of Hybrid INDI is not fault-tolerant to the com-
bined uncertainties. For the 750 sampled uncertainties, at least 82.8 % of the samples fall within the set
threshold of three Median Absolute Deviation, which removes outliers from the samples for both approach
and cruise. Furthermore, for the HQ assessment, the trend for approach and cruise was similar for the fol-
lowing conclusions. The median is above the minimum for all stability margin requirements that satisfy
level 1 HQ requirement. Next, the Low Order Equivalent System (LOES) approximation gives unsatisfac-
tory results, also making the results of the short period and CAP questionable as those are based on the
LOES approximation. The lateral LOES approximation gave better results, for which it can be concluded
that for the majority of the uncertainty samples, the HQ requirements are met.

4. How can FEP be improved to enhance the overall safety of the Flying-V aircraft?

Research question 4 continues upon the literature research from research question 2, where the state-of-
the-art FEP was researched. The term safety reflects the ability of the updated FEP control law to keep the
Flying-V within set boundaries, for more excessive pilot inputs. As was concluded in the scientific paper,
in part I, the test cases for the original FEP were not challenging enough to show the deficiencies embedded
in the implementation. Only the longitudinal approach condition remained stable for all test cases of the
original system, as the pilot command was limited by the AoA protection since the aircraft is trimmed above
the set limit.
The updated FEP keeps the aircraft stable in all test cases, however does exceed set protection limits, espe-
cially in approach condition. This is happening due to the controller structure and actuator saturation. For
the controller structure, pitch protection will have the highest priority of staying within set limits. Further-
more, a set roll command influences the pitch behavior due to the coupling of command channels. Due to
actuator saturation, the aircraft lacks control authority to keep the protected states from crossing their limit,
which does not lead to instability. It can be inferred that the updated FEP is safer because it does not result
in instability for excessive pilot inputs, unlike the original model.

5. How will the FCS perform with a Hybrid INDI including an enhanced FEP compared to
the current FCS?

Lastly, research question 5 combines the findings of the conclusions mentioned above, which indicates that
the Hybrid INDI implementation outperforms the original FCS both in performance, measured by HQ re-
quirements, maturity, as the updated model solved underlying problems with the original simulation model
and safety, as the updated FEP makes handling the Flying-V aircraft safer compared to the original FEP
implementation.
To conclude, this research started with the goal to improve performance, mature the simulation model, and
enhance safety looking at envelope protection concerning the FCS of the Flying-V aircraft by implement-
ing a Hybrid INDI controller with an enhanced FEP system. It can be concluded that this goal has been
achieved, explicitly comparing it to the original FCS. However, the updated FCS does not reach all set re-
quirements, some requirements have not been tested, the current implementation is not fault-tolerant against
the set uncertainties and the FEP exceeds its set protection limits. Therefore, Chapter 12 will continue with
recommendations for further research.
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Recommendations for future work

As was concluded in Chapter 11, the goal of this research has been achieved. However, several aspects still
need research to further improve, mature, and enhance the safety of the FCS of the Flying-V.
To start with improving the FCS, from evaluating the HQ requirements, it was concluded that two aspects
need further research: LOES approximation and adding control authority. As has become apparent from the
HQ results, the Hybrid INDI does not meet the set requirements. As shown in the uncertainty assessment,
the LOES approximation is inconsistent and essential for proper result evaluation. The current method
fits two individual frequency response datasets to the same LOES. However, research can be dedicated to
finding a robust process with better overall approximations. Next, research should be devoted to finding a
suitable control surface layout to improve control authority, especially for approach condition. This research
also posed questions to how the Flying-V aircraft is currently validated using the set HQ. Although these
are useful, there is discussion about how the requirements shall be assessed and if they apply to the use-case
of the Flying-V aircraft.
To further mature the simulation model, it is recommended that a more accurate aerodynamic dataset is
added with data across the flight envelope, mainly focusing on accurate control surface effectiveness data.
Furthermore, as has become apparent from the uncertainty simulations, the inertia uncertainty influences
the stability margins around the cross-over. With the current simulation model, only one inertia matrix is
available for Maximum Take-off Mass (MTOM). Therefore, the inertia property shall be researched for
different pCoG and mass.
Lastly, to improve safety, research should be dedicated to correctly identifying the flight envelope of the
Flying-V and researching different methods to implement the CA and PCH, as control saturation should
prevent outer-loop controllers from demanding extra control input, however as was concluded from the
FEP results, the actuator saturation is the main reason the protected states exceed their limits and in case of
the original model even make the system unstable.
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Figure A.1: Control Anticipation Parameter as a function of short period damping handling quality requirements [95]
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Figure A.2: Short period response, for Gibson criteria [32]
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(a) Pitch rate overshoot and pitch attitude dropback
requirement [90] (b) Phase rate frequency requirement [93]

(c) Class II and III, Category B and C flight path
angle bandwidth requirements [90]

Figure A.3: Gibson Criteria
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Figure A.4: Open-loop and closed-loop interpretation of pitch bandwidth criterion [92]
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Figure A.5: Bandwidth criterion as per MIL-STD-1797A [90]

(a) Categories A and D, all Classes (b) Categories B and C, Class IV

(c) Categories B and C, Classes I, II, and III

Figure A.6: Bandwidth Criteria as per Mitchel et al.[90]
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