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Abstract 
 

With the current urge around the globe for switching to “green energy” and Renewable Energy 

Sources (RES) utilization, the electrification of the transportation sector has become a necessity. While 

the emerging Electric Vehicles (EVs) can provide several benefits to the power grid, such as voltage and 

frequency regulation and power quality improvement, the large and immense EV fleets penetration can 

have the exact opposite results, if no suitable charging method is utilized. Therefore, the uncontrollable 

EV charging, that is being utilized today, will not be capable of offering sustainable energy to the future 

EVs with respect to the power grid limits and hence, today’s research field has turned to optimized smart-

charging techniques. However, most of these algorithms treat the problem of smart-charging determinis-

tically, assuming 100% accurate prediction of the input data, while it has been shown that the optimality 

of results can be seriously deteriorated even under small prediction error. 

This thesis purpose is to address the impact and potential management of several uncertainties 

related with EV smart charging: PV Generation, Load Demand, arrival SOC, Arrival and Departure time 

of the EVs & (Frequency Containment Regulation) FCR Reserves provision uncertainties. The main 

handling technique, utilized in this thesis, is the Robust Optimization (RO) approach, taking advantage 

of its very lower computational expense and protection against the worst-case scenario of the uncertainty, 

with the combination of the Receding Horizon Optimization (RHO), that is already implemented in the 

Benchmark algorithm. After improving the Benchmark algorithm by providing it with prediction feature, 

this thesis proves the capability of improved robustly EV charging with the combination of RO-RHO 

approach with prediction, which reduces the economical (in terms of charging costs/income) and “cus-

tomer satisfaction” (in terms of unfinished charging gap impacts) of all the uncertainties considered. A 

more robust and “realistic” FCR reserves provision model has been developed, as well. Last but not least, 

the well-known RO drawback of potential over-conservativeness, in other words high deterioration of 

optimality at expense of robustness, is address for every uncertainty. 

The results of the investigation provide valuable results about which uncertainty has the greater 

impact, is more robustly manageable or inflicts the highest “Price of Robustness”, regarding overcon-

servativeness. For example, it has been found that the FCR reserves uncertainty inflicts the highest eco-

nomical and charging gap impacts, however it is the most robustly manageable uncertainty as well, if 

RO and prediction feature are utilized. Moreover, while arrival SOC and Parking Time uncertainties 

affect highly the unfinished charging gap, the PV Generation and Load Demand have practically only 

economic impact, which is also lower than the other uncertainties, hence they are defined as the “uncer-

tainties with the least impact”. Finally, there are 3 types of nodes studied: the “Home” Node, the “Semi-

Public” Node & the “Public” Nodes. Observing their behavior during the different uncertainties’ study 

cases, interesting results have been found about their robust management and affection by the various 

uncertainties. Finally, comparing the Benchmark and the Prediction – Capable (P-C) algorithms for the 

management of the uncertainties, the value of the prediction feature insertion has been proved, as well. 
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Chapter 1 Introduction 
 

1.1 Electrification of Transportation Sector & Futuristic Power Grids 
 The environmental impact of the conventional energy sources utilization and the forthcoming 

depletion of fossil fuels are some of the most critical issues of the energy sector that need to be addressed. 

Moreover, according to the United States Environmental Protection Agency (EPA), the 28% of the total 

U.S. greenhouse gas emissions origins from the transportation sector [1]. Furthermore, the Canadian 

transportation sector is responsible for the 2nd largest amount of greenhouse emissions. For example, it 

can be clearly seen in Fig. 1.1, that transportation emissions integrated in 2013 the 23% of the total 

amount, after the emissions of the oil & gas sector [2]. Therefore, the need for electrification of the 

majority of the transportation system with the emerging EVs, becomes more and more evident and many 

countries around the Globe have already put relative targets in the future years [1]. Many countries have 

already made important steps towards the electrification of the transportation sector. As depicted in Table 

1.1, in 2013, USA was the first country regarding the size of the Plug-In Electric Vehicles (PEVs) fleet, 

while Norway was the pioneer, regarding the integration of the PEVs in the market share. 

 

Fig. 1. 1: Distribution of Greenhouse Emissions in Canada (2013) [2] 

 

Table 1. 1: Top 6 Countries on PEV Fleet, Population & Sales Market Share (2013) 

 

Country PEV Fleet 
Population 

PEV market share (%) 

United States 172.000 320.050.716 0,62 

Japan 

China 

Netherlands 

France 

74.124 

38.592 

28.673 

28.560 

127.143.577 

1.385.566.537 

16.759.229 

64.291.280 

0,85 

0,08 

5,37 

0,67 

Norway 20.486 5.042.671 5,60 
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1.2 EVs benefits & Challenges 
 On the same direction, the emerging increasing use of Renewable Energy Sources (RES) instead 

of the use of fossil fuels, generate new challenges in the future power grids, such as generation 

fluctuations due to their intermittent generation character [3]. On the one hand, EVs can cope with the 

generation deviations of RES, acting as “smart-loads” and providing ancillary services, such as storage 

and spinning reserves capabilities. They are capable of improving stability actively with Demand-Side 

Management (DSM) programs, offering reserve services and Vehicle-to-Grid (V2G) technology. 

Therefore, frequency and voltage regulation, reactive power compensation, power quality improvement 

and congestion management are only some of the major contributions that EVs can offer to the future 

power grids [4]. However, all of the above can be accomplished, only if their integration is accomplished 

on a “smart” and coordinated manner. On the other hand, increased and un-coordinated employment of 

EVs can provoke several negative impacts on the future power grids. Some of them can be power and 

voltage quality reduction (voltage instability, phase unbalance, harmonics distortion), distribution 

network components overloading and defects (transformers and lines saturation), power losses increase 

as well as congestions and reliability issues, due to the significant rise of new power demand [5], [6], [4]. 

In Fig. 1.2, the positive and negative impacts of the future EVs integration into the power grid are 

summarized [4]. 

 

 

Fig. 1. 2: Positive and Negative Impacts of EVs to the future Distribution Networks [4] 

 

1.3 EV charging & Thesis Motivation 
 One major part of the “smart” and coordinated integration of the future EV large fleets into the 

power grid is related with the charging method. The conventional charging techniques can be categorized 

as: 

• Uncontrolled-Immediate Charging: Represents the simplest and most commonly used charging  

technique that is applied today. The moment that the EV is plugged in, it is free to receive the full rated 
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power of the EV charger without any control from the operator, until the State-of-Charge (SOC) reaches 

the 100% or the minimum specified value from the EV user. While, at present, it is still a viable option, 

it is considered that Uncontrolled Charging (UC) will enhance greatly the aforementioned potential 

negative impacts of the forthcoming large EV penetration, if no strategy is applied to avoid the high peak 

loads. Therefore, especially during the high power-demand periods (6-8a.m when people park their cars 

before work or 6-8p.m when they return home), this method is going to create severe issues, regarding 

grid stability in the future [4], [7], [8]. 

• Delayed Charging: Represents a charging method that is in position to reduce the negative 

 impacts of the Uncontrolled Charging, shifting the load to off-peak periods of the day. This is 

accomplished generally by increasing the energy price during peak periods and reducing it during off-

peak, incentivizing the customers to use the EV charger during low price periods. While Delayed 

Charging (DC) is considered to be a “safer” charging method than UC, it controls the charging time but 

not the charging power. As a consequence, incentivizing the EV users to charge during off-peak periods, 

it is very likely to induce another peak-load during off-peak periods, especially at the end of the peak 

periods [4], 

• Average Charging: Regarding the particular charging method, the charging period is initiated  

when the EV is plugged in the EV charger, such as in UC. However, instead of receiving the rated power 

of the charger, the EV receives a constant charging power during the whole parking time interval. The 

constant charging power is determined by the total energy and the total parking time, which have been 

set by the EV user at the start of the charging period. The main goal of Average Charging (AC) is to fully 

utilize the parking time of the EV. Equation (5) defines the charging time and is presented below [8]: 

 

𝑃𝑎𝑣𝑔 =  
𝐸𝑎𝑠𝑘𝑒𝑑

𝑇𝑑𝑒𝑝 − 𝑇𝑎𝑟𝑟

(1) 

Where: 

 𝐸𝑎𝑠𝑘𝑒𝑑: the required charging enery 

 𝑇𝑎𝑟𝑟: time of arrival  

 𝑇𝑑𝑒𝑝: time of departure 

𝑃𝑎𝑣𝑔: average charging power 

 

Controlled-Charging  
Due to the increasing number of EV penetration, the conventional charging techniques, especially 

the commonly used uncontrolled charging schedules will no longer be able to cope with the induced 

negative impact on the system stability. Multiple smart-charging algorithms have been developed in order 

to firstly satisfy the customer needs and requirements and secondly facilitate the power flow in the power 

distribution system, taking advantage of the fact that most of the EVs are parked at their parking slots for 

considerable time intervals, while working or during the night. Either Centralized Smart-Charging (with 

the use of a central entity) or Decentralized Smart-Charging are applied, controlled charging is capable 

of controlling charging time and power, depending on several constraints such as total power demand, 

system components’ stress, voltage stability and losses. The objective of the majority of the Smart-

Charging optimizations is the minimization of the charging cost [4]. The potential benefits of Smart-

Charging are summarized below [9]: 

• Reduction of potential need of grid reinforcement costs due to reduction of demand peaks 

• Increase of energy cost savings with the use of Time-of-Use tariffs by the EV users 

• Self-Consumption increase, incentivizing “prosumers” (consumers who are capable of producing 

their own energy e.g PV panels) to use effectively both the grid and their own power depending 

on the market energy prices and the grid physical limits 
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• EV Ancillary Services provision to the Distribution System Operators / Transmission System 

Operators (DSOs/TSOs) (e.g real-time energy balancing) with the utilization of the EV fleets as 

“flexible loads” and of emerging technologies such as the Vehicle-to-Grid Technology (V2G)  

 

      In Fig. 1.3, the Smart-Charging method is presented, compared with the conventional charging 

methods, regarding a normal daily EV power profile [10]: 

 

Fig. 1. 3: Daily EV power profile with the application of different charging methods [10] 

 

Motivation 
Most of the investigated smart charging algorithms treat EV charging as a static offline scheduling 

problem. Moreover, other researches investigate Smart-Charging as a dynamic scheduling problem, 

considering perfect prediction of the various data inputs for the extraction of their optimal charging 

results such as in [11]. However, there are certain variables of the charging optimization model, which 

cannot be perfectly predicted, such as the EV user driving patters, e.g the arrival and departure time of 

the EV users [13], [12]. Moreover, it is well-known that RES (PV) generation, that is usually an inherent 

part of every EV charging station, is intermittent and prone to forecasting errors. Furthermore, load 

variations and energy prices constitute two more non-trivial uncertainties, since neither the exact timely 

load nor the exact bids of the market parties can be predicted with 100% accuracy [2]. 

 Considering the stochastic nature of the aforementioned and many other variables, integrated into 

the power systems: the results of Smart-Charging investigations, with no uncertainties considered, can 

be reasonably questioned. The validity of the results, especially of the uncontrolled common charging 

techniques, but of the emerging smart-charging techniques as well, can be essentially undermined and 

deteriorated. The importance of the impact of the potential prediction errors on the robustness of the 

“optimality” of existing deterministic schedulers has been shown in [11]. The authors in [11], inserted an 

increasing error from zero to 5% on the optimal scheduler of [14] and proved the magnitude of optimality 

deterioration even under small prediction errors. In Fig. 1.4, the optimal load results computed by the 

scheduling algorithm of [14] with 5% and without prediction error. Therefore, various uncertainty 

handling techniques have been proposed in order to tackle with the system uncertainties, which will be 

explained in Chapter 2, such as stochastic optimization (probabilistic, possibilistic), robust optimization, 

Information Gap Decision Theory (IGDT) etc. 

 

1.4 Research Goal Statement, Thesis Objectives & Research Questions 
Several researches have investigated the uncertainties modelling with stochastic-based approaches or 

robust-based approaches comparing them with the deterministic smart-charging techniques. Regarding 

the thesis objectives, this thesis aims to address the importance of uncertainties consideration, associated 
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with the EV charging methods, regarding their impact on the pioneering smart-charging algorithms and 

their potential management. The uncertainties considered are: PV Generation, Load Demand, EV user 

driving patterns (arrival time, arrival SOC, departure time) and power capacity reserves offered to the 

grid, with the use of Robust Optimization. On that manner, much fewer investigations have addressed 

the presence of so many uncertainties and combination of them, where this thesis aims to contribute to. 

Moreover, this thesis aims to enhance the knowledge on combining Robust Optimization with an 

uncertainty handling technique of another nature, called Receding Horizon Approach, which is already 

integrated in the benchmark Smart-Charging Algorithm. Furthermore, this thesis contributes to a 

development of a more robust and evolved smart-charging model, which integrates “prediction – 

expectation” capabilities in terms of EV user driving patterns (future – predicted EV arrivals are 

integrated in the optimization horizon) and “called – activated” FCR by the TSO. On the same manner, 

the thesis has developed a more “realistic” and robust PV Generation and Load demand forecasting 

curves utilization, with the use of “real” data and the RHO advantage of considering new updated real 

data at every re-optimization. 

Finally, this thesis aims to reveal the performance and effectiveness of RO, combined with Receding 

Horizon Optimization (RHO), regarding the nominal algorithm objective: the minimization of the 

charging cost. Finally, one more aspect that the particular thesis aims to enlighten is the trade-off between 

uncertainty tolerance and deterioration of the algorithm optimal results, called “protection-

overconservativeness trade-off”, regarding Robust Optimization. 

 

Fig. 1. 4: Optimal Load Profiles by the Globally Optimal Algorithm [14] under 100% accuracy of 

prediction and by the Prediction Algorithm [14] under 5% prediction error 

 

 Considering all of the above, the Research Goal Statement can be formulated as follows: 

 

“How to address the impact and management of system uncertainties on the optimality of Smart – 

Charging with the use of Robust Optimization” 

  

  More specifically, the thesis will focus on the smart-charging algorithm of the “Orchestrating 

Smart Charging in mass Deployment” (OSCD) project, developed by the particular thesis PhD 

Supervisor Mrs. Yunhe Yu, under the supervision of Prof. dr. Pavol Bauer and Dr.ir. G. R. Chandra 

Muli [15]. The “OSCD” algorithm will serve as the benchmark smart-charging algorithm, on which 

Robust Optimization will be employed for the management of the various uncertainties. The 
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benchmark algorithm has already been evaluated in various investigations, considering however 100% 

prediction accuracy (no uncertainties considered). The severity of the uncertainties impact will be 

addressed by observing the deterioration of the benchmark algorithm optimal cost and customer 

charging satisfaction (EVs unfinished charging gaps) for each and every aforementioned uncertainty 

considered.  

The Research questions, that can be derived by the aforementioned thesis objectives, can be 

formulated as follows: 

 

Main Research Questions (regarding system uncertainties):  

• Which system uncertainty is more crucial in terms of impact on the optimality of the smart-

charging results and which system uncertainty is more robustly manageable in a Smart-Charging 

Algorithm, that utilizes Robust Optimization Approach and prediction capabilities? 

• How to develop a Smart-Charging Mixed-Integer Linear Programming (MILP) algorithm, that 

can manage uncertainties robustly? 

• How much can the optimality of results be deteriorated at expense of robustness, regarding each 

system uncertainty? 

 

Secondary Research Questions (Regarding Robust Optimization): 

• What is the performance of the RHO-RO approach (combination of RHO and RO approaches) in 

terms of management of uncertainties in the system? 

• What is the importance of prediction capabilities in a Robust Smart-Charging Algorithm? 

 

1.5 Thesis Outline 
Finally, the outline of the particular thesis is presented below, while the flow-chart of this thesis 

milestones and objectives is presented in Fig. 1.5. 

 

• Chapter 1 Introduction: Explanation of the research background and motivation and statement 

of the research objectives & questions 

• Chapter 2 Handling Uncertainty: Summarization of the various uncertainty handling 

techniques from the existing literature on EV charging optimization under uncertainties. 

• Chapter 3 Robust Optimization Methodology: The optimization model of the “Robust Smart-

Charging Algorithm” is formulated mathematically. On that manner, explanation of the 

benchmark smart-charging algorithm with the related objectives and constraints is integrated in 

the particular chapter. All the considered uncertainties, apart from the regulation reserves 
provision which are addressed individually in Chapter 6, are taken into account in the formulation. 

Finally, the utilized software and optimization solver are discussed, as well. 

• Chapter 4 Management of Smart-Charging Uncertainties: In Chapter 4, the evolution of the 

RHO approach of the benchmark smart-charging algorithm with the integration of RO is 

explained. This chapter divides this thesis investigation into two separate studies. The first study 

integrates analysis of the management concepts of the uncertainties: PV generation, Load demand, 

Arrival & Departure Times and Arrival SOC, as well as, the decision of the corresponding 

“uncertainty sets”. The second study investigates the ancillary services (FCR reserves) that the 

algorithm provides to the power grid and the related uncertainty integrated. A separate study is 

devoted to the issue of FCR reserves provision due to its stand-alone character and distinction 

from the other uncertainties and the computational expense of its management. 

• Chapter 5 Study Cases & Results of the PV Generation, Load Demand & EV user patterns 

uncertainties’ management: Chapter 5 contains the study cases and gathered results of the 
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performed simulation runs for every uncertainty considered in Study 1 (PV Generation, Load 

Demand, arrival SOC and Arrival & Departure Time). Considering the particular uncertainties, 

their impact as well as the performance of RO and prediction for their management are evaluated. 

• Chapter 6 Study Cases & Results of the FCR reserves uncertainty management: Chapter 6 

contains the study cases and gathered results of the performed simulation runs for FCR reserves 

uncertainty, investigated in Study 2. Such as in Chapter 5, the impact of FCR uncertainty and its 

potential robust management are addressed. 

• Chapter 7 Summary & Discussion of Results from Smart-Charging Uncertainties 

management: Chapter 7 summarizes all the results from Chapter 5 & Chapter 6. The goal of 

Chapter 7 is to answer the above-stated research questions, stated at Chapter 1, regarding firstly 

the impact and management of the various uncertainties existing in Smart-Charging and secondly 

Robust Optimization price & performance. 

• Chapter 8 Conclusions & Future Work Motivation: The conclusions, related firstly with the 

simulation results & discussion of the 1st study and secondly with the research on FCR reserves 

provision of the 2nd study, are presented in Chapter 8. Furthermore, proposals for future researches 

are also added in the particular chapter. 

• References: The references and bibliography of the thesis  
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Fig. 1. 5: Flowchart of Thesis Milestones & Objectives 
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Chapter 2 Handling Uncertainty 

 

2.1 Uncertainties in the Power Systems 
Uncertainty is defined as the probability of deviation of the observed real value of variable from the 

corresponding forecasted one [16].  

In the new electric power systems and in the coming years, new electric aspects and components are 

being constantly added up, which introduce new uncertainties in the system that should be taken into 

consideration. Such aspects could be the integration of Renewable Energy Sources (RES) generation, 

whose intermittent character aggravates the power balance between generation and supply. Considering 

also the uncertain behavior of the EV users, dealing with the aforementioned problems becomes even 

more challenging. Furthermore, the emerging bi-directional electric system with the introduction of new 

factors and concepts in the energy market, such as aggregators, “prosumers” and smart-loads influence 

the forecasting energy price value in Day-Ahead Markets (DAM) but in Intra-Day Markets, as well [13]. 

Moreover, if we consider the massive expected integration of EV fleets in the nearest future, the economic 

impact on the energy economy fluctuations will become even more important [5]. Finally, neither the 

various non-smart loads can be perfectly predicted, nor the potential system failures and power outages. 

Generally, the uncertain variables in power system studies can be divided into the 2 following main 

categories (see Fig. 2.1) [17]. 

• Technical Parameters: Consisted of the Topological Parameters (failures or outages of lines-

generators-metering devices) & Operational Parameters (generation, demand) 

• Economical Parameters: Consisted of the Microeconomic Parameters (unemployment rates 

or economic growth) & Macroeconomics Parameters (Price levels or Government 

Regulations) 

 

Fig. 2. 1: General Classification of Uncertain Parameters in energy system studies [17] 

  

Most of these uncertainties become significantly evident in micro-grids such as EV charging stations.  

Charging stations integrate PV production with the well-known stochasticity in order to provide “green” 

charging energy to the customers [18], [19]. Moreover, multiple uncertainties such as the EV user's habits, 

e.g the EV arrival and departure times, the timely not easily predicted no-EV loads, the energy price 
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deviations and the inevitable system failures also characterize the charging networks. While conventional 

energy scheduling is arranged a day in advance with Day-Ahead Market, because forecasting errors 

provoke a minor impact regarding conventional grids (therefore a perfect forecast is reasonable), in EV 

charging stations that cannot be assumed. Hence, traditional energy generation scheduling techniques, 

such as Unit Commitment (UC) or Economic Dispatch (ED) are substituted in generation energy 

scheduling applications, that consider uncertainties. As we can see in Fig. 2.2 and it will be thoroughly 

explained later in the chapter, the main two approaches that can be utilized are Stochastic Optimization 

(S.O) & Robust Optimization (R.O) [5].  

Moreover, Fig. 2.3 depicts the flowchart of a typical optimization problem, which considers 

uncertainties in the system [18]. As it can be seen, firstly system modelling (with optimizer) and 

uncertainties modelling are performed. Subsequently, the stochastic-based or robust-based optimization 

is initialized. Depending on the selected technique, the deterministic optimizer is called and statistical 

data of each evaluation results are stored, until the termination criterion is met. Finally, the reliable (or 

global) optimal result is computed from the stored iterations data. 

 

 

Fig. 2. 2: Overview of Energy Generation Scheduling Approaches [5] 

 

Multiple different handling approaches have been proposed on the base of Stochastic or Robust 

Optimization, for dealing with uncertainties. The main existing uncertainty handling techniques, which 

are going to be furtherly explained in the next paragraphs, are presented in Fig. 2.4. 
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Fig. 2. 3: Flow-chart of an optimization problem considering uncertainties [18] 

 

Fig. 2. 4: Uncertainty Handling Techniques [17] 



14 | P a g e  

 

Regarding Stochastic Optimization, the approaches can be mainly divided into three main 

categories: the probabilistic, possibilistic and hybrid probabilistic-possibilistic approaches [18].  

 

2.2 Probabilistic Approaches 

 

2.2.1 Introduction in Probability 

 

Probability Density Functions (PDFs) & Cumulative Density Functions (CDFs) 

 The first uncertainty handling technique, which is the most commonly used, takes advantage of 

the probability density functions (PDFs) and cumulative density functions (CDFs), which model the 

uncertain discrete or continuous input random variables, respectively [18]. More particularly, the 

probability (or statistical) distributions of the stochastic input variables describe the results of varying a 

variable and the related probability of these results. They represent the distributions, which govern the 

stochastic variables, and are derived by a number of available historical data [20] Therefore, a pdf or a 

cdf provides the different probabilities, regarding the different possible outcomes of an experiment. The 

most commonly used distribution functions for continuous variables are Uniform, Normal, Gamma, 

Exponential, Beta, Weibull and Pareto distributions, while the most common for discrete functions are 

Bernoulli, Binomial, Discrete uniform, Geometric & Poisson distributions [20]. 

 

Identification of PDFs from available historical data sets: Fitting Routines 

 Firstly, a small introduction is presented about the various ways, that can be implemented, in 

order to identify the distribution of an input variable utilizing the related historical data set (distribution 

fitting). Various different numerical methods have been proposed for the extraction of the corresponding 

probability distributions when historical data is available, which are called “fitting routines”. Their 

purpose is mainly to identify the most appropriate distribution for every stochastic variable [20]. The 

most important distribution fitting routines are summarized below: 

 

 → Method of Maximum Likelihood (ML) 

The particular method aims to identify the distribution parameters, from which the data are more likely 

to arise, considering that the derived data from the PDF are independent and identically distributed. ML 

method is asymptotically unbiased, meaning that the method bias is close to zero as the sampling data 

approach infinity. Moreover, it is considered to be asymptotically efficient, meaning that no unbiased 

estimator has lower mean squared error than ML. 

 

→ Method of Moments (ME) 

This method combines observed sample moments with unobserved moments, derived by theoretical 

equations, in order to perform estimation for various distribution parameters such as mean, variance and 

median. The most important advantage of ME is that the ME can be easily calculated by hand, whereas 

the relative ML estimators may be intractable even with the use of computers. However, ML estimating 

parameters are more likely closer to the real quantities and ME may provide estimates outside the 

parameter and cannot be utilized. 

  
 → Nonlinear Optimization 

Utilizing as decision variables the unknown parameters of a distribution and as objective functions the 

minimization of Goodness-Of-Fit Statistics or the sum-squared difference of the sample moments (mean, 

variance, skewness, kurtosis), Nonlinear Optimization can be used for the estimation. However, it needs 

more time and it is considered as less efficient. 
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Goodness-Of-Fitness Statistics (GOF): evaluation of distribution fitting 

After having fitted the data from the historical sets in distribution functions, creating the relative 

PDFs of uncertainty variables, GOF Statistic measures can be used for the evaluation of the performance 

of the fitting routines for the probability distributions. GOF Statistics perform as evaluation tests of the 

validity of the formerly created PDFs in order to provide acceptance criteria, before the corresponding 

PDF is used in the optimization problem. They can be used in various software and the most well-known 

are the following: 

 

• Chi-Square Test 

• Empirical Distribution Function (EDF) Statistics 

◦ Kolmogorov-Smirnov Statistics (KS) 

◦ Quadratic Statistics 

◦ Cramer-von Mises Statistic 

◦ Anderson-Darling Statistic (AD) 

 

Most Common PDFs of various power system uncertain parameters 

Regarding electric power systems such as the EV charging stations the most common distribution 

functions used for the usual uncertain parameters are: [18] 

• Load (power system planning and operation studies): Gaussian PDF with mean the forecasted 

value 

• Wind Power Generation: Weighbull PDF 

• Photovoltaic Generation: Beta distribution function which mainly characterize the solar 

irradiation 

• Electricity Price: Gaussian PDF with mean the forecasted price value 

 

2.2.2 Monte-Carlo Simulation (MCS) 

 The most common method for handling uncertainties in power system is called Monte Carlo 

Simulation and utilizes repeated sampling in order to extract the results via statistical analysis [20]. It is 

related with random experiments, elaborating on the “what-if analysis” and it can be expressed as follows: 

[18] 

 

 𝑦 = 𝑓(𝑋, 𝑍), where: 

 

 X: set of uncertain input variables 

 Z: set of decision variables 

 y: system output 

 

 Therefore, extracting random values from each probability distribution of each stochastic variable, 

a set of output variables is derived from a set of input variables using the corresponding input-output 

relationship, while the termination criterion is not met. This set of output variables represents a specific 

resulting scenario from each simulation run. Summing up all the outcome scenarios from the total of the 

simulation runs and performing statistical analysis on the output values (e.g 𝑠𝑡𝑑:  standard deviation 

calculation), the method proceeds to the final decision-making and characterization of the objective 

output variation. Hence, the mean of objective values is finally considered as the merit of the individual 

outcome. The pseudocode of the MCS method can be seen below: 
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MCS pseudocode 

 

Generate sample 𝑋𝑒,𝑖 using PDF of uncertain decision variables 

Calculate 𝑌𝑒,𝑖 = 𝑓(𝑋𝑒,𝑖 , 𝑍) 

𝑚𝑒 =  ∑ 𝑌𝑒, 𝑖

𝑛

𝑖=1

 (2) 

 

𝑠𝑡𝑑 =  √∑
(𝑌𝑒, 𝑖 − 𝑚𝑒)2

𝑛

𝑛

𝑖=1

 (3) 

               

 It is evident that as the used samples of the stochastic variables and the simulation runs increase, 

the accuracy of the method is increased. However, the computational burden of the MCS increases as 

well. While MCS represents the most simply-structured method for handling uncertainties, it is 

considered to be computationally expensive, since it needs to consider 𝑘𝑛 different scenarios for all the 

possible different outcomes of the input random variables for validity of the results, where: n the number 

of the uncertain variables & k the samples used for each uncertain variable. Hence, the MCS computation 

burden is defined as 𝑂(𝑘𝑛). However, several methods have been introduced for the reduction of the 

computational burden of MCS. Some of the most commonly known are [17]: 

• Latin Hybercube Sampling (LHS) 

• Sample-Splitting Approach 

• Fission & Roulette Method 

 

 In [22] MCS has been performed in order to generate different scenarios for various uncertainties 

such as the feeder load profiles, the time of EV charging and the battery initial SOC. In [23], the EV user 

charging habit has been modeled by Binomial distribution and the EV uncertainty charging demand has 

been addressed by MCS. Various advances in sampling techniques regarding Monte Carlo Simulation 

has been introduced in [24], as well. 

  

2.2.3 Scenario-based Approach (SBA) 

 The SBA method represents another probabilistic approach, which deals with uncertain 

parameters. The SBA concept basically relies on the division of the stochastic variable PDF in a number 

of regions. Each i region represents a particular scenario i with a corresponding probability 𝑃𝑖, while each 

region is denoted with the value 𝑋𝑖. 𝑋𝑖 is the average value of the lower and upper bound of each region 

and the sum of all scenarios’ probabilities 𝑃𝑖 is unity. Finally, the value of the expected output variable is 

derived by equation (4): [18] 

 

𝑦 =  ∑(𝑃𝑖 ∗ 𝑋𝑖), 𝑤ℎ𝑒𝑟𝑒: i =  1, 2, . . . , K (PDF regions − scenarios) (4) 

 

 In [25], a 2-stage scenario-based approach has been proposed in order to control the multi-

objective dynamic systems motion where the relative position of the objects plays the most important 

role. More specifically, the SBA changes the formation of an Unmanned Aerial Vehicles (UAV) group 

from an arbitrary initial state to a specific required minimizing the sum of all UAV paths. In [26], the 

airport apron capacity is robustly estimated by a scenario-based optimization approach taking 

uncertainties into consideration, such as weather or taxing time. Furthermore, the SBA has been used for 

a network reconfiguration-framework after a complete black-out, maximizing the total number of nodes 
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to be restored and minimizing the total charging capacitor of the restoration paths. The SBA has been 

proposed in order to deal with the uncertainties of the transmission lines (Tls) [27]. More specifically, 

the two objective functions are the following equations (18) & (20): 

 

max(𝑓1) =  ∑ 𝑃(𝑠) ∗  ∑ 𝑉𝑖 

𝛹

𝑖=1

𝛺

𝑠=1

(5) 

 

min(𝑓2) =  ∑ 𝑃(𝑠) ∗ ∑ 𝐶𝑖𝑗

𝛷

𝐶𝑖𝑗=1

𝛺

𝑠=1

 (6) 

 

where 𝑉𝑖: the total restored number of nodes to maximized 

           𝐶𝑖𝑗: the total charging capacitor of restoration paths to be minimized 

           𝑠: the total number of possible scenarios 

           𝑃(𝑠): the probability-weight of each scenario considered 

 

 As it can obviously be seen the accuracy increases with the increase of the number of scenarios 

considered and the SBA method has the same computational burden as MCS (𝑘𝑛). However, a very large 

number of scenarios can be reduced by selecting a smaller number of scenarios which can represent the 

original one (𝛺𝑠  ⊂  𝛺𝑖 ). Nevertheless, the trade-off between loss of data and computational burden 

reduction must be thoroughly investigated. Below, the scenario reduction technique is presented: 

 

Scenario Reduction Technique 

 

Construct Probability Distance Matrix (consists of the distance between each pair 𝑐(𝑠, 𝑠’) of 

probability 𝜋𝑠) 

 

Select the first scenario s1: 

  

                                           𝑠1 = arg {𝑚𝑖𝑛𝑠′∈𝛺𝑗
∑ 𝜋𝑠𝑐(𝑠, 𝑠′)}𝑠∈𝛺𝑗

                                                          (7) 

 
𝛺𝑠={𝑠1}, 𝛺𝑗 = 𝛺𝑗 − 𝛺𝑠 (8) 

 

Select the next scenario for Ωs: 

                                                  𝑠𝑛 = arg {𝑚𝑖𝑛𝑠′∈𝛺𝑗
∑ 𝜋𝑠𝑐(𝑠, 𝑠′′)}𝑠′′∈𝛺𝑆∪{𝑠}                                                (9) 

 
𝛺𝑗 = 𝛺𝑗 − 𝛺𝑠, 𝑤ℎ𝑒𝑟𝑒: 𝛺𝑠 = 𝛺𝑆 ∪ {𝑠𝑛} (10) 

 

If cardinality of 𝛺𝑠 is sufficient, select next scenario. Else continue. 

 

Add the probability of each non-selected scenario to its closest scenario in the selected set & End. [17] 

 

2.2.4 Point Estimate Method (PEM) 

 Despite the simple structure and satisfying accuracy of the two previous handling uncertainty 

methods, the disadvantage of the computational expense cannot be ignored, especially in the multi-

objective smart-charging optimization field. The PEM method has been frequently used in order to 
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handle uncertainties in power systems, elaborating on the “moments” of the uncertain input variables and 

producing the corresponding PDFs of the output variables of the problem [18]. 

 Therefore, avoiding the computational expense of the MCS/SBA and the 

simplifications/assumptions of the analytical-deterministic solutions, PEM provides deterministic 

routines for solving optimization problems computationally inexpensively without the need of perfect 

knowledge of the corresponding PDFs. On the contrary, only the mean, variance, skewness & kurtosis 

of the distributions of the stochastic variables are needed. Multiple PEM schemes can be used for the 

realization of the PEM method, most of them summarized in Table 2.1 [28]. 

 

Table 2. 1: Qualitative Description of Different PEM Schemes 

 

 From the aforementioned methods, the first PEM scheme requires great computational expense, 

very often even greater than the corresponding computational burden of MCS. Li's method reduces the 

required number of simulation iterations, however the efficiency of the method still remains significantly 

lower than the MCS efficiency. Harr method accomplishes to minimize the computational expense, 

however only symmetric stochastic variables can be used for the realization of the method. Finally, 

Hong's PEM scheme of 𝐾 ∗ 𝑚  or 𝐾 ∗ 𝑚 +  1  simulation iterations achieve the required efficiency, 

accuracy and low computational expense, where K: the evaluation “moments - concentrations” and m: 

the number of the stochastic input variables of the optimization problem. The Hog's different usable 

schemes are the following: 

 

• 2m Scheme (𝐾 =  2) 

• 3m Scheme (𝐾 =  3) 

• 2m + 1 Scheme (𝐾 =  2) 

• 4m + 1 Scheme (𝐾 =  4) 

 

 The first method uses only 2 concentrations for each stochastic variable and while providing 

simplicity, the most important drawback of the particular scheme is the probability of the variable 

“moments” relying on regions of the PDF that are unknown, or even out of it. This drawback 

accompanies all 𝐾 ∗  𝑚 schemes, while the 𝐾 ∗  𝑚 +  1 schemes avoid it keeping the computational 

expense low (especially the 2𝑚 +  1 Scheme needs only 1 more iteration!). The 4𝑚 +  1 is similarly 

accurate and efficient, however the number of simulation iterations is increased considerably. Therefore, 

only the 2𝑚 +  1 scheme will be explained below. [28], [29] 

 

PEM 2𝑚 +  1 Scheme 

• The statistical information of each random input variable is concentrated in K points for each 

variable, named “concentrations” 

• The kth concentration of each variable is the pair (𝑝𝑙,𝑘 , 𝑤𝑙,𝑘), where 𝑝𝑙,𝑘 is the location (value) of 

the random variable and  𝑤𝑙,𝑘  the weight (relative importance) in the kth point 

• The optimization function has to be evaluated only 𝐾 =  2 times using the 𝑝𝑙,𝑘 value of the l 

Method’s author Number of Simulations 
Efficiency in Large Scale  

Ability To Handle  

Correlated variables Asymmetric variables 

Rosenblueth 2𝑚 Very Low Yes Yes 

Li O(𝑚3) Low Yes Yes 

Harr 2𝑚 High Yes No  

Hong 𝐾𝑚 𝑜𝑟 𝐾𝑚 + 1 High No Yes 
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variable at the k point and the 𝑚 − 1  mean values of all the rest input random variables 

(𝜇𝑝1
, … , 𝑝𝑙,𝑘, … . 𝜇𝑝𝑚

) 

• Until the previous step, the procedure is the same as in the 2𝑚 Scheme. The 2𝑚 +  1 scheme 

takes into account one more iteration considering the mean values of all the random variables 

(𝜇𝑝1
, … … . . , 𝜇𝑝𝑚

) 

• Determination of 𝑝𝑙,𝑘  =  𝜇𝑝,𝑙  + 𝜉𝑙,𝑘  ∗  𝜎𝑝,𝑙  , where 𝜇𝑝,𝑙 & 𝜎𝑝,𝑙: the mean and standard deviation 

of the 𝑝𝑙 variable and 𝜉𝑙,𝑘: the standard location of the variable at the particular point 

• Standard location 𝜉𝑙,𝑘   and weight 𝑤𝑙,𝑘  computation is derived by equations (11) & (12) 

respectively: 

 

∑ 𝑊𝑙,𝑘 =  
1

𝑚

𝐾

𝑘=1

(11) 

 

∑ (𝑊𝑙,𝑘 ∗ (𝜉𝑙,𝑘)
𝑗
)

𝐾

𝑘=1

= 𝜆(𝑙, 𝑗), 𝑗 =  1, … , 2𝐾 − 1 (12)  

where:  

𝜆(𝑙, 𝑗) =
𝑀𝑗(𝑝𝑙)

𝜎(𝑝𝑙)𝑗
: the jth standard central moment of the random variable 𝑝𝑙 (13) 

    

𝑀𝑗(𝑝𝑙) =  ∫ (𝑝𝑙 − 𝜇(𝑝𝑙))
𝑗
𝑓(𝑝𝑙)𝑑(𝑝𝑙)

∞

−∞

(14) 

 

f(pl): the probability density function of pl 

 

• For the 2𝑚 +  1 PEM Scheme and with the aforementioned NL problem solved by the Miller & 

Rice procedure, which integrates equations (15), (16) & (17). 

 

𝜉𝑙,𝑘  =  
𝜆(𝑙, 3)

2
+  (−1)3−𝑘√𝜆(𝑙, 4) −

3

4
∗ 𝜆(𝑙, 3)2 𝑓𝑜𝑟 𝑘 = 1, 2 &  𝜉𝑙,3  =  0                           (15) 

 

𝑤𝑙,𝑘  =
(−1)3−𝑘

𝜉(𝑙, 𝑘) ∗ [𝜉(𝑙, 1) − 𝜉(𝑙, 2)]
 𝑓𝑜𝑟 𝑘 =  1,2 (16) 

  

𝑤𝑙,3 =  
1

𝑚
−

1

𝜆(𝑙, 4)  − 𝜆(𝑙, 3)2
(17) 

 

• For the final simulation iteration at the point (𝜇𝑝1
, . . . 𝜇𝑝𝑚

), the following weight is used derived 

by equation (18): 

𝑊0  =  ∑ 𝑤(𝑙, 3)

𝑚

𝑙=1

= 1 − ∑
1

𝜆(𝑙, 4)  − 𝜆(𝑙, 3)2
 

𝑚

𝑙=1

(18) 

 

The flow diagram of the PEM algorithm is presented in Fig. 2.5 [28]. As it can be seen, the 
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deterministic power flow 𝑍(𝑙, 𝑘) is solved only 𝐾 ∗ 𝑚 (𝑜𝑟 𝐾 ∗ 𝑚 +  1) times depending on the number 

of the stochastic variables and the points-concentrations considered. 

 

• The final step is the computation of the statistical output information which is described by the 

equation (19): 

 

𝜇𝑗 = 𝐸[𝑍𝑗] =  ∑ ∑ 𝑤𝑘 ∗ (𝑍(𝑙, 𝑘))
𝑗𝐾

𝑘=1

𝑚

𝑙=1
(19) 

 

PEM method has been proven a remarkable tool for handling uncertainties in various researches 

so far. In [28], different PEM schemes have been proposed in order to cope with the uncertainties, related 

with the generation units (binomial distribution) and load demand active and reactive powers (normal 

distributions). In [29], PEM has been used for the same reason for Smart Distribution Systems 

considering Demand Response Programs, while in [30] we can see PEM handling wind speed and load 

demand uncertainties in a multi-objective problem, regarding Distribution System Planning. PEM can 

be utilized in combination with other stochastic methods, such as in [31], where PEM is applied for 

modelling wind power and solar power uncertainties whereas Robust Optimization is used for the load 

demand uncertainties.  
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Fig. 2. 5: Flow Diagram of PEM algorithm [28] 

 

2.3 Possibilistic Approaches 
Apart from probabilistic uncertainty modelling, the possibilistic approaches represent another 

modelling method of uncertainty in power systems. More specifically, it is more commonly used when 

no or little data is available about the random input variables, which are modelled by appropriate “fuzzy 

membership functions”. These functions combined with “a-cut method” provide the fuzzy membership 

function of the output variable. Hence, “a-cut method” is defined as the method used in order to transform 

a fuzzy membership function to the main concept of the application, acting as a bridge between the fuzzy 

optimization theory and the practical application which needs to be modelled [32]. Finally, a 
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defuzzification strategy is needed for the extraction of the final output value [33]. The first formulation 

of fuzzy optimization has been realized in “Decision-Making in a Fuzzy Environment: [33] by Bellman 

& Zadeh in 1970s. Moreover, the subsequent works of Zimmermann set the fundamental basis of fuzzy 

optimization theory and applications [34]. 

 

Brief Explanation of Fuzzy Optimization 

Solving an optimization problem in a fuzzy environment consists of the fuzzy modelling and 

fuzzy optimization. While the former is responsible for building a fuzzy model with the use of the fuzzy 

information, the latter applies the fuzzy optimization techniques to solve the problem, based on the fuzzy 

memberships or possibility distribution functions of the fuzzy info [35].  

While a classical crisp-deterministic set of values can be defined listing all the possible values 

that belong to the set or defining membership conditions, various levels of membership are defined for 

every element of a given “fuzzy set”. More specifically, a fuzzy set can be defined as follows: 

 

If X a set of objects denoted by x, then a fuzzy set Ẵ in X is a set of ordered pairs: 

Ẵ =  {(𝑥, 𝜇𝐴(𝑥))| 𝑥 ∈ 𝑋}, where: 

 

𝜇𝐴(𝑥): membership function (or degree of truth) of x in Ẵ, which locates x at membership space 

inside Ẵ . The membership function is a subset with non-negative real numbers with a finite 

supremum [36] 

 

 The whole fuzzy optimization procedure can be summarized in the following 7 stages [35]. 

 

1) Problem Understanding: States, goals and constraints of the system with the corresponding 

relationships between them, are defined and expressed by sets 

2) Fuzziness analysis: Represents the stage in which the analysis and summary of the possible fuzzy 

information-elements, that are involved in the problem, takes place 

3) Fuzzy Model development: Mathematical tools and relationships are utilized in order to construct 

the appropriate fuzzy optimization model. The model can be formed as fuzzy (N)LP programming, 

fuzzy dynamic programming, fuzzy multi-objective programming etc. 

4) Fuzzy information description and formulation: Represents the stage of transition from fuzzy 

modelling to fuzzy optimization. Applying fuzzy mathematics, the quantification of the fuzzy 

information (identified in stage 2) is performed with the use of appropriate tools and theory and 

fuzzy membership functions are developed for every fuzzy variable 

5) Transformation of the fuzzy optimization model to an equivalent crisp optimization model, which 

mainly integrates the stages of optimal solution determination, interpretation and transformation. 

It must be noted that for a specific fuzzy model, various deterministic models can be generated 

according to the selected optimal solution and interpretation. This step is called “Defuzzification” 

6) Solution of the deterministic model: By applying appropriate optimization techniques and 

algorithms (e.g common heuristic algorithm or smart optimization techniques), the approximate 

deterministic model, derived by the fuzzy model, is solved 

7) Validity examination: The optimal solution of stage 6 must be evaluated. If it is unreasonable, the 

fuzzy modelling process or the optimization technique (or both) can be improved by iterations. 
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Classification of fuzzy mathematical programming problems 

The Fuzzy Mathematical Programming FMP (or Fuzzy Optimization Problem) can be generally 

expressed with equation (20): 

 

𝑓(𝑥, 𝑟) → 𝑚𝑎𝑥 

                                        𝑠. 𝑡. 𝑥 ∈ 𝐶 = {𝑥 ∈ 𝑋 =|gi(x, s) ≤  0, i =  1, .2, … m}                                       (20) 
 

    where C: the system of fuzzy constraints 

 

The fuzziness may appear in various forms, such as a fuzzy goal (a goal expressed vaguely), fuzzy 

constraints (constraints expressed with tolerances) or fuzzy coefficients in the objective function and 

constraints. On that manner, various different fuzzy problems’ formulations can be derived which 

introduce fuzziness either in the goal and/or in the objective function coefficients and/or in the 

optimization constraints. The various fuzzy optimization problems can be solved with various approaches 

(depending on the fuzzy type) such as symmetric or asymmetric approaches, possibility and necessity 

measure-based approaches, the interactive satisfying solution approach, the Angelov’s generalized 

approach, the fuzzy genetic algorithm, the penalty-function based approach etc [35].  

 The most important benefit of fuzzy optimization is that it can generate deterministic (crisp) 

solutions from uncertainties maintaining balance between efficiency and effectiveness, without the need 

of known historic PDFs of the random input variables in advance [37]. While the probabilistic approaches 

can indeed deal with specific uncertainties, there is a variety of imprecisions that cannot be covered 

probabilistically. Such imprecisions can be related with inexactness, ill-definedness or vagueness and 
refer to uncertainties about the exactness of concepts, correctness of judgements and degree of credibility. 

These uncertainties are not strongly related to the occurrence of events and distribution functions of the 

random variables (if available) can be meaningless or misleading regarding the extraction of valid 

conclusions [38].  

However, the main challenges, that are accompanied with the fuzzy techniques, are the well-

stated formulation and interpretation of the fuzzy optimization model, in order to apply the fuzzy 

optimization in the specific practical problem. Moreover, a very important question that arises is:  

 

“How can the Membership Function (MF) of the output y be determined when only the MFs of 

the uncertain input X are known?” 

 

The solution can be provided by the α-cut method [39]. For a given fuzzy set Ẵ in U, the crisp set 𝐴𝑎 

(from which the a-cut of each uncertain variable xi
α is identified) is defined as: 

 

                                                        𝐴𝑎 = {𝑥 ∈ 𝑈 |𝜇𝛢(𝑥) ≥ 𝑎} = (𝐴𝑎, 𝐴𝑎̅̅̅̅ )                                                     (21) 

 

The α-cut of output y (yα) is calculated as: 

 

𝑦𝛼 = (𝑦𝑎, 𝑦𝑎)̅̅ ̅̅ ̅ 

𝑦𝛼 = (min
𝑋𝑎

𝑓(𝑋𝑎), max
𝑋𝑎

𝑓(𝑋𝑎)) (22) 

 

In each α-cut, the upper and lower bounds of 𝑦𝛼  are maximized & minimized respectively until the 

defuzzification process [17]. 
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2.4 Hybrid Probabilistic-Possibilistic Approaches  
 When there is availability of some of the random input variables, these variables can be modelled 

probabilistically, whereas the others with unknown historical data can be modelled possibilistically with 

fuzzy membership functions. These approaches are named as “Hybrid Probabilistic-Possibilistic” [18]. 

For example, a hybrid approach has been used in [40], combining the SBA method with the fuzzy 

arithmetic technique, in order to address the effect of operation of Distributed Generators (DGs) in 

Distribution Systems (DS) under uncertainties. While wind power generation has been modelled 

probabilistically due to known distribution, the decisions of the DG owners and the loads have been 

modelled with fuzzy trapezoidal membership functions. In this regard, the load demand modelling has 

been expressed by the following fuzzy trapezoidal equation (41): 

 

 

𝑆𝑖,𝑡
�̃� = (1 − 𝐷𝑢, 1 −

𝐷𝑢

2
, 1 +

𝐷𝑢

2
, 1 + 𝐷𝑢) 𝑆𝑖,𝑡

𝐷(1 + 𝜀𝐷)2 (23) 

       

Where 𝑆𝑖,𝑡 
𝐷 : the forecasted load apparent power at bus i and year t 

 𝜀𝐷 : the annual demand growth rate & 

 𝐷𝑢: the uncertainty factor of load  

 

 Two common Hybrid Probabilistic-Possibilistic Approaches are presented below: the 

Possibilistic-MCS approach & the Possibilistic-SBA approach [17]. 

 

2.4.1 Possibilistic-MCS Approach 

For each 𝑧𝑖 ∈ 𝑍, generate a value from the corresponding PDF: 𝑧𝑖
𝑒 

         Calculate the upper and lower bounds of the α-cut output y as (24): 

 

(𝑦𝛼)𝑒 = (min 𝑓(𝑍𝑒, 𝑋𝑎) 

                                                                       (𝑦𝑎)𝑒̅̅ ̅̅ ̅̅ ̅ = max 𝑓(𝑍𝑒 , 𝛸𝛼)                                                               (24) 

 

Repeat until statistical data, such as PDF of the output value, is obtained 

 

2.4.2 Possibilistic-SBA Approach 

Generate the original scenario set describing the uncertain variables vector Z: 𝛺𝐽 

    Apply scenario reduction technique to obtain 𝛺𝑠 

Calculate the upper and lower bounds of the α-cut output y as (25): 

 

(𝑦𝛼)𝑒 = min ∑ 𝜋𝑠 ∗ 𝑓(𝑍𝑠, 𝑋𝑎)

𝑠∈𝛺𝑠

 

(𝑦𝑎)𝑒̅̅ ̅̅ ̅̅ ̅ = max ∑ 𝜋𝑠 ∗ 𝑓(𝑍𝑠, 𝑋𝑎)

𝑠∈𝛺𝑠

(25) 

 

     De-fuzzify the output y 

 

2.5 Robust Optimization  
As already stated, various uncertainties shall be considered, when dealing with a real-world 

design or optimization problem. Most of them can be categorized as follows [42] 
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• Changing Environmental & operating conditions 

• Production tolerances and actuator imprecision (the real-optimal parameters of the 

integrated components of a system are never absolutely certain) 

• Uncertainties in the system output & performance 

• Feasibility uncertainties (related to the fulfillment of constraints that the system must 

provide) 

Moreover, uncertainties can be mainly divided to random (or aleatory) and epistemic uncertainties. 

Regarding the former category, the stochasticity is intrinsically irreducible, meaning that they are of 

physical nature and cannot be avoided. On the contrary, epistemic uncertainties are risen by the lack of 

knowledge of the designer about the problem confronted. Therefore, these uncertainties can be 

minimized as far as possible. 

When a deterministic optimization problem needs to take uncertainties under consideration, either 

stochastic or robust optimization shall be applied. Apart from stochastic approaches (Probabilistic, 

Possibilistic, Hybrid (reader referred to [43], [44]), another way of dealing with the various uncertainties 

integrated in an optimization problem, is Robust Optimization (RO). Stochastic Optimization provides 

effective results if a well-known PDF of the uncertain variable is available [45]. However, even with the 

use of possibilistic solutions which rely less on the variables’ PDFs, a vast number of different scenarios 

should be performed for the extraction of valid and accurate results, apart from the already discussed 

PEM. Already having mentioned multiple uncertainties integrated in an electric power system, such as 

an EV charging station, the complexity and computational burden of the optimization problem rapidly 

escalates with the increase of the input random variables considered [41], [45]. Moreover, due to the 

various complex operation details and practical constraints in practice, the perfect distribution function 

of a variable can never be acquired, compromising the optimal solution of the stochastic-based energy 

scheduling [45]. All of the above may deteriorate the reliability of the problem optimality.  

 Robust Optimization intends to overcome the aforementioned limitation of the stochastic 

approaches. It originates from the novel highly influential work of G. Taguchi on robust design 

optimization [46]. However, due to the emerging high-speed computers, Robust Optimization has gained 

attention in the past few decades [42]. More specifically in RO, instead of the use of deterministic values 

or PDFs. the stochastic variables are represented by uncertainty sets, in which the variables can receive 

values. Therefore, only the lower and upper limit of the set of possible random values are needed for 

every variable [47]. Some of the RO advantages are summarized below [45]: 

• Elimination of the need of the variable PDF, offering a distribution-free problem formulation 

to deal with the uncertainties, using only some limited historical data that can easily be 

obtained 

• Consideration of the worst-case operation scenario during the modelling process, providing 

immunity of optimality under realization of all possible scenarios in practice.   

 

Robust Optimization Formulation 

A typical robust formulation of a problem with a linear-form objective function is presented below 

(26) [45]: 

 
{𝑚𝑖𝑛{𝑐𝑇 ∗ 𝑥 ∶  𝐴𝑥 ≤  𝑏}, (𝑐, 𝐴, 𝑏) ∈ 𝑈} (26) 

 

where: 

 𝑥 ∈  𝑅𝑘: vector of decision variables 

 c ∈ 𝑅𝑘: vector of coefficients 

𝐴𝑚𝑥𝑘   &  𝑏 ∈  𝑅𝑚: coefficients for the constraints 
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When Robust Optimization is worst-case oriented, the robust optimal solution should be feasible 

and meaningful for every (𝑐, 𝐴, 𝑏)  from the uncertainty set U. Therefore, the final robust solution 

optimizes the worst-case value of the aforementioned equation and is formulated as the following 

minmax problem (48): 

 

𝑚𝑖𝑛{𝑠𝑢𝑝 𝑐𝑇 ∗ 𝑥: 𝐴𝑥 ≤  𝑏, ∀ (𝑐, 𝐴, 𝑏) ∈ 𝑈} (27) 

 

which is equivalent to the following optimization LP (28): 
  

𝑚𝑖𝑛{𝜀: 𝑐𝑇 ∗ 𝑥 ≤ 𝜀, 𝐴𝑥 ≤  𝑏,   ∀ (𝑐, 𝐴, 𝑏) ∈ 𝑈} (28) 

 

which is called the “robust counterpart of the original LP optimization problem and the minimum 

value of ε represents the worst-case scenario. The inner max problem is transformed to its related dual 

min problem, based on the “duality theory”, whose main characteristics are presented in Table 2.2 [36]. 

In several investigations, such as in [49], a parameter Γ has been introduced which represents the 

maximum total forecasted error that can be tolerated. As Γ increases, the conservativeness-robustness of 

the decision-making problem increases as well. This is justified by the fact that a higher selected value 

of Γ broadens the uncertainty set U. Consequently, the value of the random variable is more likely to 

belong to the corresponding uncertainty set and the optimization problem becomes more robust. However, 

this usually comes at expense of a higher optimal minimum cost of the objective function [47], [49]. All 

of the above will be explained extensively in Chapter 3.  

    

Table 2. 2: Relationship Between Primal & Dual Problem 

 

 

 

 

 

 

 

 

Despite the aforementioned advantages, Robust Optimization is characterized by two main 

challenges [48]: 

 

1) The reformulation (or the approximation) of the robust counterpart of the original optimization 

problem is not always “computationally” tractable  

2) The specification of appropriate and reasonable uncertainty sets U for the specific application 

constitutes often a significant challenge 

 

It must be noted that the predecessor of RO is called “interval analysis” approach. In this method, 

every random input variable receives values within a specified interval. The output of the objective 

function y is a multivariate function, while the lower and upper bounds of every input 𝑥𝑖 random variable 

are known. The goal is the identification of the lower and upper bound of the method’s output [17]. 

 

2.6 Information Gap Decision Theory (IGDT) 
IGDT represents another handling uncertainty technique and is the most commonly used approach 

for uncertainties, for which no historical data is available (PDFs, Membership Functions, Interval of 

 Primal Problem  Dual Problem 

Objective Function To maximize Objective Function To minimize 

Variable Bound 

≥ 0 

Constraint Type 

≥ 0 

free = 0 

≤ 0 ≤ 0 

Constraint Type 

≤ 0 

Variable Bound 

≥ 0 

= 0 free 

≥ 0 ≤ 0 
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uncertainties e.g lower & upper bounds) [18]. While it also belongs to the robust-based optimization 

approaches, it usually results in more conservative solutions than RO, therefore it is utilized mostly for 

severe uncertainties’ cases. Below, a typical optimization problem formulation is presented (28): (X: 

random input variables & Z: degrees of freedom) 

 

𝑦 = 𝑓(𝑋, 𝑍) 

 s.t. 𝐺(𝑋, 𝑍) ≤ 0 

 𝐻(𝑋, 𝑍) = 0 (28) 

 

 

During the first step, no forecasting error is considered assuming 100% accuracy of the uncertain 

variables Ẍ, while the optimal output y is represented by ẏ (optimal objective value under no prediction 

error). Regarding the next steps of the solving procedure, the IGDT models are divided to “Risk-Averse 

IGDT models” & “Risk-Seeking IGDT models” 

 

Risk-Averse IGDT Modelling 

In Risk-Averse IGDT models, the goal is the identification of a solution, which is robust-immune 

under prediction errors of the stochastic variables. Therefore, the IGDT model intends to maintain the 

value of the objective function below a predefined threshold Ic and independent from the distance of the 

occurring values of the uncertain variables from the nominal ones. The above-stated optimization 

problem is transformed to (29): 

 

𝑦 = 𝑓(𝑋, 𝑍) ≤ 𝐼𝑐 

𝐼𝑐 = 𝛿 ∗ ẏ 

𝛿 = 1 + 𝜀 

s.t. 𝐺(𝑋, 𝑍) ≤ 0 

𝐻(𝑋, 𝑍) = 0 (29) 

 

 Moreover, equation (30) dictates the uncertain variables X: 

 

𝑋 ∈ 𝑈(𝑎, Ẍ) 

𝑈(𝑎, Ẍ) =  {X |
𝑋 − Ẍ

Ẍ
| ≤ 𝑎} (30) 

 
 Where ε: the level tolerance of the objective deviation from the forecasted value & α: the 

uncertainty horizon of X. 

 Therefore, decisions of the variables Z depend on the minimum value of the threshold IC and the 

maximum value α, for which the decision maker is sure that none of the constraints is violated. The final 

optimization problem formulation of the Risk-Averse IGDT Model is transformed to (31) and is 

presented below: 

 

𝑀𝑎𝑥𝑎(𝐼𝑐, 𝑍) 

∀ X ∈ 𝑈(𝑎, Ẍ) 
𝑓(𝑋, 𝑍) ≤ 𝐼𝑐 

𝐼𝑐 = 𝛿 ∗ ẏ 

𝐺(𝑋, 𝑍) ≤ 0 

𝐻(𝑋, 𝑍) = 0 (31) 
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Risk-Seeking IGDT Modelling (Opportunistic) 

 On the contrary, a risk-seeking IGDT model seeks to provide the decision-maker with the lower 

required deviation from the forecasted value of the random input variable, which achieves at least the 

𝐼𝑤 value as optimization objective. The Risk-Seeking IGDT formulation is presented below in (32): 

 

 
𝑡𝑎𝑟𝑔𝑒𝑡 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒: 𝐼𝑤 = 𝛾 ∗ ẏ, 𝑤ℎ𝑒𝑟𝑒 𝛾 > 1 

𝑀𝑖𝑛𝑎(𝐼𝑤, 𝑍) 

∀ X ∈ 𝑈(𝑎, Ẍ) 
𝑓(𝑋, 𝑍) > 𝐼𝑤 

𝐺(𝑋, 𝑍) ≤ 0 

𝐻(𝑋, 𝑍) = 0 (32) 

 
The mechanism description of the IGDT uncertainty handling method is presented in Fig. 2.6. The two 

different IGDT agents can be seen, the risk-averse and the risk seeker. While the risk-averse agent’s goal 

is to find the optimal degrees of freedom which lead to maximization of the tolerance of uncertainty, the 

risk-seeker agent to find the optimal degrees of freedom to increase the chance of reduction of the 

objective function output (optimization objective to be minimized) [50]. 

 

Fig. 2. 6: Description of IGDT method for handling severe uncertainty [50] 

 

       Multiple researches have investigated the use of IGDT method, taking advantage of its efficiency 

and capability of handling severe uncertainty. In [51], IGDT has been used to model the price uncertainty 

in a project of intelligent EV charging with the use of an EV aggregator considering both (V2G) and 

(G2V) capabilities. In [52], the uncertain RES generation has been modelled by the IGDT approach for 

the optimal operational scheduling of a Microgrid (MG) with Distributed Energy Resources (DERs), 

participating in energy and reserve markets. 

 

2.7 “Z-Numbers” Uncertainty Technique 
       The most recent and promising handling technique was introduced by Zadeh in 2011. The Z-numbers 

are expressed as pairs 𝑍 =  (𝐴, 𝐵), where A is usually a fuzzy set and B represents the certainty degree, 

expressed by a PDF or a fuzzy set. Both A & B oppose restriction to the behavior of Z. The main 

difference from the classic fuzzy decision-making is that in Fuzzy techniques only A is known and Z is 

likely to belong to A. On the contrary, in Z-numbers, the random number Z is presented by the set A, but 

with a degree of certainty/reliability B. Therefore, on that manner: 
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𝑍 = {x|𝑥 ∈ 𝐴 𝑤𝑖𝑡ℎ 𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 𝑑𝑒𝑔𝑟𝑒𝑒 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝐵} 

  

For example, let’s assume that a normal PDF is appropriate for modelling load demand. Moreover, it is 

almost certain (set 𝐵2) that in a particular node, the load demand is low (set 𝐴1). 𝑃𝑟𝑜𝑏 and 𝐺(𝑃𝑟𝑜𝑏) 

represent that the probability that the load demand is low and 𝐺(𝑃𝑟𝑜𝑏) the certainty degree that 𝑃𝑟𝑜𝑏 

belongs to 𝐴1. Finally, Prob & G(Prob) are formulated in the following equations (33) & (34): 

 

𝑃𝑟𝑜𝑏 =  ∫ 𝐴1

1

𝜎√2𝜋
𝑒

−
(𝑥−𝜇)2

2𝜎2

𝑑

𝑎

=
1

𝜎√2𝜋
[∫

𝑥 − 𝛼

𝑏 − 𝑎
𝑒

−
(𝑥−𝜇)2

2𝜎2

𝑏

𝑎

+ ∫ 𝑒
−

(𝑥−𝜇)2

2𝜎2

𝑐

𝑏

+ ∫
𝑥 − 𝑑

𝑐 − 𝑑
𝑒

−
(𝑥−𝜇)2

2𝜎2

𝑑

𝑐

] (33) 

 
𝐺(𝑃𝑟𝑜𝑏) =  𝜇𝛣2

(𝑃𝑟𝑜𝑏) (34) 

 

Therefore, the load demand that is represented by a Z-number 𝐿 =  (𝐴1, 𝐵2) is actually a possibility 

distribution 𝐺(𝑃𝑟𝑜𝑏) over an interval of various probability distributions (𝜇𝑖, 𝜎𝑖), where 𝜇𝑖: the mean 

value & 𝜎𝑖: the standard deviation of every probability distribution. In Fig. 2.7, the above concept of Z-

numbers in the load demand modelling is presented [17]. 

 

 

Fig. 2. 7: Load Demand Modelling with the concept of “Z numbers” [17] 

 

2.9 Uncertainty Handling Methods Summary 
 Table 2.3 summarizes their input-output characteristics, advantages & disadvantages [17]. 

Summarizing Chapter 2, the uncertainties in optimization problems related with power systems, can be 

handled either applying Stochastic-based Optimization (Probabilistic, Possibilistic, Hybrid) or Robust-

based Optimization (Robust Optimization, IGDT). 
Regarding Stochastic Optimization, probabilistic approaches have the advantage of easy 

implementation. However, they strongly depend on the availability of PDFs (or at least some PDF 
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parameters), which is not always feasible, and moreover they usually need large number of simulated 

scenarios for accurate results, with the exemption of PEM method. On the other hand, Fuzzy Stochastic 

Optimization provides the benefit of transforming linguistic knowledge to mathematical expressions 

without the need of available historical data of probability. However, the complexity of implementation 

is very high, compared with the probabilistic approaches. Hybrid combinations of Probabilistic and 

Possibilistic Approaches are capable of combining several advantages from different methods, however 

the computational expense still remains high.  

On the contrary, Robust Optimization eliminates the need of historical data availability, apart 

from the lower & upper bounds of uncertainty sets. Furthermore, it avoids the need of consideration of 

multiple different scenarios, since it already considers the worst-case scenario. It can produce various 

different objective outputs depending on the selected “conservativeness”, but over-conservativeness can 

lead to highly deteriorated objective value. Moreover, applying R.O in Non-linear Optimization models 

is a highly difficult task. IGDT represents another robust-based uncertainty handling technique, whose 

main advantage is the capability of addressing severe uncertainties. Nevertheless, this usually comes at 

expense of extreme problem conservativeness. Interval analysis represents an older way of uncertainty 

handling, which is similar to R.O, without however considering the correlations of the different 

uncertainty sets. Finally, the emerging Z-numbers technique, which intends to combine characteristics 

from both probabilistic and possibilistic approaches, is a very promising technique, regarding efficiency 

and accuracy of results. 

 

Table 2. 3: Summarization of Characteristics, Advantages & Disadvantages of the Uncertainty Handling Techniques 

 

        All of the uncertainty handling techniques, discussed so far, have found extended use in EV smart-

charging and several related researches. For example, probabilistic methods have been utilized in [53] & 

[54]. In [53], authors focused on formulating probabilistically the aggregated representation of the EV 

fleet, determining the optimal bidding strategy of an EV aggregator in the Day-Ahead Market using 

Stochastic Optimization. Moreover, [54] elaborates on the development of an EV aggregator, utilizing 

Monte Carlo Simulation for the generation of different EV user driving parameters to deal with the 

driving pattern uncertainty. The impact of EVs on the power grid has been addressed probabilistically, 

compared with deterministic approaches in [55], while in [56] the availability of EVs for ancillary 

services provision to the grid has been estimated using MCS and stochastic model for profiles generation. 

Furthermore, Robust Optimization techniques have been thoroughly investigated for EV charging related 

researches, as well. In [45], authors have utilized Robust Optimization for robust energy scheduling 

Method Input Representation Output Attributes Advantages Disadvantages 

Probabilistic PDF Statistics (Expectation, Variance) Easy Implementation Computationally expensive, need 

for large amount of historic data 

 

Possibilistic 

 

 

Hybrid 

 

 

IGDT 

 

 

Robust Optimization 

MF 

 

 

MF or PDF 

 

 

Forecasted Values 

 

 

Intervals 

MF 

 

 

MF with probabilistic parameters 

 

 

Decision Variables satisfying  

Requirements 

 

Controlled conservativeness 

 

Conversion of linguistic 

knowledge to numerical values 

 

Dealing with both uncertainty 

types simultaneously 

 

Useful for severe Uncertainties 

 

 

Useful when just an interval is 

available 

 

Complex Implementation 

 

 

Computationally expensive 

 

 

Too conservative 

 

 

Difficult use in non-linear models 

Interval Analysis Intervals Bounds of outputs Useful when just an interval is 

available 

 

Correlation between intervals 

neglected: too conservative 
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design in V2G networks, formulating robust solution methodologies for each category of applications, 

while authors in [57] have developed a robust model for bi-directional dispatch control of large-scale EV 

fleets, that utilize V2G technology. Furthermore, the uncertainties of active and re-active loads, charging 

rates of batteries and charging capacities of EVs are formulated with uncertainty sets in [41], for a robust 

active and re-active management in Smart Distribution Networks (SDNs) with the use of EVs as “smart-

loads”, while Robust Optimization has been utilized to deal with the energy price uncertainty in EV 

Smart-Charging in [49]. Finally, a risk-averse IGDT model has been also utilized in [50] to manage the 

revenue risk of EV managers in an energy-scheduling topic, related with heterogeneous EV aggregations 

with V2G and G2V capabilities.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



32 | P a g e  

 

Chapter 3: Robust Optimization Methodology 
 

3.1 Evolution of Robust Optimization 

 
Soyster’s Method 

Robust Optimization has gained high attention in the last 20 years, however it is not considered 

a new idea. On the contrary, it was introduced by Soyster in 1973. Soyster considers column-wise 

uncertainty formulating linear models, protected by data uncertainty [58]. Soyster’s model (35) is 

presented below [59]: 

 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑐′𝑥 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑎𝑖𝑗𝑥𝑗 + ∑ �̂�𝑖𝑗𝑦𝑗  ≤  𝑏𝑖

𝑗𝑗

,     ∀𝑖 

−𝑦𝑗 ≤ 𝑥𝑗 ≤ 𝑦𝑗 ,     ∀𝑗 

𝑙 ≤ 𝑥 ≤ 𝑢 

𝑦 ≥ 0 (35) 

 

Where: 𝑎𝑖𝑗: the elements of the constraint matrix A (forecasted values) 

             �̂�𝑖𝑗: the corresponding maximum deviations from the forecasted values 𝑎𝑖𝑗 

             𝑥𝑗: the decision variables of the optimization problem 

  

If 𝑥∗ the optimal solution of the above formulation, it is clear that at optimality, (36) is derived: 

 

𝑦𝑗 = |𝑥𝑗
∗| 

∑ 𝑎𝑖𝑗𝑥∗
𝑗 +  ∑ �̂�𝑖𝑗|𝑥𝑗

∗|  ≤  𝑏𝑖

𝑗∈𝐽𝑖𝑗

,     ∀𝑖 (36) 

 

Therefore, for every possible real value 𝑎𝑖𝑗 ̃ of the uncertain variable, the solution remains “robust” 

and (36) is transformed to (37), where ∑ 𝑎𝑖�̂�|𝑥𝑗
∗| 𝑗∈𝐽𝑖

represents the protection needed for the particular 

constraint [60]. 

 

∑ 𝑎𝑖�̃�𝑥∗
𝑗 =  ∑ 𝑎𝑖𝑗𝑥∗

𝑗 + ∑ 𝜂𝑖𝑗�̂�𝑖𝑗𝑥𝑗
∗  ≤  ∑ 𝑎𝑖𝑗𝑥∗

𝑗 + ∑ �̂�𝑖𝑗|𝑥𝑗
∗|  ≤  𝑏𝑖

𝑗∈𝐽𝑖𝑗𝑗∈𝐽𝑖𝑗𝑗

,     ∀𝑖 (37) 

 

Where: 𝑎𝑖�̃�: the robust elements of the robust constraint matrix �̃� 

             𝜂𝑖𝑗: the random variables 
𝑎𝑖�̃�− 𝑎𝑖𝑗

�̂�𝑖𝑗
    

Soyster’s method provides the maximum protection to the nominal linear problem, however it is 

simultaneously the most conservative solution, deteriorating highly the output value of the objective 

function. 

 

Ben-Tal & Nemirovski Method 
Ben-Tal & Nemirovski reintroduced Robust Optimization for linear programming problems (LP) 

with the use of ellipsoid uncertainty set in 1998 in order to cope with the over-conservativeness of 

Soyster’s formulation. More specifically, they proved that the Robust Counterpart (RC) of an LP 
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formulation is computationally tractable if an ellipsoid uncertainty set is utilized, transforming the RC to 

an equivalent second-order cone problem [58], [59]. The Ben-Tal & Nemirovski’s formulation (38) is 

presented below: 

 

 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑐′𝑥 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑎𝑖𝑗𝑥𝑗 +  ∑ �̂�𝑖𝑗𝑦𝑗 +  𝛺𝑖√∑ �̂�𝑖𝑗
2𝑧𝑖𝑗

2

𝑗∈𝐽𝑖

≤  𝑏𝑖

𝑗𝑗

,     ∀𝑖 

−𝑦𝑖𝑗 ≤ 𝑥𝑗 − 𝑧𝑖𝑗 ≤ 𝑦𝑖𝑗,     ∀𝑖, 𝑗 ∈ 𝐽𝑖 

𝑙 ≤ 𝑥 ≤ 𝑢 

𝑦 ≥ 0 (38) 

 

The authors have proved that the given 𝑖𝑡ℎ constraint is violated with probability at most 𝑒(−𝛺𝑖
2). 

If k the uncertain coefficients, n the number of variables and m the number of the constraints: Soyster’s 

method is an LP with 2𝑛 variables and 𝑚 +  2𝑛 constraints and Ben-Tal & Nemirovski’s method is a 2nd 

order cone problem with 𝑛 +  2𝑘 variables and 𝑚 +  2𝑘 constraints. Regarding conservativeness, every 

feasible solution of the latter formulation is a feasible solution of the former formulation, hence Ben-Tal 

& Nemirovski method indeed decreases conservativeness of the RO formulation. However, the Robust 

Counterpart is transformed to a nonlinear one and it is less applicable to robust discrete optimization 

models [58], [60]. 

 

Polyhedral Uncertainty 
 A polyhedral uncertainty set U can be considered as a special occasion of the ellipsoid uncertainty 

set, formerly introduced by Ben -Tal & Nemirovski, and transforms the Robust Counterpart to the LP 

problem of (39) [61]. 

 

min 𝑐𝑇𝑥 

𝑠. 𝑡. max
𝐷𝑖𝑎𝑖≤𝑑𝑖

𝑎𝑖
𝑇𝑥 ≤ 𝑏𝑖 ,       𝑖 = 1, … , 𝑚 (39) 

 

 Performing duality to the inner max problem, the robust counterpart is transformed to the 

following linear optimization problem (40). The computational burden increases polynomially in size 

according to the nominal problem size and uncertainty set dimensions. Finally, in Fig. 3.1, the feasible 

LP set with polyhedral uncertainty is depicted, compared with the feasible set of a deterministic LP 

problem [62]. 

min 𝑐𝑇𝑥 

𝑠. 𝑡.       𝑝𝑖
𝑇𝑑𝑖 ≤ 𝑏𝑖 ,    𝑖 = 1, … , 𝑚 

     𝑝𝑖
𝑇𝐷𝑖 ≤ 𝑥,    𝑖 = 1, … , 𝑚 

    𝑝𝑖 ≥ 0,      𝑖 = 1, … , 𝑚 (40) 
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Fig. 3. 1: Feasible set of a LP problem with no uncertainty (on the left) and of a LP with polyhedral 

uncertainty considered (on the right) [62] 

 

Bertsimas & Sim Method (Cardinality Constrained Uncertainty) 
Bertsimas & Sim addressed the non-linearity issue of Tal & Nemirovski’s method adopting the 

polyhedron uncertainty and introducing the so-called concept of “budget of uncertainty” in 2004. They 

proposed a linear Robust Optimization formulation, which can adjust the level of uncertainty that can be 

tolerated under the data uncertainty model U, therefore controlling the level of deterioration of the 

optimal objective value at expense of robustness. Moreover, it can directly be extended to discrete 

optimization problems. According to this RO formulation, every real entry of matrix A that is subjected 

to uncertainty �̃�𝑖𝑗, takes values in a symmetric interval with mean the forecasted value 𝑎𝑖𝑗 and bounds 

depended on a maximum deviation �̂�𝑖𝑗. Therefore, for the 𝑖𝑡ℎ constraint (41): [63] 

 

 �̃�𝑖𝑗 ∈ [𝑎𝑖𝑗 − �̂�𝑖𝑗, 𝑎𝑖𝑗 + �̂�𝑖𝑗], ∀𝑖, 𝑗 ∈ 𝐽𝑖 (41) 

 

For every 𝑖𝑡ℎ constraint of the nominal problem 𝑎𝑖
′𝑥 ≤ 𝑏𝑖 , where 𝐽𝑖  are the number of the 

uncertain coefficients, a parameter 𝛤𝑖  ∈ N is introduced, which lies within the interval [0, |𝐽𝑖|]. 𝛤𝑖 controls 

the trade-off between the levels of robustness and conservatism, which are chosen for the problem. Since, 

the simultaneous realization of the worst-case scenario of every coefficient is unlikely to occur, Bertsimas 

& Sim’s formulation protects against the deviation of up to [𝛤𝑖] coefficients and the deviation of one 

coefficient 𝑎𝑖𝜏  to (𝛤𝑖 − [𝛤𝑖])�̂�𝑖𝜏. Bertsimas & Sim showed that if a subset of coefficients is allowed to 

deviate, the LP problem can be solved deterministically and even if more coefficients are changed, the 

solution remains feasible under high probability [63]. Bertsimas & Sim formulation (42) is presented 

below. The initial non-linear formulation is as follows: 

 

max 𝑐′ 𝑥 

𝑠. 𝑡. ∑ 𝑎𝑖𝑗𝑥𝑗 +

𝑗

 max
{𝑆𝑖∪{𝑡𝑖}|𝑆𝑖⊆𝐽𝑖,|𝑆𝑖|=[𝛤𝑖],𝑡𝑖∈𝐽𝑖\𝑆𝑖}

{∑ �̂�𝑖𝑗

𝑗∈𝑆𝑖

𝑦𝑗 + (𝛤𝑖 − [𝛤𝑖])�̂�𝑖𝑡𝑖
𝑦𝑡} ≤  𝑏𝑖 ,     ∀𝑖 

 

      −𝑦𝑗 ≤ 𝑥𝑗 ≤ 𝑦𝑗,    ∀𝑗 

𝑙 ≤ 𝑥 ≤ 𝑢 

𝑦 ≥ 0 (42) 

  

 If 𝛤𝑖 = 0, then Bertsimas & Sim’s model is transformed to the nominal problem (no robustness), 

whereas if 𝛤𝑖 = |𝐽𝑖|, it is transformed to the Soyster’s method (100% conservatism). By varying 𝛤𝑖 ∈
[0, |𝐽𝑖|], the optimal trade-off between robustness and conservatism can be adjusted. By applying strong 
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duality, Bertsimas & Sim finally transforms the aforementioned formulation to an equivalent linear 

formulation (43), which is presented below. It integrates 𝑛 + 𝑘 + 1 variables & 𝑚 + 𝑘 + 𝑛 constraints, 

where 𝑘 =  ∑ |𝐽𝑖|𝑖 : the uncertain coefficients considered. For more information, the reader is referred to 

[59], [61], [63]. Finally, the lineage of the contribution of some of the most important robust optimization 

formulation to the research community is depicted in Fig. 3.2 [64]. 

 

𝑚𝑎𝑥𝑐′𝑥 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑎𝑖𝑗𝑥𝑗 + 𝑧𝑖𝛤𝑖 +  ∑ 𝑝𝑖𝑗 ≤ 𝑏𝑖 ,     ∀𝑖

𝑗∈𝐽𝑖𝑗

 

            𝑧𝑖 + 𝑝𝑖𝑗 ≥ �̂�𝑖𝑗𝑦𝑗     ∀𝑖, 𝑗 ∈ 𝐽𝑖  

  −𝑦𝑗 ≤ 𝑥𝑗 ≤ 𝑦𝑗,     ∀𝑗 

      𝑙𝑗 ≤ 𝑥𝑗 ≤ 𝑢𝑗 ,     ∀𝑗 

                              𝑝𝑖𝑗 ≥ 0,     ∀𝑖, 𝑗 ∈ 𝐽𝑖  

    𝑦𝑗 ≥ 0,     ∀𝑗 

     𝑧𝑖 ≥ 0,     ∀𝑖. (43) 

 
On that manner, the uncertainty set (A matrix) is formulated as follows in (44) [65]: 

 

                                                 𝐴 = {(�̃�𝑖𝑗) | �̃�𝑖𝑗 = 𝑎𝑖𝑗 + �̂�𝑖𝑗𝑧𝑖𝑗 , ∀𝑖, 𝑗, 𝑧 ∈ 𝑍 }                                                 (44)  

 

                                             𝑤ℎ𝑒𝑟𝑒:    𝑍 = {𝑧 | |𝑧𝑖𝑗| ≤ 1, ∀𝑖, 𝑗, ∑ |𝑧𝑖𝑗| ≤ 𝛤𝑖  , ∀𝑖𝑗 }                                          (45) 

 

Fig. 3. 2: Cumulative citations of the most influential papers on Robust Optimization [64] 

 

3.2 Robust & Stochastic Optimization: Distributional Robust Optimization (DRO)  
 Distributional Robust Optimization (DRO) can be considered as a “bridge” between Stochastic 

Optimization (SO) and Robust Optimization (RO). While Robust Optimization addresses the issue of 

computational burden and necessity for knowledge on probability distributions of the nominal problem’s 

uncertainties in SO, the optimal objective value can be highly jeopardized at expense of robustness. DRO 

combines the advantages of SO and RO, utilizing the uncertainty set of the probability distribution, and 

can be formulated using moment information or directly on the probability distributions [66], [67]. 

Let’s consider 𝑢(𝑥, 𝜉) a function, where ξ: a random parameter that takes values within a known 

interval and u: a concave, non-decreasing payoff function. While, the assumption of the knowledge of 
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the whole distribution of ξ may be unrealistic, the distribution of ξ within specified subsets of the entire 

uncertainty set can still be known with high probability [61]. It has been shown in [66], that for any 

subset Q, there exists a convex, non-increasing, translation-invariant, positive homogeneous function μ 

on the uncertainty space, described by equation (46): 

 

                                                            𝑖𝑛𝑓𝑖∈𝑄𝐸𝑖[𝑢(𝑥, 𝜉] ≥ 0 ⟷ 𝜇(𝑢(𝑥, 𝜉)) ≤ 0                                            (46) 

 

  

 The aforementioned function μ is defined as a “coherent risk measure”. According to risk 

management setting, if 𝛸 is a random variable, 𝜇(𝛸) represents the amount that needs to be added to 𝑋 

in order to make it “acceptable” [68]. In that perspective, Bertsimas & Brown in [61] used the risk 

management tools in order to develop uncertainty sets’ structures in Robust LP problems. More 

specifically, utilizing duality theory, they proved that a risk constraint 𝜇(�̃�′𝑥 − 𝑏) ≤ 0  on a linear 

constraint can be transformed to the following equivalent form (47): 

 

𝜇(�̃�′𝑥 − 𝑏) ≤ 0 ⟷  𝑎′𝑥 ≥ 𝑏,     ∀𝑎 ∈ 𝑈 (47) 

 

where: 𝑈 = 𝑐𝑜𝑛𝑣(𝐸𝑖[𝑎]: 𝑖 ∈ 𝑄), 𝑄: generating family of μ 

  

 One of the most famous coherent risk measures that has been used in Electrical Engineering 

Optimization studies and DRO approaches, is the “conditional value-at-risk” (CVaR), which is expressed 

below in (48): 

 

                                             𝜇(𝑋) ≜  𝑖𝑛𝑓𝜐∈𝑅{𝜐 + 
1

𝛼
𝛦[(−𝜐 − 𝛸)+},     𝛼 ∈ (0, 1]                                      (48) 

 
 Distributional Robust Optimization represents a new field of research, which aims to apply the 

Stochastic Optimization benefits in Robust Optimization. In [67], DRO has been used for the 

development of a scheduling strategy for load distribution in Home Energy Management System (HEMS) 

under uncertain environment. Moreover, a DRO approach has been applied in [69] in order to cope with 

uncertainties derived by active and reactive load variations & electricity and reactive power price 

deviations for the flexible bidirectional power management of Electric Vehicles (EVs) in smart 

Distribution Networks (SDNs). Finally, authors in [70] formulate multiple uncertainty models with 

known probability distributions, based on DRO, addressing various well-known PDFs. 

 

3.3 Static Robust Optimization (SRO) & Adaptive Robust Optimization (ARO) 
 Robust Optimization falls into the category of decision-making problems under uncertainty, 

which can furtherly be divided to the categories of static and dynamic. In static decision-making problems, 

the decision-maker takes all the decisions in the beginning, before any realization of uncertainty occurs. 

These decisions are called “here and now” decisions, because no recourse action is made consequently, 

when the various uncertainties are realized [58]. Therefore, in Static Robust Optimization (SRO), all the 

uncertainties are addressed in the beginning of the optimization and all protection decisions of the 

nominal problem are realized simultaneously in “one-shot” case, formulating a single-stage optimization 

problem [61]. SRO can integrate focus on uncertainty on feasibility and focus on uncertainty on objective 

value. Regarding the first category, RO searches for a feasible solution under any possible uncertain 

parameter realization, while the second one searches for a solution that extracts nearly optimal results for 

any uncertain scenario. Moreover, when uncertainty has an impact on optimality such as in the second 
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category, SRO can be a “single-objective” or a “multiple-objective” optimization approach [71].  

 However, the majority of optimization problems in reality requires decision-making in several 

stages, or else the so-called “sequential decision making”. In sequential decision making, the decisions 

can be divided to “here and now” and “wait and see” decisions. While the former ones are realized before 

any provided information on occurrence of the uncertain parameters, the latter forms recourse actions, 

which are made at the instants of uncertainties realization [72]. For example, in an inventory management 

problem that considers uncertain demand, every quantity ordered or saved is addressed after the 

observation of the demand realization of the previous period. Therefore, all decisions in the beginning of 

the planning horizon can be called as “here and now”, while all decisions made in the next steps can be 

called “wait and see”, since they depend on the realization values of the uncertain parameters [73]. 

Authors in certain papers, such as Dean, Goemans and Vondrak in [74] & Bertsimas and Goyal in [75], 

have proved that the value of the optimal adaptive solution in their formulations is up to a certain constant 

factor times the optimal static solution and therefore the computational expense of the adaptive approach 

is not attractive. However, considering also the inherent tendency to over-conservativeness of Robust 

Optimization, the SRO usually results in highly deteriorated optimal results and the use of ARO is 

unavoidable. 

 The use of multiple stages in Robust Optimization is highly computationally difficult, therefore 

most researches have focused on two-stage ARO. However, even the use of two stages of Robust 

Optimization in linear cases can result in intractable problem. Various approaches have been introduced 

for the convergence of both optimization stages, such as “cutting-plane” algorithms or affine decision 

rules, such as the “Bender’s decomposition” algorithm [76]. If the recourse is fixed, ARO usually results 

in a tractable LP problem, but that is not always the case for problem with unfixed recourses [76]. In [72], 

ARO has been used for the optimal operation of Microgrids considering EV user uncertain patterns and 

RES generation. The first-stage decisions are the determination of the day-ahead unit commitment of the 

Distributed Generators (DGs), whereas computation of all other continuous variables, such as power 

flows, are made in the next stage. In the security constrained unit commitment problem with nodal 

injection uncertainty of [77], again the first-stage unit-commitment decisions are robust against all 

possible uncertainty realizations, while the second-stage decisions are all the consequent adaptive 

dispatch actions. Finally, a bilevel ARO is used for the decision-making of an EV charging station which 

aims to incorporate an active role of the EV owners in the charging decisions. While the first stage 

represents the initial static decisions about the optimal configuration of the station and pricing schemes, 

the charging decisions of the EV owners form the “wait and see” decisions of the problem computed in 

the 2nd stage [78]. The first generic formulation of a two-stage ARO formulation is presented below in 

(49) [79]. While the feasible set is convex, the two-stage LP with deterministic uncertainty is not always 

computationally tractable [61]. 

 

min 𝑐𝑇𝑥1 

𝑠. 𝑡: 𝐴1(𝑢)𝑥1 + 𝐴2(𝑢)𝑥2(𝑢) ≤ 𝑏,     ∀𝑢 ∈ 𝑈. (49) 

 

 Since 𝑥2(. ) Is an arbitrary function of u, the above formulation can be explicitly written in the 

first-stage decision feasible set (50) [79]: 

min 𝑐𝑇𝑥1 

𝑠. 𝑡: 𝑥1 ∈ {𝑥1: ∀𝑢 ∈ 𝑈, ∃𝑥2 𝑠. 𝑡. 𝐴1(𝑢)𝑥1 + 𝐴2(𝑢)𝑥2(𝑢) ≤ 𝑏}. (50) 
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3.4 Receding Horizon Optimization (RHO) & Robust Optimization (RO) 
Receding Horizon is another approach that deals with optimization uncertainties and falls under 

the category of Model Predictive Control (MPC). MPC mainly performs online replanning, utilizing 

numerical optimization and a system model in order to predict the future (the subsequent optimization 

stages). More particularly the state 𝑥 at time 𝑡 is computed online by a specific control signal �̂� which 

solves a finite horizon optimization problem over the interval [𝑡, 𝑡 + 𝑇] . In the following steps, the 

process is repeated [80]. Its main advantage is that it can work closely to the boundaries and still provide 

highly optimal results [81].  

On that manner, RHO is based on updating information and performing optimization with the 

updated data in a rolling fashion, depending on certain predefined events that trigger the new optimization 

horizon [67]. The first-stage decisions are the computation of the static solutions of all stages (that do 

not depend on the uncertainties). The second-stage decisions are the results of all the subsequent 

optimizations in the next stage, since they depend on the new updated data [61], [82]. The main 

advantages considered are firstly the tractability of the particular approach and secondly the fact that the 

use of updated information, during the process, eliminates the interdependency of the uncertainties of 

subsequent optimization stages, minimizing the effect of uncertainties of previous steps. However, the 

first-stage decisions can still result over-conservative, since they are made without adaptability [61], [67].  

Combining the Receding Horizon approach and Robust Optimization in a LP Optimization 

problem provides the capability of forming an Adaptive Robust Optimization problem, avoiding the high 

computational expense of the typical two-stage ARO, which can lead to a computationally intractable 

problem. All the “here and now” decisions are made up front, in the start of the scheduling horizon. Then 

a prediction horizon is determined, depended on a pre-decided uncertainty realization event that triggers 

re-optimization. Every decision made after the first prediction horizon can be considered as “wait and 

see” and is adapted to the realizations of the considered uncertainties of the previous stages. Re-

optimization is performed for every prediction horizon, which is divided in pre-defined timesteps (control 

horizons of the prediction horizon). In every re-optimization stage, the worst-case scenarios of the 

integrated uncertainties are computed and taken into consideration for the computation of the decision 

variables. If a new trigger event occurs, the next prediction horizon is scheduled and updated input 

information and worst-case scenarios for the uncertain parameters are considered. On that manner, an 

Adaptive Robust Optimization model is developed, which is always tractable and takes advantage of the 

benefits of the receding horizon approach.  

Fig 3.3 depicts all the aforementioned associated concepts of the receding horizon approach for 

clarity [83]. The Scheduling horizon (SH) constitutes the total duration of the optimization problem, 

which needs to be scheduled. At every iteration, a Prediction Horizon (PH) is scheduled, which is always 

a part of the SH. Hence, at the first time instant, the first PH is set (PH – 1). Every PH integrates a Control 

Horizon (CH), which is responsible to trigger new re-optimizations and set a new PH, if the pre-decided 

triggering event occurs. On that manner, the CH constitutes always a part of the corresponding PH and 

the end of the previous CH provokes the start of the next PH. Therefore, when the Control Horizon (CH 

– 1) of the Prediction Horizon (PH – 1) finished, the new Prediction Horizon (PH – 2) is set.  

Finally, Sequential decision-making can be integrated into a Robust Optimization framework by 

also using Stochastic Optimization or Dynamic Robust Optimization (e.g Markov decision process 

settings), however these approaches are not reviewed in the thesis [61]. 
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Fig. 3. 3: Concepts associated with Receding Horizon Approach [83] 

 

3.5 The Benchmark Smart-Charging Algorithm  

 
Benchmark Smart-Charging Algorithm Introduction-Description 
 This thesis investigates the use of Robust Optimization on the deterministic smart-charging 

algorithms. The objective of the benchmark algorithm is the minimization of the EV charging costs 

considering RES (PV) Generation forecast, EV user preferences and patterns (arrival, departure and 

requested energy), local load demand, regulation reserves provision and energy market prices. The 

benchmark algorithm is formulated as a mixed-integer linear programming problem (MILP) and is 

capable of controlling the EV charging, providing simultaneously up & down regulation services as well 

as exporting (selling) power to the grid, depending on the aforementioned considerations. On that manner, 

an Energy Services Company (ECSo) acts as a bridge between the wholesale market and the EV users 

and aims to perform energy scheduling, in such a way that the charging cost is minimized, regulation 

services are provided to the Independent System Operator (ISO) and income from PV generation is 

increased. All the knowledge provided below in this section is derived by [15], where the reader is 

referred to for further information. 

  

Receding Horizon Approach 

 The benchmark algorithm already formulates an Energy Management System (EMS), which uses 

a receding horizon model predictive control of timestep 𝛥𝛵  to deal with uncertainties and minimize 

prediction errors. The MIP optimization is triggered and a new optimization horizon is set whenever a 

new EV arrival is realized at any timestep 𝛥𝛵. In Fig. 3.4 an example of the implementation of flexible 

receding horizon approach on smart-charging is depicted. Let’s consider that 4 chargers exist at node n. 

At time instant 𝑡𝑖 , a new EV arrival is realized at Charger 1, while Chargers 2 & 4 have already a car 

connected and Charger 3 is empty. The new optimization horizon is set until the latest EV departure of 

the 3 cars 𝑇2
𝑑 (e.g the EV connected to Charger 2): 𝑇𝑑

𝑚𝑎𝑥 = max{𝑇𝑑
𝑗| 𝑗 ∈ 𝐽} and can be calculated as: 

𝑇𝑖 = 𝑇𝑑
𝑚𝑎𝑥 − 𝑡𝑖. The reason why horizon is set until 𝑇2

𝑑, is because the benchmark algorithm cannot 
predict (“see”) the EVs, which are going to come in the future. Therefore, taking into account only the 

EVs, that are currently connected to the chargers, the horizon is set until the latest departure. 
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Fig. 3. 4: Receding Horizon Approach Implementation in Smart-Charging [15] 

 

 As it can be clearly observed in Fig. 3.4, in order to avoid influence of the previous horizon to the 

optimization of the next one, at the start of every new optimization horizon, the already connected cars 

are divided into two parts: part 1 & part 2, which represent the past & the future respectively. Hence, the 

related optimization parameters, such as the remaining parking time and energy demand, are updated and 

utilized in the next optimization round [15].  

 

Objective Function & Robust Counterpart 
 The objective function of the benchmark algorithm is presented below in (51). As it can be seen, 

the cost minimization depends on several terms. The first term represents the penalty cost paid to the 

unsatisfied customer, if the requested energy is not met by the departure time. The second term represents 

the cost of the PV utilization, paid to the PV owners, if PV Generation is not owned by the EMS, but 

rather is installed by third parties. Moreover, the third term integrates the cost of buying energy as well 

as the income of selling energy to the grid, while the last term integrates the income from the regulation 

services provision of the EMS to the ISO. 
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𝑚𝑖𝑛 𝐶𝑛
𝑜𝑝𝑡 = ∑(𝐵𝑛,𝑗

𝑎 + 𝑑𝑛,𝑗 −  𝐵
𝑛,𝑗,�̃�

𝑑
𝑛,𝑗

)𝐶𝑝
𝑛,𝑗 

𝐽

𝑗=1

+ 𝛥𝛵 ∑ 𝑝𝑃𝑉
𝑛,𝑡

𝐶𝑃𝑉 + 𝛥𝛵 ∑(𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

𝐶𝑒(𝑏𝑢𝑦)
𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡
 𝐶𝑒(𝑠𝑒𝑙𝑙)

𝑡)

𝑇

𝑡=1

𝑇

𝑡=1

− 𝛥𝛵 ∑ ∑(𝑝𝑟(𝑢𝑝)
𝑛,𝑗,𝑡

𝐶𝑟(𝑢𝑝)
𝑡 + 𝑝𝑟(𝑑𝑛)

𝑛,𝑗,𝑡
 𝐶𝑟(𝑑𝑛)

𝑡

𝐽

𝑗=1

)                                                           (51)

𝑇

𝑡=1

 

 

 The Decision Variables of the MILP OSCD optimization are the following: 

• 𝑝𝑒+
𝑛,𝑗,𝑡: Charging Power of EV: j connected to node: n at time: t (kW) 

• 𝑖𝑒+
𝑛,𝑗,𝑡: Charging Current of EV: j connected to node: n at time: t (kW) 

• 𝐵𝑛,𝑗,𝑡: Battery Energy of EV: j connected to node: n at time: t (kWh) 

• 𝑝𝑃𝑉
𝑛,𝑡: Generated PV Power by RES installation at node: n at time: t (kW) 

• 𝑝𝑟(𝑢𝑝)
𝑛,𝑗,𝑡, 𝑝𝑟(𝑑𝑛)

𝑛,𝑗,𝑡: Up & Down Regulation Reserves by EV: j at node: n at time: t (kW) 

• (𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

, 𝑝𝑔(𝑒𝑥)
𝑛,𝑡: Imported & Exported Power to the grid at node: n at time: t (kW) 

 

Moreover:  𝐶𝑛
𝑜𝑝𝑡: Optimal charging cost of node n (€) 

        𝐵𝑛,𝑗
𝑎: Battery capacity upon arrival at charger j of node n (kWh) 

        𝑑𝑛,𝑗: Requested energy at charger j of node n (kWh) 

        𝐵𝑛,𝑗,�̃�𝑑
𝑛,𝑗

: Battery capacity upon departure at charger j of node n (kWh) 

                   𝐶𝑝
𝑛,𝑗 : Penalty Cost [

10€

1% 𝑆𝑂𝐶
] paid to the customer for unsatisfying (unfinished) EV charging.  

 

It must be noted here that due to an inherent drawback of Discrete Optimization, which will be 

explained more thoroughly in Chapter 5, the penalty cost is neglected if the ratio of charging gap divided 

by requested energy is lower than 1% or the departure SOC is greater than 98%. 

  

        𝐶𝑃𝑉: Cost of PV Generation (in this thesis, assumed zero, hence the charging station owns 

the PV park) (€) 

                   𝐶𝑒(𝑏𝑢𝑦): Cost of importing power from the grid (€) 

                    𝐶𝑒(𝑠𝑒𝑙𝑙): Income from exporting power to the grid (€) 

  

Considering that the imported & exported powers (𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

 & 𝑝𝑔(𝑒𝑥)
𝑛,𝑡 respectively) traded by the 

EMS, are relatively much lower than the power traded in the market, it is assumed that the EMS does not 

influence the energy prices that circulate in the market. Moreover, the investigation will be divided into 

two studies. For the scope of Study 1, up and down regulation reserves will be ignored. This is because 

Study 2 is entirely devoted to the FCR reserves provision and the uncertainty integrated in them. The 

robust formulation of FCR reserves provision is separately described in Study 2 of Chapter 4, due to its 

stand-alone character and distinction from the other uncertainties. This distinction has been decided due 

to the fact that a whole new and improved FCR provision model has been developed for a more “real” 

and robust FCR provision. The combination of FCR with the other uncertainties would increase 

extremely the computational expense and simulation time and therefore a separate study (Study 2) has 

been devoted to FCR reserves in Chapters 4 & 5. Paragraph 3.6 describes the mathematical formulation 
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of the MILP Robust Optimization Problem without consideration of FCR uncertainty variables. 

Hence, uncertainty is integrated only into the first term of the objective function and the Robust 

Counterpart of the benchmark objective function is identified as in (52). Fig. 3.5 depicts the schematic 

of the EV parking lot with the integrated components (PV Generation, Local Load, EV chargers etc.) and 

the power flow among them. 

 

 

 

Fig. 3. 5: Schematic of the Power Flow and Components of the solar powered EV parking lot with EV chargers [15] 

 

𝑚𝑖𝑛 𝐶𝑛
𝑜𝑝𝑡 = min { 𝛥𝛵 ∑ 𝑝𝑃𝑉

𝑛,𝑡
𝐶𝑃𝑉 + 𝛥𝛵 ∑(𝑝𝑔(𝑖𝑚𝑝)

𝑛,𝑡
𝐶𝑒(𝑏𝑢𝑦)

𝑡 − 𝑝𝑔(𝑒𝑥)
𝑛,𝑡

 𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡)

𝑇

𝑡=1

𝑇

𝑡=1

+ 𝑚𝑎𝑥
𝑈

{∑(𝐵𝑛,𝑗
𝑎 + 𝑑𝑛,𝑗 −  𝐵

𝑛,𝑗,�̃�
𝑑

𝑛,𝑗
)𝐶𝑝

𝑛,𝑗 }

𝐽

𝑗=1

}                                                   (52) 

 

3.6 Robust Formulation of the MIP Benchmark Deterministic Algorithm 

 

3.6.1 Considered Uncertainties & Construction of the Uncertainty Sets  

 The benchmark algorithm is formulated until now considering 100% prediction accuracy of the 

input data in every stage of the receding horizon. However, as already stated above, there are certain 

input information that can never be predicted with total accuracy. The considered uncertainties are the 

following: 

• PV generation: Due to the intermittent character of PV production which arises from the uncertain 

solar irradiation, the real produced PV power in the optimization problem is always subjected to 

uncertainty. 

• Load Demand: The Load Demand is also highly uncertain, since it depends on human behavior, 

which can never be precisely predicted. 

• EV user driving patterns: Every EV owner has informed the EV charging station about the 

preferred arrival and departure time (𝑇𝑎 & 𝑇𝑑 respectively). However, since both these parameters 

depend on the drivers’ behavior, they should also be considered uncertain for the extraction of 

optimal results. 
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• Requested Charging Energy – Arrival SOC: Every EV owner has informed the EV charging 

station about the SOC of the EV upon arrival and the requested energy (𝑆𝑇𝑎  & 𝑑 respectively). As 

it is furtherly explained below, the EV owner can ask for a certain SOC the EV should have upon 

departure, but the arrival SOC of the EV at the station can never be certain, which consequently 

has an impact on the requested energy. Therefore, the arrival SOC and the dependent requested 

charging energy is another one uncertainty considered in this thesis. 

• FCR Regulation Reserves: The benchmark algorithm, apart from charging “smartly” and 

sustainably the EV fleets, is capable of providing ancillary services (FCR reserves) to the power 

grid, hence to the TSO. However, there is a high level of uncertainty regarding the offered 

reserves to the bidding market and the exact amount of offered reserves that will be actually 

“called” in real-time, which has not been considered in the benchmark algorithm. 

 

Uncertainty Sets Formulation 
 This thesis adopts the uncertainty set structure, as formulated by Bertsimas & Sim [63], which 

has already been used effectively in various researches, such as in [84], where uncertainties in surgery 

duration and length-of-stay in intensive care unit have been addressed for elective surgeries scheduling. 

However, due to limited available historical knowledge on PV generation and Load demand and incentive 

of management of all potential worst-case scenarios of EV user arrivals and departures, no “budget of 

uncertainty” has been introduced in the system uncertainties, apart from the FCR provision uncertainty. 

 On that manner, the uncertainty set formulation is the following (53): 

 

𝑈𝑖
𝑡 = {�̃�𝑖

𝑡 ∈ 𝑅𝑛: �̃�𝑖
𝑡 ∈ [�̅�𝑖

𝑡 − �̂�𝑖
𝑡, �̅�𝑖

𝑡 + �̂�𝑖
𝑡], ∀𝑡 ∈ 𝑇} = 

{ �̃�𝑖
𝑡 ∈ 𝑅𝑛: �̃�𝑖

𝑡 = �̅�𝑖
𝑡 + 𝑧𝑖

𝑡 ∗ �̂�𝑖
𝑡 , −1 ≤ 𝑧𝑖

𝑡 ≤ 1, ∀𝑡 ∈ 𝑇} (53) 

  

Where �̃�𝑖
𝑡: the real value, �̅�𝑖

𝑡: the forecasted value & �̂�𝑖
𝑡
: the maximum considered deviation at time 

instant t, T: the optimization horizon and 𝑧𝑖: “the prediction error” factor 

 

Therefore, the following uncertainty sets for PV generation, Load demand, Arrival & Departure times 

and arrival SOC are formulated as in (54), (55), (56), (57) & (58) respectively. As explained, the departure 

SOC has been assumed certain in this thesis, considering the fact that most EV drivers do not know the 
exact arrival SOC, with which they are going to arrive, but they are certain for the SOC, that they want 

to have upon leaving the station. 

 

1. PV Generation 

 

𝑈𝑝 = {�̃�𝑡,𝑛
𝑃𝑉

∈ 𝑅𝑛: �̃�𝑡,𝑛
𝑃𝑉

= 𝑃𝑡,𝑛
𝑃𝑉(𝑓𝑐) + 𝑧𝑝𝑡,𝑛

�̂�𝑡,𝑛
𝑃𝑉

, |𝑧𝑝𝑡,𝑛
| ≤ 1} , ∀𝑡, 𝑛 (54) 

 

Where: 𝑃𝑡,𝑛
𝑃𝑉(𝑓𝑐): the forecasted PV generation at node at time t (kW) 

 

2. Load Demand 

 

𝑈𝐿 = {�̃�𝑡,𝑛
𝑙𝑜𝑐

∈ 𝑅𝑛: �̃�𝑡,𝑛
𝑙𝑜𝑐

= 𝑃𝑡,𝑛
𝑙𝑜𝑐 + 𝑧𝐿𝑡,𝑛

�̂�𝑡,𝑛
𝑙𝑜𝑐

, |𝑧𝐿𝑡,𝑛
| ≤ 1} , ∀𝑡, 𝑛 (55) 

 

Where: 𝑃𝑡,𝑛
𝑙𝑜𝑐: the forecasted Load demand at node at time t (kW) 
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3. Arrival Time 

 

𝑈𝑇𝑎
𝑛,𝑗

= {�̃�𝑎
𝑛,𝑗 ∈ 𝑅𝑛∗𝑗: �̃�𝑎

𝑛,𝑗 = 𝑇𝑎
𝑛,𝑗 + 𝑧𝑇𝑎

𝑛,𝑗
�̂�𝑎

𝑛,𝑗 , |𝑧𝑇𝑎
𝑛,𝑗

| ≤ 1} , ∀𝑡, 𝑛 (56) 

 

Where 𝑇𝑎
𝑛,𝑗: the arrival time of 𝑗𝑡ℎ EV of node n (h) 

 

4. Departure Time 

 

𝑈𝑇𝑑
𝑛,𝑗

= {�̃�𝑑
𝑛,𝑗 ∈ 𝑅𝑛∗𝑗: �̃�𝑑

𝑛,𝑗 = 𝑇𝑑
𝑛,𝑗 + 𝑧𝑇𝑑

𝑛,𝑗
�̂�𝑑

𝑛,𝑗 , |𝑧𝑇𝑑
𝑛,𝑗

| ≤ 1} , ∀𝑡, 𝑛 (57) 

 

Where 𝑇𝑑
𝑛,𝑗: the departure time of 𝑗𝑡ℎ EV of node n (h) 

 

5. Arrival SOC 

 

𝑈𝑆𝑎
𝑛,𝑗

= {𝑆𝑎
𝑛,𝑗 ∈ 𝑅𝑛∗𝑗: 𝑆𝑎

𝑛,𝑗 = 𝑆𝑎
𝑛,𝑗 + 𝑧𝑆𝑎

𝑛,𝑗
�̂�𝑎

𝑛,𝑗 , |𝑧𝑆𝑎
𝑛,𝑗

| ≤ 1} , ∀𝑡, 𝑛 (58) 

 

       Where 𝑆𝑎
𝑛,𝑗: the arrival SOC of 𝑗𝑡ℎ EV of node n 

 

3.6.2 Robust Formulation of PV generation uncertainty constraint 

Regarding PV Generation, assuming that the PV converter is connected to the PV array via MPPT 

tracker and extracts maximum power, the power from PV generation depends on the forecasted value, 

the efficiency of the inverter 𝜂𝑖𝑛𝑣 and a scaling factor 𝐾𝑃𝑉
𝑛,𝑡 with respect to the rated PV power 𝑝𝑛

𝑃𝑉𝑟 

which scales the optimality of installation characteristics (e.g. azimuth, tilt, module parameters), hence 

it is dictated by equation (59). For this thesis the scaling factor and the inverter have been assumed ideal 

(unity).  

 

𝑝𝑃𝑉
𝑛,𝑡 ≤ 𝐾𝑃𝑉

𝑛,𝑡 ∗ 𝑝𝑛
𝑃𝑉𝑟 ∗ 𝑝𝑃𝑉(𝑓𝑐)

𝑛,𝑡 ∗ 𝜂𝑖𝑛𝑣 (59) 

 

Substituting (54) in (59):  

𝑝𝑃𝑉
𝑛,𝑡 ≤ 𝐾𝑃𝑉

𝑛,𝑡 ∗ 𝑝𝑛
𝑃𝑉𝑟 ∗ 𝜂𝑖𝑛𝑣 ∗ (𝑃𝑡,𝑛

𝑃𝑉(𝑓𝑐) + 𝑧𝑝𝑡,𝑛
�̂�𝑡,𝑛

𝑃𝑉
) (60) 

 

As the authors propose in [85], the inequality constraint with uncertainty in the right-hand side should 

be investigated at the lower bound, where the worst-case scenario of the constraint feasibility occurs. For 

that reason, it is obvious that PV generation decrease should be investigated, which forces the inequality 

to function in the limits. Therefore equation (60) is transformed to model (61): 

 

𝑝𝑃𝑉
𝑛,𝑡 ≤ 𝐾𝑃𝑉

𝑛,𝑡 ∗ 𝑝𝑛
𝑃𝑉𝑟 ∗ 𝜂𝑖𝑛𝑣 ∗ (𝑃𝑡,𝑛

𝑃𝑉(𝑓𝑐) − 𝑧𝑝𝑡,𝑛𝑚𝑎𝑥
�̂�𝑡,𝑛

𝑃𝑉
) 

 
0 ≤ 𝑧𝑝𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (61) 

 

Addressing again the robust counterpart of the objective function, decreased PV generation leads to 

a lower (more optimal) objective output value. However, PV generation power is contradictory to the 

imported power from the grid. Hence, assuming that 𝐶𝑒(𝑏𝑢𝑦)
𝑡 ≫ 𝐶𝑃𝑉 , (the cost of importing power from 

the grid is higher that the pay-off cost for PV generation, if PV park is installed by third party) increased 
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imported power will increase (deteriorate) the total charging cost. In this thesis, 𝐶𝑃𝑉 is assumed zero. 

 
PV Generation uncertainty sets & maximum deviations 

The worst-case scenario for decreased PV generation represents zero production. For that reason, the 

maximum accepted deviation is equal to the forecasted value: �̂�𝑡,𝑛
𝑃𝑉

= 𝑃𝑡,𝑛

𝑃𝑉(𝑓𝑐)

, ∀𝑡, 𝑛 . When 

𝑧𝑝𝑡,𝑛𝑚𝑎𝑥
= 1, PV generation is zero. Hence, (61) is transformed to (62): 

 

𝑝𝑃𝑉
𝑛,𝑡 ≤ 𝐾𝑃𝑉

𝑛,𝑡 ∗ 𝑝𝑛
𝑃𝑉𝑟 ∗ 𝜂𝑖𝑛𝑣 ∗ 𝑃𝑡,𝑛

𝑃𝑉(𝑓𝑐) (1 − 𝑧𝑝𝑡,𝑛 𝑚𝑎𝑥
),    ∀𝑡, 𝑛 

 
0 ≤ 𝑧𝑝𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (62) 

 

3.6.3 Robust Formulation of Load Demand uncertainty constraint 

 The uncertain parameter of the load demand appears in the EV charger & car park constraints and 

more specifically in the power balance equation. The AC grid is utilized for power exchanges between 

the EV chargers, PV arrays, local load demands and the grid. Hence, the intra-park power exchanges 

between the chargers and the PV park are directly related to the imported/exported power to the grid. The 

formulation of the power balance equation is presented in (63), where 𝜂𝑐ℎ
𝑛,𝑗

: the efficiency of the charger 

j of node n. 

 Moreover, the imported and exported powers do not have simultaneously non-zero values, as 

expressed in (64). Finally, the cost of the imported power is equal or slightly higher than the cost of the 

exported power, hence  𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡 = 0.95 ∗ 𝐶𝑒(𝑏𝑢𝑦)

𝑡. 

 

∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ ) +
𝐽

𝑗=1
𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 − 𝑝𝑃𝑉
𝑛,𝑡 = 𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡 = 𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡,   ∀𝑛, 𝑗, 𝑡 (63) 

 

𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 = {𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡
| 𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡 > 0},    ∀𝑛, 𝑗, 𝑡 

                                                  𝑝𝑔(𝑒𝑥)
𝑛,𝑡 = −1 ∗ {𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡
| 𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡 < 0},    ∀𝑛, 𝑗, 𝑡                                   (64) 

 

Substituting the uncertain load demand (55) in the power balance equation (63): 

 

∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ ) +
𝐽

𝑗=1
�̃�𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 − 𝑝𝑃𝑉
𝑛,𝑡 = 𝑝𝑔(𝑖𝑚𝑝)

𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)
𝑛,𝑡  ⟷  

 

∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ ) +
𝐽

𝑗=1
𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 + 𝑧𝐿𝑡,𝑛
�̂�𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 = 𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 + 𝑝𝑃𝑉

𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)
𝑛,𝑡,   ∀𝑛, 𝑗, 𝑡 (65) 

 

Due the lowest uncertain PV power considered in the previous step, the EV charging stations has 

to increase the imported power from the grid or to export less in order to cope with the load demand and 

charging energy. Therefore, assuming certain charging energy, a maximum increase in load demand 

represents the worst-case scenario for the particular equation, having the most severe impact on the 

objective value. Therefore, the power balance is transformed to the following robust balance equation 

(66): 
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∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ ) +
𝐽

𝑗=1
𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 + 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥
�̂�𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 − 𝑝𝑃𝑉
𝑛,𝑡 = 𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡   = 

𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡 ,   ∀𝑛, 𝑗, 𝑡 

 
0 ≤ 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (66) 

 

Load Demand uncertainty sets & maximum deviations 

The load demand uncertainty is formulated in a similar way such as PV generation. The expected 

maximum deviation is considered to be a double load, hence �̂�𝑙𝑜𝑐𝑎𝑙
𝑛,𝑡 = 𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡
, ∀𝑡, 𝑛. 

When 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥
= 1, the load demand is 2 times the forecasted value, whereas when 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥

= 0, the 

real load demand value is equal to the forecasted. The balance power equation is transformed to (67): 

 

∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ ) +
𝐽

𝑗=1
𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡(1 + 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥
) − 𝑝𝑃𝑉

𝑛,𝑡 = 𝑝𝑑𝑖𝑓𝑓
𝑛,𝑡   = 

𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡 ,   ∀𝑛, 𝑗, 𝑡 

 
0 ≤ 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (67) 

 

3.6.4 Robust Formulation of Arrival & Departure time uncertainties 

 The uncertain arrival and departure times mainly appear in the time duration constraint (68), 

which is one of the two charger-EV acceptance criteria. More particularly, upon EV arrival at EV part of 

node n, the user is informed regarding the charger to which the EV should be connected. The first criteria 

states that the requested energy during the parking time interval must be within the power limits of the 

charger. On that manner: 

 
𝑑𝑛,𝑗

𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗 
≤ min {𝑝𝐸𝑉𝑟

𝑛,𝑗 , 𝑝𝑚𝑎𝑥
𝑛,𝑗

}  ⟷ 

𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗 ≥
𝑑𝑛,𝑗

min {𝑝𝐸𝑉𝑟
𝑛,𝑗

, 𝑝𝑚𝑎𝑥
𝑛,𝑗

}
⁄ ,   ∀𝑛, 𝑗 (68) 

 

Where: 𝑝𝐸𝑉𝑟
𝑛,𝑗: the rated power of the EV charger connected to the 𝑗𝑡ℎ EV (kW) 

 𝑝𝑚𝑎𝑥
𝑛,𝑗 : maximum charging power of 𝑗𝑡ℎ  EV when its SOC is 𝑆𝑛,𝑗

𝐶𝑉  (SOC value when the 

battery process shifts from Constant Current (CC) to Constant Volta (CV) stage of the 𝑗𝑡ℎ EV, here 80%) 

 

Again, as authors propose in [80], the constraint should be investigated at the limit, therefore 

keeping steady the requested energy at charger j of node n: 𝑑𝑛,𝑗, equation (68) is transformed to equation 

(69): 

(�̃�𝑑
𝑛,𝑗

− �̃�𝑎
𝑛,𝑗)𝑚𝑖𝑛 ≥

𝑑𝑛,𝑗

min {𝑝𝐸𝑉𝑟
𝑛,𝑗

, 𝑝𝑚𝑎𝑥
𝑛,𝑗

}
⁄  ⟷ 

(𝑇𝑑
𝑛,𝑗

+ 𝑧𝑇𝑑
𝑛,𝑗

�̂�𝑑
𝑛,𝑗 − (𝑇𝑎

𝑛,𝑗
+ 𝑧𝑇𝑎

𝑛,𝑗
�̂�𝑎

𝑛,𝑗))𝑚𝑖𝑛 ≥
𝑑𝑛,𝑗

min {𝑝𝐸𝑉𝑟
𝑛,𝑗

, 𝑝𝑚𝑎𝑥
𝑛,𝑗

}
⁄ (69) 
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Parking Time uncertainty sets & maximum deviations 

Uncertainty on the EV arrival & departure time can be considered as the most severe, since apart 

from affecting the outcome of the objective function and the feasibility of constraints, it also has an 

impact on the triggering of the re-optimizations.  

 Furthermore, from the time duration constraint, it becomes obvious that the minimum parking 

time (latest arrival time and earliest departure time) should be considered for the worst-case scenario of 

the objective and the feasibility of the constraint. It must be noted that a potential issue of uncertainty on 

the drivers’ patterns, that is not addressed considering minimum parking time, is time overlap between 

consequent vehicles at the same charger. Therefore, the maximum parking time (earliest EV arrival – 

latest EV departure), while it can be considered the most optimal scenario for the optimization objective 

function and constraints, it represents the worst-case scenario for potential time overlaps. Therefore: 

 

• Minimum Parking time: Worst-case scenario for objective output and feasibility of constraints 

• Maximum Parking time: Worst-case scenario for potential time overlaps [72] 

 

However, for the scope and the time management of this thesis, the potential time-overlap issue of 

increased parking time uncertainty is ignored and only the minimum parking time is investigated. The 

two cases A & B of the deterministic and minimum parking time respectively are presented below in 

models (67) & (68). 

  

• Case A: Deterministic (forecasted) Arrival & Departure times  

 

�̃�𝑑
𝑛,𝑗 = 𝑇𝑑

𝑛,𝑗,   ∀𝑛, 𝑗 

 

�̃�𝑎
𝑛,𝑗 = 𝑇𝑎

𝑛,𝑗 ,    ∀𝑛, 𝑗 

 

�̂�𝑑
𝑛,𝑗, �̂�𝑎

𝑛,𝑗 = 0,   ∀𝑛, 𝑗 (67) 

 

• Case B: Minimum Parking time (focus on objective & feasibility) 

 

�̃�𝑑
𝑛,𝑗 = 𝑇𝑑

𝑛,𝑗 − 𝑧𝑇𝑑
𝑛,𝑗𝑚𝑎𝑥

�̂�𝑑
𝑛,𝑗,     ∀𝑛, 𝑗 

 

�̃�𝑎
𝑛,𝑗 = 𝑇𝑎

𝑛,𝑗 + 𝑧𝑇𝑎
𝑛,𝑗𝑚𝑎𝑥

�̂�𝑎
𝑛,𝑗, ∀𝑛, 𝑗 

 
0 ≤ 𝑧𝑇𝑑

𝑛,𝑗𝑚𝑎𝑥
, 𝑧𝑇𝑎

𝑛,𝑗𝑚𝑎𝑥
≤ 1,        ∀𝑛, 𝑗 (68) 

 

 

3.6.5 Robust Nominal objective function, arrival SOC uncertainty & rest of constraint 

 

Rest of Acceptance Criteria 

The second charger – EV acceptance criteria (69) states that the arrival EV capacity must be above 

the minimum limit as set by the EV user. Moreover, the smart-charging availability constraint (70) 

decides if smart-charging algorithm can be initiated by the EMS on the EV, which is possible if the EV 

capacity 𝐵𝑛,𝑗,𝑡 is no less than the emergency capacity value 𝐵𝑛,𝑗
𝑆𝐶 , which is 20% in this thesis. Moreover, 

the arrival capacity 𝐵𝑛,𝑗
𝑎 of 𝑗𝑡ℎ EV must always be equal or greater than the 𝑗𝑡ℎ EV specific minimum 



48 | P a g e  

 

capacity: 𝐵𝑛,𝑗
𝑚𝑖𝑛 

 

𝐵𝑛,𝑗
𝑚𝑖𝑛  ≤ 𝐵𝑛,𝑗

𝑎,   ∀𝑛, 𝑗 (69) 

 

𝐵𝑛,𝑗,𝑡 ≥ 𝐵𝑛,𝑗
𝑆𝐶 ,   ∀𝑛, 𝑗 (70) 

 

Subfunctions 

 The subfunctions of the optimization problem define the relation between the variables & 

parameters of the smart-charging algorithm. While the former two equations (71) & (72) set the 

battery capacity in every time instant of the optimization according to the charging power 𝑝𝑒+
𝑛,𝑗,𝑡 & 

the efficiency 𝜂𝑒𝑣
𝑛,𝑗

, the latter (73) & (74) define how the charging current 𝑖𝑒+
𝑛,𝑗,𝑡 & EV SOC 𝑆𝑛,𝑗,𝑡 

are calculated. 𝑆𝑛,𝑗,𝑡 represents the SOC of the 𝑗𝑡ℎ EV of node n at the time instant t while 𝜂𝑒𝑣
𝑛,𝑗

 the 

efficiency of battery charging of 𝑗𝑡ℎ EV including the losses of the battery. The bounds of the time 

intervals have been substituted by the real arrival and departure times. 

 

                           𝐵𝑛,𝑗,𝑡 = 𝐵𝑛,𝑗
𝑎 + 𝛥𝛵 ∑ (

𝑡

�̃�𝑛,𝑗
𝑎

𝑝𝑒+
𝑛,𝑗,𝑡𝜂𝑒𝑣

𝑛,𝑗
),     ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗 , �̃�𝑑
𝑛,𝑗]             (71) 

                  𝐵𝑛,𝑗,�̃�𝑑
𝑛,𝑗

= 𝐵𝑛,𝑗
𝑎 + 𝛥𝛵 ∑ (

�̃�𝑑
𝑛,𝑗

𝑡
𝑝𝑒+

𝑛,𝑗,𝑡𝜂𝑒𝑣
𝑛,𝑗

),     ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗]                 (72) 

 

 

𝑖𝑒+
𝑛,𝑗,𝑡 =

𝑝𝑒+
𝑛,𝑗,𝑡

𝑉𝑛,𝑡
⁄ ,           ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗, �̃�𝑑
𝑛,𝑗] (73)    

 

Where: 𝑉𝑛,𝑡: the voltage of node n at time instant t, which is in this thesis has been assumed 0,23 kV 

and that everything connected to it has the same voltage 

 

𝑆𝑛,𝑗,𝑡 =
𝐵𝑛,𝑗,𝑡 − 𝐵𝑛,𝑗

𝑚𝑖𝑛

(𝐵𝑛,𝑗
𝑚𝑎𝑥 − 𝐵𝑛,𝑗

𝑚𝑖𝑛)
,   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗 , �̃�𝑑
𝑛,𝑗] (74)    

 

“EV and user input” constraints 

 Equation (75) states that the charging power must be within the power limits of the EV charger 

𝑃𝐸𝑉𝑟
𝑛,𝑗. Moreover, charging power depends on the EV battery SOC. The CC-CV charging model has 

been adopted, which states that the charging power linearly increases along with the battery SOC from 

the EV specific minimum to maximum charging power: 𝑝𝐶𝐶𝑂
𝑛,𝑗  & 𝑝𝑚𝑎𝑥

𝑛,𝑗  until 80% SOC: 𝑆𝐶𝑉
𝑛,𝑗 

(Constant Current charging region), as dictated by equation (76). This is because, during this stage, the 

voltage or the battery linearly increases with the rising value of the SOC. From 80% to 100% SOC, which 

is the Constant Voltage charging region (CV region), it is assumed that the charging power linearly 

decreases from 𝑝𝑚𝑎𝑥
𝑛,𝑗 to zero, as dictated by equation (77) (𝑆𝐶𝑉

𝑛,𝑗 = 0.8). It must be noted that in 

reality the dependence of the battery power on the SOC value is non-linear. However, this feature has 

been ignored for the scope of this thesis in order to formulate the EV charging as a MILP optimization 

problem. The CC-CV EV charging model is depicted in Fig. 3.6. More information can be found on [15]. 

The related equations are the following:  
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 𝑝𝑒+
𝑛,𝑗,𝑡  ≤ 𝑃𝐸𝑉𝑟

𝑛,𝑗, ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗] (75)  

      𝑝𝑒+
𝑛,𝑗,𝑡  ≤

𝑝𝑚𝑎𝑥
𝑛,𝑗

− 𝑝𝐶𝐶𝑂
𝑛,𝑗

 𝑆𝐶𝑉
𝑛,𝑗

∗ 𝑆𝑛,𝑗,𝑡 + 𝑝𝐶𝐶𝑂
𝑛,𝑗 ,   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗, �̃�𝑑
𝑛,𝑗] & 𝑆𝑛,𝑗,𝑡 ≤ 𝑆𝐶𝑉

𝑛,𝑗       (76) 

            𝑝𝑒+
𝑛,𝑗,𝑡 ≤

𝑝𝑚𝑎𝑥
𝑛,𝑗

(1−𝑆𝐶𝑉
𝑛,𝑗)

∗ (1 − 𝑆𝑛,𝑗,𝑡),   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗, �̃�𝑑

𝑛,𝑗] & 𝑆𝑛,𝑗,𝑡 > 𝑆𝐶𝑉
𝑛,𝑗                         (77) 

 

 Moreover, equations (79) & (80) express that the battery capacity must be within the EV specific 

capacity limits 𝐵𝑛,𝑗
𝑚𝑖𝑛 & 𝐵𝑛,𝑗

𝑚𝑎𝑥 and the EV must not receive more energy than the requested, when the 

EV is connected to the charger j. On the contrary, when the EV is not connected, all charging related 

variables are set to zero, as shown in equation (81). 

 

𝐵𝑛,𝑗,𝑡 ≥ 𝐵𝑛,𝑗
𝑎,      ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗 , �̃�𝑑
𝑛,𝑗] (78)  

 

𝐵𝑛,𝑗,𝑡 ≤ min{𝑑𝑛,𝑗 + 𝐵𝑛,𝑗
𝑎 , 𝐵𝑛,𝑗

𝑚𝑎𝑥},    ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗] (79) 

 

𝐵𝑛,𝑗,𝑡 ≥ 𝐵𝑛,𝑗
𝑚𝑖𝑛 ,   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗 , �̃�𝑑
𝑛,𝑗] (80)  

 

                                               𝑖𝑒+
𝑛,𝑗,𝑡, 𝑝𝑒+

𝑛,𝑗,𝑡, 𝐵𝑛,𝑗,𝑡 = 0, ∀ 𝑡 < �̃�𝑎
𝑛,𝑗 & 𝑡 ≥  �̃�𝑑

𝑛,𝑗                             (81) 

 

Fig. 3. 6: The CC-CV EV charging model [15] 
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EV Charger Constraints 

According to the protocol IEC61851 [108], equation (82) states that during charging process, the lowest 

charging current setpoint given by the charger must be 6A, with an integer current value of step 1A. 

 

                                  (𝑖𝑒+
𝑛,𝑗,𝑡

= 0) 𝑂𝑅 (𝑖𝑒+
𝑛,𝑗,𝑡

≥ 6),    ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗]                                     (82)   

 

Import & Export Power Constraints 

 The import and export power must be within the distribution grid congestion limits as set by the 

DSO: 𝑝𝐺+
𝑛,𝑡 & 𝑝𝐺−

𝑛,𝑡 , which represent the grid import and export power limit at node n at time instant 

t respectively, as defined by the grid. These constraints (83) & (84) are considered not to be affected by 

the integrated uncertainties, since it is realistic to assume that the rated power of the distribution network 

is many orders higher than the rated power of the station, therefore it is unlikely that the EV station will 

drive the distribution grid to work at its limits. 

 

𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 ≤ 𝑝𝐺+

𝑛,𝑡 ,   ∀𝑛, 𝑡 (83) 

𝑝𝑔(𝑒𝑥)
𝑛,𝑡 ≤ 𝑝𝐺−

𝑛,𝑡 ,   ∀𝑛, 𝑡 (84) 

 

Objective function’s Robust Counterpart & Requested Energy Uncertainty 

 Addressing again the inner max problem of the RC of the objective function in (85): 

 

                                       𝑚𝑎𝑥 {∑(

𝐽

𝑗=1

𝐵𝑛,𝑗
𝑎 + �̃�𝑛,𝑗 − 𝐵𝑛,𝑗,�̃�𝑑

𝑛,𝑗
)𝐶𝑝

𝑛,𝑗 },   ∀𝑛, 𝑗                                        (85) 

 

 Substituting (72) in (85), the inner max problem is transformed to (86): 

 

max
𝑈

 {∑[

𝐽

𝑗=1

𝐵𝑛,𝑗
𝑎 + �̃�𝑛,𝑗 − (𝐵𝑛,𝑗

𝑎 + 𝛥𝛵 ∑ (
�̃�𝑑

𝑛,𝑗

𝑡
𝑝𝑒+

𝑛,𝑗,𝑡𝜂𝑒𝑣
𝑛,𝑗

))]𝐶𝑝
𝑛,𝑗 

},    ∀𝑛, 𝑗, 𝑡 ⟷ 

                           max
𝑈

 {∑[

𝐽

𝑗=1

�̃�𝑛,𝑗 −  𝛥𝛵 ∑ (
�̃�𝑑

𝑛,𝑗

𝑡
𝑝𝑒+

𝑛,𝑗,𝑡𝜂𝑒𝑣
𝑛,𝑗

)]𝐶𝑝
𝑛,𝑗 

},    ∀𝑛, 𝑗, 𝑡                                    (86) 

 

As already stated, a certain requested SOC upon departure is a reasonable assumption if we 

consider that an EV user can never be certain about the exact SOC upon arrival at the station but the 

needed SOC upon departure is generally definite. Therefore, the requested energy can be replaced by 

the following equation (87) and the inner max problem regarding requested energy is transformed to 

the min problem of (88): 

 

                                          �̃�𝑛,𝑗 =  (𝑆𝑛,𝑗,𝑇𝑑
𝑛,𝑗

− 𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

 ) ∗ 𝐵𝑛,𝑗
𝑚𝑎𝑥, ∀𝑛, 𝑗                                  (87) 

   

                                    𝑚𝑎𝑥 �̃�𝑛,𝑗 →  min
𝑈

(𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

  ∗ 𝐵𝑛,𝑗
𝑚𝑎𝑥),    ∀𝑛, 𝑗                                    (88)

 
 

 

Where  𝑆𝑛,𝑗,𝑇𝑑
𝑛,𝑗

: the departure SOC of the 𝑗𝑡ℎ EV and node n  



51 | P a g e  

 

            𝑆𝑛,𝑗,𝑇𝑎
𝑛,𝑗

 : the arrival SOC of the 𝑗𝑡ℎ EV and node n 

 

The inner max problem of the objective function’s RC is transformed to the min problem (89), 

therefore duality theorem is not used for the robust counterpart of the objective function. Moreover, 

it is clear that, on the one hand, the minimum departure time for every EV at charger j minimizes the 

value of the inner min problem, hence the minimum parking time represents the worst-case scenario 

both for the feasibility of the constraints and for the objective value. On the other hand, regarding 

arrival SOC, the minimum SOC arrival represents the worst-case scenario for the requested energy 

and the satisfaction of the customer. 

Furthermore, the smart-charging algorithm will tend to increase the charging power 𝑝𝑒+
𝑛,𝑗,𝑡 in 

order to deal with the decreased parking period and satisfy the customer requested energy 𝑑𝑛,𝑗. As a 

consequence, the minimum PV generation and maximum load demand will burden even more the 

power balance equation, forcing the EV station to import more or export less power from/to the grid 

(𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 & 𝑝𝑔(𝑒𝑥)

𝑛,𝑡) respectively, increasing the charging cost. If it does not increase the charging 

power, the requested energy will not be met and the charging cost will be increased due to the penalty 

cost 𝐶𝑝
𝑛,𝑗 , which wil be paid to the customer. Finally, the increase of the charging power due to the 

minimum parking time will challenge more the feasibility of the aforementioned constraints related 

to the charging power limits (75), (76), (77). The inner max problem (89) is formulated as follows: 

 

min
𝑈

 {∑ 𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

+ [

𝐽

𝑗=1

𝛥𝛵 ∑ (
�̃�𝑑

𝑛,𝑗

𝑡
𝑝𝑒+

𝑛,𝑗,𝑡𝜂𝑒𝑣
𝑛,𝑗

)]𝐶𝑝
𝑛,𝑗 

},   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗, �̃�𝑑

𝑛,𝑗],   ∀𝑛, 𝑗, 𝑡           (89) 

       
 

Arrival SOC uncertainty sets & maximum deviations 

 Considering a zero SOC arrival as the worst-case scenario of the particular uncertainty and a 

maximum deviation equal to the forecasted SOC value, the following equation (90) is added for the 

description of the arrival SOC uncertainty: 

 

𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

= 𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

− 𝑧𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

�̂�𝑛,𝑗,�̃�𝑎
𝑛,𝑗

,   ∀𝑛, 𝑗 ⟷ 

𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

= 𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

∗ (1 − 𝑧𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

),   ∀𝑛, 𝑗 (90)  

 

0 ≤ 𝑧𝑆𝑛,𝑗,�̃�𝑎
𝑛,𝑗

≤ 1,   ∀𝑛, 𝑗 

 

Assumptions 

For the aforementioned problem explanation, the following assumptions must be taken into 

consideration: 

 

• 𝐶𝑒(𝑏𝑢𝑦)
𝑡  ≥ 𝐶𝑒(𝑠𝑒𝑙𝑙)

𝑡
: As stated before, the market parties will reassure that the buying grid energy 

price is equal or slightly higher than the selling grid energy price. In this thesis, it is assumed that: 

𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡 = 0.95 ∗ 𝐶𝑒(𝑏𝑢𝑦)

𝑡,   ∀𝑡 

 

• 𝐶𝑒(𝑏𝑢𝑦)
𝑡 , 𝐶𝑒(𝑠𝑒𝑙𝑙)

𝑡
≫ 𝐶𝑃𝑉,   ∀𝑡: The cost of PV generation to the parties that own the PV park is 

very lower than the cost of buying/selling energy to the grid in order to provide incentive to the 
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smart-charging algorithm to use the available PV power. In this thesis, it is assumed that    𝐶𝑃𝑉 =
0, hence the EV station owns the PV park and it is not installed by third parties. 

 

• 𝐶𝑝
𝑛,𝑗 >  𝐶𝑒(𝑏𝑢𝑦)

𝑡 , 𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡
, 𝐶𝑃𝑉,   ∀𝑡: The penalty cost to the unsatisfied customer is the highest 

cost of all in order to provide the incentive to the algorithm to satisfy the customer energy demand, 

even if PV generation is the lowest and load demand is the highest, by importing more or 

exporting less power from the grid. 
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Chapter 4: Management of Smart-Charging Uncertainties  
 

4.1 Evolution of the Benchmark Algorithm 
As already described in the previous chapter, the deterministic smart-charging algorithm is 

already an EMS system which utilizes the RHO concept to deal with uncertainties. When a new EV 

arrival is realized at any timestep of 𝛥𝛵  duration, the MILP optimization is triggered and a new 

optimization horizon is set. Moreover, the benchmark algorithm integrates more re-optimization options. 

The first one is monitoring the real charging data of the EV fleets and re-optimizing when the real SOC 

of a charging EV deviates from the obtained SOC from the optimizer (above the pre-defined threshold 

of 1%) in order to synchronize them. The second one is monitoring the power exchange grid limit (taking 

into consideration the cover of the additional load demand and the power needed for the uncontrolled-

charging EVs) and re-optimizing at any time-step that the available grid limit for smart-charging deviates 

highly from the corresponding of the previous timestep. 

 

Motivation Behind benchmark Smart-Charging Algorithm Improvement 

In order to address the impact of the considered power system uncertainties on the energy 
scheduling and improve their management, an additional feature has been added to the benchmark 

algorithm. In addition to adjusting every new optimization process according to the data obtained from 

the currently connected EVs and reacting only to new arrivals, the new Prediction-Capable (P-C) 

algorithm is capable of predicting future EV arrivals (according to the forecasted data) at the particular 

node. The concept behind this insertion is that scheduling charging according only to the currently-

connected EVs can potentially provoke issues, such as increased charging costs or unfinished charging 

(lower SOC upon departure than requested). This is due to the fact that the benchmark algorithm 

schedules charging without knowledge of potential future EV arrivals within the previously set 

optimization horizon. Therefore, it could potentially delay EV charging for later time periods, when for 

example charging energy price is lower. If charging is scheduled for the last timesteps before the EV 

departure, a simultaneous EV arrival at another charger of the node can jeopardize the charging results, 

forcing charging to take place in expensive time periods or leaving the customer partially “unsatisfied”. 

The explanation of the “Prediction-Capable” algorithm is depicted in Fig. 4.1. 

 At the re-optimization time moment (time-triggering), a particular charger of a node can be 

characterized by 4 distinct charger modes: 

• Charger with new EV arrival 

• Charger with an already connected EV, that participates in smart-charging 

• Charger with an already connected EV, that does not participate in in smart-charging 

• Empty Charger 

 

Explanation of Prediction-based Algorithm Improvement 

Considering Fig. 4.1, the nominal algorithm would trigger at t1, when a new EV arrival is realized 

at Charger 1 and would set the optimization horizon until “Tmax (reaction)” comparing and selecting the 

latest departure between the Smart-Charging (S.C) connected EVs (red colour). The No Smart-Charging 

(No S.C) connected EV at Charger 4 would be excluded by the optimization process and would only be 

considered in terms of the impact on the power exchange grid limit. On the contrary, the Prediction-

Capable algorithm also triggers upon the new EV arrival at Charger 1, but it takes into account all the 

node chargers for the energy-scheduling.  

Therefore, it firstly sets the optimization horizon until the departure of the arrived EV at Charger 

1, considering only the already connected EVs at Chargers 1 & 2. Consequently, it searches for the 

predicted EV arrivals at all node chargers, even if the charger is empty or currently contains a No S.C 
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EV. After storing all the predicted arrivals at all chargers until the initial horizon end (Tmax – reaction), 

it sets the optimization horizon until the latest departure of the predicted arrivals (Tmax – prediction). In 

Fig. 4.1, the latest departure belongs to the last predicted arrival of Charger 4 (predicted EV [2]). The 

EVs that are predicted to arrive after the end of the initial horizon (marked with blue color) are not 

considered in the prediction-based optimization. The reason behind their exclusion is because prediction 

capability has been added to the benchmark algorithm to provide it with knowledge about the EVs that 

are going to arrive, while the already connected EVs are still charging. Prolonging the optimization 

horizon to integrate all future EVs (e.g all EVs of the total time duration) would increase exponentially 

the computational burden and time of the optimization and with no significant reason, since they will be 

integrating in the next re-optimization of the next future EV arrival. 

Furthermore, an additional feature has been added to the smart-charging algorithm. The 

“Prediction-Capable” algorithm takes into account the preference of the future EV arrivals for smart-

charging participation or not. It integrates the EV in the optimization process, if it is willing to participate 

or it adjusts the grid power limit accordingly, if it prefers uncontrolled charging. In addition, if a future 

EV arrival wants to participate in S.C, but it arrives with an SOC below the required threshold, the 

algorithm predicts in which timestep the EV will be charged enough to be able to be integrated in the 

optimization process (e.g 3rd future arrival at Charger 3). On that manner, the 1st predicted arrival at 

Charger 2, which is marked totally with black color, could be an EV that is not willing to participate in 

S.C at all or it never reaches the required threshold for S.C participation during its predicted parking time. 

Finally, it predicts the timestep that a currently connected No S.C EV reaches the required SOC threshold 

to participate and treats it as a coming S.C EV in the optimization (current EV [0] at Charger 4).  

 Taking everything into account, the improvements of the P-C algorithm, regarding prediction and 

EV users’ driving patterns) can be summarized as follows: 

 

• Prediction of the future EV arrival and adjustment of the new prediction-based optimization 

horizon accordingly 

• Consideration of EVs that are not willing to participate in Smart-Charging  

• Prediction when EVs (currently connected or future arrivals) will surpass the Smart-Charging 

SOC threshold of 20% and enter Smart-Charging 

 

       In the next paragraphs, the 2 Studies of the investigation (Study 1 for PV generation, Load demand, 

Arrival & Departure Times and Arrival SOC uncertainties & Study 2 for FCR reserves) are described. It 

must be noted that the mathematical formulation of Study 1 is as exactly described in Chapter 3, while 

Study 2 modifies some parts of the formulation for the development of the improved FCR provision 

model. 
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Fig. 4. 1: Concept of Smart-Charging Algorithm with prediction capabilities 

 

4.2 Study 1: Investigation of PV generation, Load demand & EV User driving uncertainties 

without consideration of FCR Reserves provision 
 As stated in [109] & [11], uncertainty can lead up to 50% and more violation of the mean values 

of the uncertain variables. In order to maintain a certain level of uncertainty and extract solid results 

from the comparison regarding the uncertainties’ impacts and management, a steady 50% deviation has 

been chosen for every uncertain variable considered. Moreover, the 50% deviation of every variable 

has been selected, because all of the uncertainties are studied individually. Therefore, management of a 

relatively high level of uncertainty is recommended. Potential future study of simultaneous events of 

uncertainties’ worst-case scenarios, as recommended in Chapter 7, should integrate lower deviations in 

order to avoid potential problem’ overconservativeness. 

 

4.2.1 Management of PV generation & Load Demand Uncertainties with Robust Optimization 

 

PV Generation 

As already stated in the previous chapter, Robust Optimization protects the benchmark problem 
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against decreased PV generation, since increased PV generation represents a better case scenario for 

EV charging. This is justified by the fact that decreased PV generation forces constraint (59) to 

function at its limits. It controls the trade-off “protection-conservativeness” with the PV uncertainty 

index (or else maximum deviation index):  

 
0 ≤ 𝑧𝑝𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (91) 

 

  𝑧𝑝𝑡,𝑛𝑚𝑎𝑥
= 1:  represents the worst-case scenario of zero PV Generation for the system while, 

𝑧𝑝𝑡,𝑛𝑚𝑎𝑥
= 0: represents the ideal scenario of perfect forecast of PV Generation 

 

In order to manage all deviations of the real PV Generation from the corresponding forecasting curve 

and simultaneously avoid over-conservativeness of the problem (such as a continuously zero PV 

generation), this thesis takes advantage of the adaptability that Receding Horizon approach can provide 

to Robust Optimization. The explanation of the concept of algorithm’s functionality below is depicted in 

Fig. 4.2. Every time instant of a new EV arrival or departure, a new optimization horizon is set and a re-

optimization is triggered. At that time instant, the smart-charging algorithm is updated regarding the input 

data (PV generation, Load demand, EVs driving patterns & characteristics), that will be used during the 

new optimization. Therefore, the algorithm firstly is updated about the real PV generation at the time-

trigger. It stores the deviation in percentage between real and forecasted PV Generation value at the time-

trigger and adjusts the forecasting curve during the optimization horizon (t1 to t2 in Fig. 4.2) according 

to the initial deviation. Then it utilizes Robust Optimization, decreasing the adjusted PV Generation 

forecasting curve (upper bound of PV Generation constraint) by gradually increasing the uncertainty 

index 𝑧𝑝𝑡,𝑛𝑚𝑎𝑥
. The horizon in Fig. 4.2 starts with an initial 𝑧𝑝𝑡1,𝑛𝑚𝑎𝑥

= 0, which increases by 10% every 

hour. In order to avoid conservativeness in long parking periods, when re-optimizations occur less often, 

after 5 hours the uncertainty index reaches the value 𝑧𝑝𝑡1,𝑛𝑚𝑎𝑥
= 0.5 and remains steady until next re-

optimization.  

 

Load Demand 

The same concept is applied for management of Load Demand Uncertainty. Robust Optimization 

protects the benchmark problem against increase of load demand and controls “Protection-

Conservativeness” by the Load uncertainty index:  

 
0 ≤ 𝑧𝐿𝑡,𝑛𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (92) 

 

𝑧𝐿𝑡,𝑛𝑚𝑎𝑥
= 1: represents the worst-case load demand scenario of double load, considered in this thesis 

𝑧𝐿𝑡,𝑛𝑚𝑎𝑥
 = 0: represents the ideal scenario of perfect forecast of Load Demand 

 

       Again, after adjusting the load forecasting curve according to the initial deviation of the real 

measurement at the optimization start, the Load uncertainty index starts from 0 at the time-trigger and 

increases by 20% every 1 hour. After 5 hours, it remains steady at the worst-case scenario of double load 

until re-optimization, in order to reduce over-conservativeness of the problem.  

      Finally, the benchmark algorithm saves power from the grid imported power limit in order to be able 

to cover the maximum forecasted load at every timestep. In order to take into account the real load 

demand data at every timestep, an additional feature has been added to the new Prediction-Capable 

version. The algorithm compares at every timestep the real load demand with the maximum forecasted 
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load demand and adjusts the power save for the cover of the load accordingly. 

 

 

Fig. 4. 2: Concept of PV Generation Uncertainty Management using RO and RHO 

 

4.2.2 Management of Arrival SOC and Parking Time Uncertainties with Robust Optimization 

 

Arrival SOC 
As already proven, a minimum arrival SOC represents the worst-case scenario of the particular 

uncertainty. The “Prediction-Capable” algorithm takes into account the predicted arrival SOC and 

requested energy data of the coming EVs at the node chargers. The prediction of the worst-case scenario 

of the minimum arrival SOC (e.g 50% SOC) should provoke a rushed charging of the currently connected 

cars. If the algorithm predicts an 100% accurate arrival SOC and a minimum SOC arrives, this can 

potentially jeopardize the optimality of results, since if it had predicted the worst-case scenario, it could 

have saved more space for energy charging of the coming EV. On the contrary, if the algorithm predicted 

the minimum arrival SOCs, but the EV arrived with the predicted SOC value, then a potential rushed-up 

charging, in likely “expensive” hours in terms of energy price, could have been realized without cause, 

showing the over-conservative aspect of Robust Optimization. 

Here, the uncertainty index of arrival SOC lies in the same interval as the previous uncertainties: 

 
0 ≤ 𝑧𝑆𝑛,𝑗,𝑇𝑎

𝑛,𝑗 𝑚𝑎𝑥

≤ 1,   ∀𝑡, 𝑛 (93) 

𝑧𝑆𝑛,𝑗,𝑇𝑎
𝑛,𝑗 𝑚𝑎𝑥

= 1: represents the worst-case arrival SOC scenario considered 

𝑧𝑆𝑛,𝑗,𝑇𝑎
𝑛,𝑗 𝑚𝑎𝑥

= 0: represents the ideal scenario of perfect forecast of arrival SOC 

 

In order to avoid over-conservativeness of solution (a zero arrival SOC of all EVs) which is unlikely to 



58 | P a g e  

 

happen, a 50% decrease has been considered as maximum deviation, hence: 𝑧𝑆𝑛,𝑗,𝑇𝑎
𝑛,𝑗 𝑚𝑎𝑥

= 0.5 

 

Parking Time  
On the same manner, a minimum parking time is the worst-case scenario for the optimality of the 

results and the feasibility of the constraints. The uncertainty indices of departure and arrival times are 

𝑧𝑇𝑑
𝑛,𝑗𝑚𝑎𝑥

 & 𝑧𝑇𝑎
𝑛,𝑗𝑚𝑎𝑥

 , respectively. Considering a 50% decrease of the parking time as the worst-case 

scenario and maximum deviations equal to the forecasted parking time, the uncertainty indices can be 

derived by equations (68) as follows: 

 

�̂�𝑑
𝑛,𝑗 =  �̂�𝑎

𝑛,𝑗 =   𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗 ,   ∀𝑛, 𝑗 (94) 

 
0 ≤ 𝑧𝑇𝑑

𝑛,𝑗𝑚𝑎𝑥
=  𝑧𝑇𝑎

𝑛,𝑗𝑚𝑎𝑥
≤ 1,   ∀𝑛, 𝑗 (95) 

 

�̃�𝑑
𝑛,𝑗 = 𝑇𝑑

𝑛,𝑗 − 𝑧𝑇𝑑
𝑛,𝑗𝑚𝑎𝑥

�̂�𝑑
𝑛,𝑗 ,    ∀𝑛, 𝑗 (96)      

 

�̃�𝑎
𝑛,𝑗 = 𝑇𝑎

𝑛,𝑗 + 𝑧𝑇𝑎
𝑛,𝑗𝑚𝑎𝑥

�̂�𝑎
𝑛,𝑗 , ∀𝑛, 𝑗 (97) 

 

 

(94) – (97):    �̃�𝑑
𝑛,𝑗 − �̃�𝑎

𝑛,𝑗 =  0.5 ∗ ( 𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗) ⟷ 

𝑇𝑑
𝑛,𝑗 − 𝑧𝑇𝑑

𝑛,𝑗𝑚𝑎𝑥
(𝑇𝑑

𝑛,𝑗 − 𝑇𝑎
𝑛,𝑗) − 𝑇𝑎

𝑛,𝑗 − 𝑧𝑇𝑎
𝑛,𝑗𝑚𝑎𝑥

(𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗) =  0.5 ∗ ( 𝑇𝑑
𝑛,𝑗 − 𝑇𝑎

𝑛,𝑗)  ⟷ 

 
𝑧𝑇𝑎

𝑛,𝑗𝑚𝑎𝑥
+ 𝑧𝑇𝑑

𝑛,𝑗𝑚𝑎𝑥
= 0.5 (98) 

 

 

Predicting that the available time for charging the future EVs is minimum (either due to delayed 

EV arrival or earlier EV departure) should also provoke the algorithm behave similarly with the arrival 

SOC uncertainty. Moreover, a biased charging beforehand by an over-conservative prediction can also 

provoke an acausal increase of the charging cost. However, prediction of later arrivals than the forecasted 

could potentially delay charging of the currently connected EVs. This can have negative impact on the 

satisfaction of the customers, if the algorithm wrongly predicts that there will be enough energy space to 

charge the currently connected EV later. Therefore, the reduction of parking time has been tested with 2 

modes in this thesis: 

 

• Reduction by delayed EV arrivals & earlier EV departures 

Regarding the first mode, equal uncertainty indices are assumed (uncertainty assumed to have a similar 

impact to arrival and departure since it depends on human behavior) and reduction of the parking time 

has been performed 25% by arrival and 25% by departure, as dictated by equation (99). 

 
𝑧𝑇𝑎

𝑛,𝑗𝑚𝑎𝑥
= 𝑧𝑇𝑑

𝑛,𝑗𝑚𝑎𝑥
= 0.25,   ∀𝑛, 𝑗 (99)  

 

• Reduction only by earlier EV departures  

Regarding the second mode, all uncertainty has been inserted in the EV departure time, keeping the 

arrival times fixed to the forecasted values, as dictated by equation (100). 
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                                                 𝑧𝑇𝑎
𝑛,𝑗𝑚𝑎𝑥

= 0            &            𝑧𝑇𝑑
𝑛,𝑗𝑚𝑎𝑥

= 0.5,   ∀𝑛, 𝑗                        (100) 

 

 

Study Cases for arrival SOC and Parking Time Uncertainties 

 The P-C algorithm has two parts: the Prediction part, where it utilizes the new prediction 

feature and the Reality part, which represents the real arrival and charging of the EVs. For the 

arrival SOC and Parking Time uncertainties, the investigation has been divided into two parts.  

 

• Firstly, two study cases have been compared, where the uncertainties worst-case scenarios 

remained only in prediction. In other words, in the first study case the P-C algorithm 

predicts that the EVs will arrive with their forecasted parking time request or SOC, while 

in the second study case it predicts that they will arrive with the worst-case scenarios. 

However, the EVs actually arrive with the forecasted parking time or arrival SOC. As 

already explained, this comparison aims to address the level of RO over-conservativeness. 

 

• Secondly, the same comparison has been performed, when EVs actually arrive with the 

worst-case scenarios of uncertainties (min arrival SOC or min Parking Time request). In 

other words, in the first study case, the behavior of the P-C algorithm is studied when it 

had predicted that it would happen, while in the second study case the behavior of the 

Benchmark algorithm is studied, which with no prediction capabilities, remains 

completely vulnerable to uncertainties. This comparison aims to address the impact of the 

uncertainties and their potential robust manageable by combination of RO and prediction. 
 

4.3 Study 2: Investigation of Regulation Reserves Provision Uncertainty Impact & 

Management 
 

4.3.1 Introduction to Energy Markets 

In contrast with the previous decades, when the electricity sector was organized as a regulated 

monopoly in each country, during the last two decades, European Union has made efforts to increase 

competition, intending to develop an internal European Electricity Market. The 3 main means of trading 

electricity are the following: 

• Power exchange trading platform (pool market): Generation and Demand bids are offered to the 

pool market by the corresponding GenCos & DemCos and during a prespecified time period a 

single price is defined, depending on the offered bids, which is called “market clearing price” 

• Bilateral over-the-counter (OTC) trading: GenCos & DemCos interact directly and sign 

individual trade contracts 

• Organized over-the-counter (OTC) trading: This type of energy trading constitutes a combination 

of the former 2 types. Generators and Consumers participate in the pool market offering their 

bids. However, the market is cleared and bilateral exchanges are realized continuously. 
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Fig. 4. 3: Overview of the different electricity market in the European Union [86] 

 
 As it can be seen in Fig. 4.3, there are various electricity markets that are being realized, a small 

summary of which, will be presented below. For more information, the reader is referred to [86]. 

 

• Forward and Future Market: Energy exchange contracts for delivery of a pre-arranged amount f 

energy up to even years in the future. While future contracts are mainly standardized, the majority 

of forward contracts belong to the Bilateral OTC category. 

• Day-Ahead Market: In the particular market (DAM), energy trading is realized one day before 

the actual delivery. It constitutes one of the most significant energy markets, since the planned 

generation of the next day has to be in balance with the predicted consumption and the total export 

to other zone areas at the end of the DAM of the previous day. 

• Intra-day Market: In Intra-day Markets (IDM), electricity is traded continuously during the 

delivery day. The main advantage of the particular market is that participants are allowed to 

improve and modify their arranged energy deliveries in the DAM if unexpected events, such as 

power outages occur. In order to enlighten the difference between the DAM & IDM markets, in 

2013 the Belgian DAM (Belpex DAM) traded a total amount of 17.1 TWh in an average price of 

47.45 €/MWh, whereas the Belgian IDM (Belpex CIM) traded a total of 0.6 TWh. 

• Balancing Market: The TSO is responsible to deal with the system net imbalance, which is caused 

by the sum of the real-time imbalances of the individual Balance Responsible Parties (BRPs) and 

for that reason it utilizes the balancing market. The balancing market is divided into the following 

two categories: 

o Procurement & activation of reserves (or else reserve market): Various reserve types are 

contracted, such as Frequency Containment Reserves (FCR), Frequency Restoration 

Reserves (FRR) & Replacement Reserves (RR), which will be addressed in the following 

paragraphs 

o Settlement of Imbalances: This part of the balancing market constitutes actually a tariff to 

each imbalanced BRP and is realized after the actual delivery. It integrates the concepts 

of “Marginal Incremental Price (MIP)” & “Marginal Decremental Price (MDP)”. MIP & 

MDP are defined as the highest & lowest price paid for upward & downward reserve 

offers, respectively [86]. 
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4.3.2. Ancillary Services & Regulation Reserves 

The integration of large number of EVs in the future electricity grid allows Smart-Charging to be 

involved, apart from the main purpose of sustainable EV charging with minimum charging cost and 

limited impact on the grid limits, with provision of ancillary services to the TSO. The utilization of the 

emerging V2G technology, which permits the bi-directional power flow from the grid to the EV and vice 

versa, grants the Charging Station with the capability of participating in both energy and ancillary 

services markets, providing simultaneously extra economic incentives to the customers to become EV 

owners [87]. Such ancillary services can be Up & Down Regulation Reserves, Spinning or non-Spinning 

Reserves etc. The Regulation Reserves belong to the category of ancillary services under normal 

conditions, which integrate also services such as Load Following or Energy Imbalance & Voltage Control. 

On the contrary, Spinning or non-Spinning reserves belong to the category of ancillary services under 

contingencies, such as Replacement or Supplemental Reserves [88]. All of the aforementioned ancillary 

services are highly significant for the power system reliability and can be of great use for the TSO, whose 

main responsibility is to ensure the stability of the power grid and a safe and qualitative power flow 

between production and demand.  

Regulation is defined as the on-line generation, which is also characterized by Automatic 

Generation Control (AGC), having as main purpose firstly to track momentary frequency fluctuations 

production or customer load changes and secondly to aid the frequency and the interconnection frequency 

restoration and power flow between the balancing areas [88]. The Regulation Reserves can be divided to 

the following 3 categories [86]: 

 

• Frequency Containment Reserves (FCR): These regulation reserves, also called primary reserves, 

are activated during large frequency deviations and are utilized for frequency stabilization within 

30 sec (in EU) [89]. The primary reserves are actually a certain amount of power – capacity which 

is contracted via a weekly auction. Taking advantage of the so-called “droop control 

characteristics” of the participating generators, primary reserves are responsible of the power 

system stability for at least 15’, when the secondary reserves are activated. Finally, they can be 

both up and down, therefore the TSO can ask either for drawing or releasing power in order to 

adjust system frequency back to the nominal levels [90]. For example, TenneT contracted a total 

amount of 96 MW during 2015 for the Dutch Electricity grid [89]. 

•  Frequency Restoration Reserves (FRR): The FRR reserves, also called secondary reserves, are 

controlled and activated automatically and centrally within a maximum of 15 minutes and remain 

activated for at least 2h in order to balance energy imbalance. The main purpose of the FRR 

reserves is to pursue slow and low load deviations around the load demand level before the 

disturbance and not to correct the set points after the disturbance, which is assigned to the tertiary 

reserves that come next [90]. TenneT contracts approximately 300 MW of FRR reserves per year 

[89]. 

• Replacement Reserves (RR): The RR reserves, or else tertiary reserves, are activated in the range 

of minutes to hours and are utilized to restore balance when FRR reserves have not been able to 

fully accomplish it. Hence, the emergency power is essential for an extended period of time [89]. 

Moreover, upon their activation, they permit to the FRR units to return back to normal and be 

ready for the next disturbance event [91]. The set points are arranged for every contingency event 

maintaining bus power balance and zero Area Control Error (ACE) [90]. Finally, all provided 

Regulation Reserves can be both up and down, hence drawing and releasing power to the grid 

respectively, due to the emerging V2G technology [92] 

 

In Fig. 4.4, the technical characteristics and purpose of all FCR, FRR & RR reserves can be observed 

(the red, blue & green areas respectively) along with the Inertia and spinning/non-spinning reserves, 
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which go beyond the scope of this project. 

 

 

 

Fig. 4. 4: Technical Characteristics of Primary, Secondary & Tertiary Regulation Reserves [91] 

 

4.3.3 EV Smart Charging & FCR Reserves 

The ever-growing EV fleets are in position to offer various ancillary services, however this thesis 

will focus on the capability of EV fleets to provide FCR Regulation Reserves. This is justified by the fact 

that EVs are characterized by extremely high ramp up and down rates (even as less as 200ms according 

to Chademo and Combo EV charging standards) [97]. Hence, this makes EVs significantly attractive 

regulation providers in terms of FCR reserves, according to various researches [93], [94], [95], [96]. 

Other researches, however, have focused on the provision of FRR services, such as the authors in [97]. 

They have shown that the provision of positive aFRR reserves in Germany from 30 October 2018 to 31 

July 2019, can accomplish a positive net return, which however is not yet enough to balance the 

investment cost of the corresponding installation. 

As already can be seen and as the authors in [98] suggest, the provision of all regulation reserves 

is essential for the management of frequency fluctuations from the nominal levels.  Their contribution is 

to maintain always the power-frequency balance between production and demand in the entire 

interconnected power grid, according to the European Union Internal Electricity Balancing Market. 

Moreover, the offer of regulation reserves can grant the owners of the Charging stations and the EV 

owners with economic revenues, therefore incentives to the former owners to utilize smart-charging and 

the latter to own EVs and participate in smart-charging programs. Therefore, the inclusion and 

consideration of regulation reserves provision in the smart-charging optimization is deemed necessary 
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and highly important, considering that most charging stations will participate in the regulation market in 

the nearest future. However, it must be noted that the installation investment for the regulation reserves 

is still expensive, therefore profitability by participation in the regulation market highly depends on the 

FCR design type, FCR price range & amount of the investment. Nevertheless, the consideration of the 

aforementioned aspects goes beyond the scope of this project.  

As stated in [99], the regulation services are not actually provision of energy, rather provision of 

capacity. The FCR companies offer pre-specified regulation capacities and are obliged to be capable of 

actually providing the offered reserve for the entire delivery period, which can be up to 15’ [89], [99]. 

Moreover, services will be remunerated, even if the reserves are not called by the TSO in real-time. The 

reserves capacity fee is determined either in a yearly or an hourly basis, depending on whether the market 

agreement is for a “forward and future market” or a “day-ahead” market. Finally, the FCR providers must 

pay a penalty fee such high as the capacity fee, if they fail to provide the capacity reserves, that they 

committed to provide in the bidding market [92], [99]. 

On that manner, there are 4 different concepts of regulation reserves that have been distinguished 

in this thesis for extraction of realistic results from the optimization.  

• Up and down natural regulation reserves: Represent the amount of capacity reserves, that 

the algorithm could provide to the grid in respect of the power limits of the EVs, the EV 

chargers and the grid along with the decided (optimizer) EV charging power. 

• Up and down offered-bid regulation reserves: Depending on the magnitude of the “natural” 

reserves, the algorithm finally decides the amount of this magnitude that will be offered 

in the bidding market. This amount of up or down regulations is always lower  or equal to 

the corresponding “natural capacity” amount and is the amount that the algorithm will be 

obliged to be capable of providing for a certain period of time (e.g 15’), until the FRR 

reserves can be activated. Moreover, this capacity amount defines the remuneration of the 

algorithm even if it is not actually called by the TSO. 

• Up and down called regulation reserves: In real time, there is always uncertainty in what 

reserve capacity will be actually called by the TSO. The TSO remunerates the algorithm 

for the committed capacity. However, the magnitude of the actually called capacity 

amount is never known beforehand and depends on the real-time power frequency balance 

in the interconnected grid, therefore it continuously changes. By all means, the called 

capacity reserves will be always lower or equal to the accepted offered reserves in the 

bidding market and are essential to the algorithm, because they directly affect the EVs’ 

SOCs and power balance  

• Up and down expected reserves: These reserves are integrated in the optimizer in order to 

schedule more efficiently the optimized EV charging. They are always lower or equal than 

the offered represents and they represent the reserves that the algorithm expects that the 

TSO will call within the optimization horizon. Hence, they are integrated in the EVs’ SOC 

and power balance equations to represent the called reserves in the optimization. 
 

Therefore, it can be seen that uncertainty exists in all concepts of regulation reserves. On the one 

hand, the bidding strategies in the day-ahead FCR market highly depend on the EV behavior uncertainty. 

Moreover, there is uncertainty in the percentage of the offered capacity reserves amount that will be 

actually accepted to participate in the regulation service. Finally, since real-time grid behavior can never 

be perfectly predicted, the actually called capacity reserves by the TSO remains uncertain until the time 

of delivery.  

Fig. 4.5 aims to enlighten the aforementioned distinction of the 3 regulation reserves concepts.  If 

the particular generator functions with an average of 90 MW output power and has offered in the bidding 

market 10 MW up and down capacity, the offered-bid capacity reserves will be 90-100MW & 80-90 MW, 
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respectively. That means that the generator is obliged to be capable of fluctuating its output between the 

interval 80-100MW for e.g the next hour. However, the natural capacities can be higher than the offered 

regulation capacities. For example, generator of Fig. 8.2 has probably 90 MW (or close to 90MW) down 

regulation capacity, if it zeroes its output. Finally, the TSO within the time interval (14:00, 15:00) is free 

to ask for any regulation reserves amount within the power interval (80 MW, 90 MW) [88]. 

 

Fig. 4. 5: Concept of Up and Down FCR Regulation Reserves [82] 

 
4.3.4 Mathematical Formulation of FCR Reserves Integration in the Optimization  

 
“Natural” & “Offered” Regulation Reserves 

Until now, the benchmark smart-charging algorithm only computed the natural reserves according 

to the equations that represent the aforementioned limits and simultaneously integrated them in the 

objective function without integrating them in the power balance or the EVs’ SOCs equations ((63) & 

(71) respectively). Hence, it was assumed that, on the one hand the algorithm offers and on the other 

hand the market accepts and remunerates the algorithm for the “natural” capacity. Moreover, it is 

simultaneously assumed that the TSO never actually asks for them or that the net power called is zero 

over the time duration, therefore there is not actual impact on the SOC of the EVs. 

However, it must be noted that this is an unreal situation and the solution of the problem is in 

reality much more complex. The offer of reserves to the regulation market and the amount of which is 

actually accepted is an optimization problem itself are approached by various researches with bilevel 

optimization. For example, authors in [100] address the DAM bidding strategy of a PEV aggregator, 

which offers only demand bids, with a bilevel MILP problem, whose upper problem elaborates on the 

charging cost minimization, while the lower problem deals with the market clearing price. Since the 

market clearing price depends on the behavior of the other market participants, the PEV aggregator 

bidding strategy utilizes historical data for the estimation of their decisions. On the same manner, the 

strategic bidding of a merchant energy storage operator is also addressed with a bilevel optimization 
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problem in [101], according to which the lower problem represents the clearance of a multi-period market 

and communicates with the upper problem which is responsible for the optimization decisions of the 

storage bids. Finally, [102] intends to compare the two different auction markets (SMP market with 

system marginal price or else market clearing price & PAB market with pay-as-bid auction which realizes 

bilateral contracts between Gencos). The authors treat the strategic bidding as a multi-agent optimization 

problem and instead of utilizing the classical game theory, they adopt the use of coevolutionary genetic 

algorithms (GA). 

For the scope of this thesis, in order to avoid transition to bi-level optimization or to multi-agent 

optimization and game theory, efforts have been focused to integrate the natural and bid regulation 

capacities within the same optimizer, allowing the optimization problem to remain a single-level MILP. 

More specifically, the natural and bid-offered regulation capacities are represented by different series of 

decision variables, 𝑝𝑟(𝑢𝑝) & 𝑝𝑟(𝑑𝑛)  and 𝑝𝑟(𝑢𝑝_𝑜𝑓) & 𝑝𝑟(𝑑𝑛_𝑜𝑓) , respectively. While the first ones are 

integrated in all constraints, which represent the various limits that shall be respected (EVs power limits, 

EV chargers power limits, CC-CV regions limits and import & export grid power limits), the second ones 

are integrated in the objective function and are always lower than the corresponding natural reserves. 

This is justified by the fact that the natural capacities, therefore the regulation reserves that the algorithm 

is capable of providing, must be computed by the various power limits which restrict the charging 

capabilities of the algorithm. On the contrary, the offered regulation reserves participate in the objective 

function, since the algorithm is remunerated according to them and since they are always lower than the 

natural ones, they will respect the power limits, as well. Moreover, the natural and offered up & down 

regulation reserves can co-exist simultaneously, since the algorithm can offer them at the same time.  

Finally, it must be noted that in reality and as stated in various investigations, such as in [100], 

[101], [102], the offered capacities to the TSO do not necessarily participate entirely in the bidding 

market, since they depend on the market clearing price. Since the bidding process and the “price-maker” 

capability of the algorithm have not been considered, in this thesis the participation uncertainty has been 

avoided. It has been assumed that the offered regulation capacities to the TSO will actually and entirely 

participate in the regulation market and the algorithm will be remunerated according to them. 

On that manner, for Study 2, the objective function (51) is transformed to equation (101) which 

includes the remuneration of the algorithm by the FCR reserves provision:  

 

𝑚𝑖𝑛 𝐶𝑛
𝑜𝑝𝑡 = ∑(𝐵𝑛,𝑗

𝑎 + 𝑑𝑛,𝑗 − 𝐵
𝑛,𝑗,�̃�

𝑑
𝑛,𝑗

)𝐶𝑝
𝑛,𝑗 

𝐽

𝑗=1

+ 𝛥𝛵 ∑ 𝑝𝑃𝑉
𝑛,𝑡

𝐶𝑃𝑉 + 𝛥𝛵 ∑(𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

𝐶𝑒(𝑏𝑢𝑦)
𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡
 𝐶𝑒(𝑠𝑒𝑙𝑙)

𝑡)

𝑇

𝑡=1

𝑇

𝑡=1

− 𝛥𝛵 ∑ ∑(𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡

𝐶𝑟(𝑢𝑝)
𝑛,𝑡 + 𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡
 𝐶𝑟(𝑑𝑛)

𝑛,𝑡

𝐽

𝑗=1

)

𝑇

𝑡=1

                                              (101) 

 

Where 𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡: the offered reserve power capacity for up regulation by the 𝑗𝑡ℎ EV at time t at node 

n (kW) 

           𝑝𝑟(𝑑𝑛_𝑜𝑓)
𝑛,𝑗,𝑡

: the offered reserve power capacity for down regulation by the 𝑗𝑡ℎ EV at time t at 

node n (kW) 

           𝐶𝑟(𝑢𝑝)
𝑛,𝑡: the regulation income for offered reserve power capacity for up regulation by the 𝑗𝑡ℎ EV 

at time t at node n (€) 

          𝐶𝑟(𝑑𝑛)
𝑛,𝑡: the regulation income for offered reserve power capacity for down regulation by the 
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𝑗𝑡ℎ EV at time t at node n (€) 

        

And the corresponding robust counterpart, as formulated in equation (102): 

 𝑚𝑖𝑛 𝐶𝑛
𝑜𝑝𝑡 = min { 𝛥𝛵 ∑ 𝑝𝑃𝑉

𝑛,𝑡𝐶𝑃𝑉

𝑇

𝑡=1

+ 𝛥𝛵 ∑(𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

𝐶𝑒(𝑏𝑢𝑦)
𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡 𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡  

𝑇

𝑡=1

− 𝛥𝛵 ∑ ∑(𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡

𝐶𝑟(𝑢𝑝)
𝑡 + 𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡 𝐶𝑟(𝑑𝑛)
𝑡

𝐽

𝑗=1

)

𝑇

𝑡=1

   

+ 𝑚𝑎𝑥
𝑈

{∑(𝐵𝑛,𝑗
𝑎 + 𝑑𝑛,𝑗

𝐽

𝑗=1

− 𝐵𝑛,𝑗,�̃�𝑑
𝑛,𝑗

)𝐶𝑝
𝑛,𝑗 }}                                                                 (102) 

 

Moreover, equations (75), (76), (77) are transformed to (103), (104) & (105) respectively: 

 

𝑝𝑒+
𝑛,𝑗,𝑡 + 𝜂𝑐ℎ

𝑛,𝑗
∗ 𝑝𝑟(𝑢𝑝)

𝑛,𝑗,𝑡
≤ 𝑃𝐸𝑉𝑟

𝑛,𝑗 , ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗] (103) 

𝑝𝑒+
𝑛,𝑗,𝑡 + 𝜂𝑐ℎ

𝑛,𝑗
∗ 𝑝𝑟(𝑑𝑛)

𝑛,𝑗,𝑡
≤

𝑝𝑚𝑎𝑥
𝑛,𝑗

− 𝑝𝐶𝐶𝑂
𝑛,𝑗

 𝑆𝐶𝑉
𝑛,𝑗

∗ 𝑆𝑛,𝑗,𝑡 + 𝑝𝐶𝐶𝑂
𝑛,𝑗,   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎

𝑛,𝑗 , �̃�𝑑
𝑛,𝑗] & 𝑆𝑛,𝑗,𝑡

≤ 𝑆𝐶𝑉
𝑛,𝑗                                                                                                                                     (104) 

 

𝑝𝑒+
𝑛,𝑗,𝑡+ 𝜂𝑐ℎ

𝑛,𝑗
∗ 𝑝𝑟(𝑑𝑛)

𝑛,𝑗,𝑡
≤

𝑝𝑚𝑎𝑥
𝑛,𝑗

(1 − 𝑆𝐶𝑉
𝑛,𝑗)

∗ (1 − 𝑆𝑛,𝑗,𝑡),   ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗, �̃�𝑑

𝑛,𝑗] & 𝑆𝑛,𝑗,𝑡

> 𝑆𝐶𝑉
𝑛,𝑗                                                                                                                                   (105) 

  

Where 𝑝𝑟(𝑢𝑝)
𝑛,𝑗,𝑡: the natural reserve power capacity for up regulation by the 𝑗𝑡ℎ EV at time t at node n 

(kW) 

           𝑝𝑟(𝑑𝑛)
𝑛,𝑗,𝑡: the natural reserve power capacity for down regulation by the 𝑗𝑡ℎ EV at time t at node 

n (kW) 

  Finally, the following constraints are added in the optimization. The first one (106) limits the 

natural up regulation reserves to be lower than the charging power, while the following two constraints 

(107) & (108) bound the offered reserve capacities to the TSO to be lower than the related natural reserves. 

 

𝑝𝑟(𝑢𝑝)
𝑛,𝑗,𝑡 ≤

𝑝𝑒+
𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

, ∀ 𝑛, 𝑗, 𝑡  (106) 

 

𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡 ≤ 𝑝𝑟(𝑢𝑝)

𝑛,𝑗,𝑡, ∀ 𝑛, 𝑗, 𝑡 (107) 
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𝑝𝑟(𝑑𝑛_𝑜𝑓)
𝑛,𝑗,𝑡 ≤ 𝑝𝑟(𝑑𝑛)

𝑛,𝑗,𝑡, ∀ 𝑛, 𝑗, 𝑡 (108) 

 

“Expected Regulation Reserves” 

 Until now, the MILP algorithm utilizes the previously formulated constraints and objective 

function in order to compute the natural and offered reserve capacities to the regulation market, which 

define the algorithm’s remuneration. These capacities are arranged before the actual call and the 

algorithm is obliged to provide them 30 seconds after the contingency event, while they must be able to 

remain active for at least 15 min [103]. However, there is always uncertainty in the actual called amount 

of the arranged offered capacities in real-time by the TSO, since it depends on the contingency event and 

the real-time power-frequency balance in the interconnected power system.  

 This uncertainty has been addressed  combining two different parts of the algorithm. The first part 

represents “what the algorithm expects to be called” and is integrated in the algorithm’s part of 

optimization/scheduling, while the second part represents “what is actually called” and is integrated in 

the algorithm’s part that represents reality (the real charging of EVs). 

 The constraints and the objective function, that compute the natural and offered regulation reserve 

capacities respectively, have already been described. However, equations (63), (71) and (72), which 

dictate the battery capacity of the EVs and the power balance at every timestep, are the equations that 

represent “reality” in optimization and shall integrate the “expected” regulation reserves by the TSO. 

Therefore, the expected up and down regulation capacities are introduced, 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)& 𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝) 

respectively, and the aforementioned equations are transformed to (109), (110) & (111) respectively, for 

the scope of Study 2: 

 

∑ (
𝑝𝑒+

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

⁄ −  𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡 +  𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)

𝑛,𝑗,𝑡) +
𝐽

𝑗=1
𝑝𝑙𝑜𝑐𝑎𝑙

𝑛,𝑡 − 𝑝𝑃𝑉
𝑛,𝑡 = 𝑝𝑑𝑖𝑓𝑓

𝑛,𝑡

= 𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡,   ∀𝑛, 𝑗, 𝑡                                                                                        (109) 

 

𝐵𝑛,𝑗,𝑡 = 𝐵𝑛,𝑗
𝑎 + 𝛥𝛵 ∑ {

𝑡

�̃�𝑛,𝑗
𝑎

(𝑝𝑒+
𝑛,𝑗,𝑡

−  
𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)

𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

+ 𝜂𝑐ℎ
𝑛,𝑗

∗ 𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)
𝑛,𝑗,𝑡)

∗ 𝜂𝑒𝑣
𝑛,𝑗

 },          ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗]                                                                    (110) 

 

𝐵𝑛,𝑗,�̃�𝑑
𝑛,𝑗

= 𝐵𝑛,𝑗
𝑎 + 𝛥𝛵 ∑ (

�̃�𝑑
𝑛,𝑗

𝑡
(𝑝𝑒+

𝑛,𝑗,𝑡
− 

𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡

𝜂𝑐ℎ
𝑛,𝑗

+ 𝜂𝑐ℎ
𝑛,𝑗

∗ 𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)
𝑛,𝑗,𝑡)

∗ 𝜂𝑒𝑣
𝑛,𝑗

),     ∀ 𝑡 ∈ 𝑛, 𝑗, [�̃�𝑎
𝑛,𝑗 , �̃�𝑑

𝑛,𝑗]                                                                           (111) 

 

Where 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡: the expected reserve power capacity for up regulation by the 𝑗𝑡ℎ EV at time t at 

node n (kW) 

           𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)
𝑛,𝑗,𝑡: the expected reserve power capacity for down regulation by the 𝑗𝑡ℎ EV at time t at 

node n (kW) 

 

The formulation of the power balance equation and the battery capacity equations can be easily 

derived, observing again Fig. 3.5 of Chapter 3 [15] and considering the power flow at points [1] & [2] 

respectively. 

While expected up and down regulation reserves 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)& 𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝) remain uncertain, they 

must obey two main conditions.  
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• The expected called reserves must be always lower or equal than the corresponding 

offered reserves.  

 

• While the algorithm is capable of offering both up and down FCR reserves and receive 

remuneration for them simultaneously, the TSO will actually call only one of them, either 

up or down reserves, simultaneously. Therefore, an extra decision variable 𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟 is 

introduced, which is responsible to activate either 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)  or  𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)  at every 

timestep. The 𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟  variable is decided to be an integer variable, which receives 

values within the interval [ −1, 0, 1]. The first and third values represent the activation of 

the expected down and up regulation reserves respectively, while the middle one 

represents nullification. 

 

On that manner, the following constraints are added in the optimization. While equation (112) 

sets the upper and lower bounds of the switch variable, equation (113) dictates that it must be set to zero 

when the EV is not connected, because without EV connection, no up and down regulation reserves can 

exist. Finally, equations (114) & (115) force the expected reserves to exist only individually and be 

always lower than the reserves that participate in the bidding market. 

 
−1 ≤ 𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟𝑛,𝑗,𝑡

≤ 1       ∀ 𝑛, 𝑗, 𝑡 (112) 

  

𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟𝑛,𝑗,𝑡
= 0    ∀ 𝑛, 𝑗, 𝑡 < �̃�𝑎

𝑛,𝑗 & 𝑡 ≥  �̃�𝑑
𝑛,𝑗                                           (113) 

 

𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡 ≤ 𝑝𝑟(𝑢𝑝_𝑜𝑓)

𝑛,𝑗,𝑡 ∗ 𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟𝑛,𝑗,𝑡
, ∀ 𝑛, 𝑗, 𝑡 (114) 

 

𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)
𝑛,𝑗,𝑡 ≤ 𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡 ∗ (−𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟𝑛,𝑗,𝑡
) , ∀ 𝑛, 𝑗, 𝑡 (115) 

 

Where 𝑠𝑤𝑖𝑡𝑐ℎ𝑝𝑟𝑛,𝑗,𝑡
: the decision variable that decides which regulation is expected at charger j of node 

n at every time instant t (up or down). It is an integer, therefore it receives only 3 values:  

• 1 for up expected regulation activation 

•  -1 for down expected regulation activation 

• 0 for no “expected regulation activation 

 

 In order to firstly reduce potential over-conservativeness (e.g expectation of a maximum of 100% 

called reserves) and secondly avoid total ignorance (e.g expectation of a minimum of zero “called” 

reserves), Robust Optimization is employed, therefore the so-called “budget of uncertainty”. 

Following the Bertsimas & Sim Method (Cardinality Constrained Uncertainty) for Robust 

Optimization, which has already been explained in Chapter 3, the decision variable 𝛤𝑖   is introduced, 

which represents the deviation of the expected regulation reserves from the “offered” ones in the bidding 

market in a fragment form, therefore the “budget of uncertainty” for the whole optimization horizon. 

Hence, 𝛤𝑖  can be formulated as expressed in equation (116) 

 

 

𝛤𝑖𝑛 =
∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)

𝑛,𝑗,𝑡
+  𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)

𝑛,𝑗,𝑡
)𝐽

𝑗=1
𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑
𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡 +  𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡)𝐽
𝑗=1

𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑
𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

,     ∀ 𝑛 (116) 
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 Taking into consideration the “ENTSO-E Transparency Platform” [103] for the “offered” and 

“activated” FCR Reserves in the Netherlands, an uncertainty interval of 0.2 ≤ 𝛤𝑖𝑛 ≤ 0.5, ∀𝑛 has been 

selected, for every “budget of uncertainty” index 𝛤𝑖 𝑛of horizon i at node n (for this thesis the budget of 

uncertainty has been considered equal for all the nodes).This interval deals with extreme phenomena, 

such as extreme worst-case over-conservative scenarios of 100% total expected reserves or best-case 

unreal scenarios of zero total expected scenarios compared with the offered regulation capacities. 

Therefore, the following constraints (117) & (118) have been added in the optimization. 

 

∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡 + 𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)

𝑛,𝑗,𝑡)
𝐽

𝑗=1

𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑

𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

≥ 0.2 ∗ ∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡 +  𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡)
𝐽

𝑗=1

𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑

𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

,    ∀𝑛                             (117) 

 

 

∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑒𝑥𝑝)
𝑛,𝑗,𝑡 +  𝑝𝑟(𝑑𝑛_𝑒𝑥𝑝)

𝑛,𝑗,𝑡)
𝐽

𝑗=1

𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑

𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

≤ 0.5 ∗ ∑ ∑ ( 𝑝𝑟(𝑢𝑝_𝑜𝑓)
𝑛,𝑗,𝑡 +  𝑝𝑟(𝑑𝑛_𝑜𝑓)

𝑛,𝑗,𝑡)
𝐽

𝑗=1

𝑡=𝑜𝑝𝑡𝑖𝑚𝑒𝑛𝑑

𝑡=𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟

,    ∀𝑛                             (118) 

 

Called – Real Regulation Reserves by the TSO 

 As already explained in previous chapters, the nominal MILP algorithm utilizes Receding 

Horizon Approach and triggers re-optimizations at every timestep, in which certain events occur, such as 

EV arrivals. Apart from the optimizer, the algorithm integrates another module, which represents “reality” 

and mimics the real charging of the EVs. The algorithm, emulating in this module at every timestep the 

real charging power & current of every smart-charging EV, it synchronizes the EV SOCs that are derived 

by the “reality” part and by the optimizer and triggers re-optimizations, if the difference exceeds a 

threshold of 1%.  

 The algorithm’s “reality” module is utilized for the representation of the actually called regulation 

reserves in reality by the TSO. At every timestep, the called regulation reserves are computed along with 

the charging power, current and real EV SOC. Fig. 4.6 depicts the functional diagram of the 

representation of the final FCR reserves provision by the algorithm. Observing Fig. 4.6, when the 

algorithm triggers a new re-optimization, the algorithm’s input parameter feeder feeds the optimizer with 

all the data needed regarding the limits to be respected (EV, EV chargers, Grid Import and Export Power 

& CC-CV limits) and the characteristics of the EV fleets (arrival & departure times, SOCs, requested 

energy amounts). The optimizer takes into consideration all of the above in order to compute the “natural” 

regulation reserves that it could provide via the EV smart-charging. Moreover, utilizing Robust 

Optimization, the algorithm takes into consideration the reserves capacity that it expects to be called by 

the TSO and it calculates the regulation reserves, which can efficiently be offered to the bidding market. 

The algorithm’s “reality” module, taking into account the offered reserves to the bidding market and 

informs the algorithm about the actually called reserves by the TSO at the particular timestep. The called 

reserves are distributed to every connected charger of the node, based on the ratio of the individual 
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charger’s offered capacity (defined in the previous optimization) divided by the total offered capacity of 

the node. The algorithm updates and stores the charging data and triggers new re-optimization if needed, 

for example if the charging data of the optimizer module and “reality” module deviate too much (real EV 

SOC & optimization EV SOC differ more than 1%). 

 

Fig. 4. 6: Functional Diagram of FCR reserves provision by Robust Smart-Charging Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



71 | P a g e  

 

Chapter 5: Study Cases & Results of the PV Generation, Load Demand & EV 

user patterns uncertainties’ management 

 
5.1 Introduction & Experiment Description 
 In Chapter 5, the study cases and results of Study 1, regarding PV Generation, Load Demand, 

arrival SOC and Arrival & Departure time of the EVs, are summarized. It must be noted that the constraint 

about the CV battery charging region has been excluded from optimization. This is due to the fact that 

the benchmark algorithm causes the following issue, in terms of unfinished charging energy, in the 

particular version that it has been investigated. As explained in Chapter 3, the minimum charging current 

setpoint of the optimizer is 6A. However, the algorithm’s “reality” module, which emulates the real 

charging of the EV fleets and integrates the CV charging region, is capable of charging the EV with lower 

than 6A. Therefore, while optimizer organizes energy-scheduling, taking into account the CV charging 

region and the minimum limit of 6A to finish EV charging on time, the EV “reality” module charges the 

EV with lower than 6A in the last timesteps of the parking time. The above issue causes unfinished 

charging to multiple EVs and uncalled penalty costs, due to customer unsatisfaction. Therefore, it 

jeopardizes the extraction of meaningful results for the investigation of the particular thesis.  

 Furthermore, the 3 different types of nodes, which are integrated in the optimization, are: the 

“Home Node” (node 1), the “Public Node” (node 2) & the “Semi-Public Node” (node 3). For all the 

study cases investigated in this thesis, nodes 1, 2 & 3 integrate 3, 5 & 3 chargers respectively. The “Home 

Node” is consisted of home chargers, which are characterized by smaller daily EV fleets, longer parking 

periods and lower EV arrival SOCs, and integrates 2 PV parks with rated powers of 2.5 and 7.5 kW. The 

“Public” and “Semi-Public” nodes, which represent the chargers of public and semi-public areas, are 

characterized by greater EV fleets, shorter parking periods and higher EV arrival Socs, both integrate 2 

PV parks with rated powers of 7.5kW & 5kW and 10kW & 2.5kW respectively. In Fig. 5.1 the 1kW-

standardized PV Generation profile, which is used as the forecasted PV generation data, is depicted while 

Fig. 5.2 presents the forecasted yearly energy price cost [€/MWh] based on the 2018 Day-Ahead Market 

data. Finally, all forecasted loads covered by the 3 nodes are based on standardized load profiles of the 

NEDU 2018 database [105], while the utilized forecasted PV Generation profile data is based on the 

Meteonorm database [106] and the utilized DA energy price profile is based on the ENTSO-E platform 

database [103]. 

 

Fig. 5. 1: Forecasted yearly 1kW-standardized PV Generation Profile [106] 
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Fig. 5. 2: Yearly DA Energy Price Cost Profile [103] 

 

Moreover, the same EV fleets have been used and the same time duration: 4 days from 7-6 00:00 until 

10-6 23:55. The timestep used for the MILP optimization of the algorithm is 5 minutes.  

 

Fig. 5. 3: EV fleets at the Chargers (5, 6 & 7) of the “Home Node” during the study case duration 
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Without loss of generality, the plots contained in this chapter depict the results of the investigation 

for “Home Node”. The EV fleets that pass through the Chargers 5, 6 & 7 of the “Home Node” at the 

studied time duration are depicted in Fig. 5.3. The requested energy (Ereq) and arrival SOC (SOCarr) are 

depicted for every EV for the base case (forecasted data). Moreover, the participation or not in smart-

charging for every EV has been added, as well. As it can be clearly seen, the vast majority of the EVs are 

able and willing to participate in smart-charging. However, the first EV, that arrives at Charger 6, has an 

arrival SOC below the threshold of 20% and cannot immediately initiate smart-charging. Moreover, with 

the extra feature added to the Prediction-Capable Algorithm (P-C), the 3rd arrived EV at Charger 6 has 

the ability to choose not to participate in smart-charging, when its SOC reaches 20%. On the contrary, it 

prefers to select uncontrollable charging for the entire parking time.  

Last but not least, the red dashed lines show the ends of the optimization horizons that are set 

during the optimization due to the prediction capability. 

 

5.2 Benchmark & Prediction-Capable Algorithms: Base Cases 

Firstly, the Benchmark and the Prediction-Capable algorithms have been compared and the cost 

results have been summarized at Table 5.1. Fig. 5.4 depicts the Energy Price Cost in the DAM for the 

time duration studied in the optimization: from 7-6 00:00 until 10-6 23:59. As it can be seen, the energy 

price rises highly at noon (e.g 12:00) and in the afternoon (around 18:00), when people return home from 

work and plug-in their vehicles. The lowest energy price is observed during the night, from 22:00 until 

6:00 early in the morning. This pattern is repeated with high similarity for all 4 days of the optimization. 

Regarding Table 5.1 (and all Tables 5.1 – 5.6 in Chapter 5). 

• Nodes 1, 2 & 3 represent the “Home”, “Semi-Public” & “Public” nodes respectively 

• The Grid Power Exchange Cost represents the total node cost of importing power from 

grid (or total income from exporting power to the grid):   

        ∑(𝑝𝑔(𝑖𝑚𝑝)
𝑛,𝑡

𝐶𝑒(𝑏𝑢𝑦)
𝑡 − 𝑝𝑔(𝑒𝑥)

𝑛,𝑡 𝐶𝑒(𝑠𝑒𝑙𝑙)
𝑡)

𝑇

𝑡=1

, ∀𝑛 

 

• The Unfinished Charging Gap represents the total charged energy deviation from the 

corresponding requested energy for every EV passed from every charger of the node:  

 ∑(

𝐽

𝑗=1

𝐵𝑛,𝑗
𝑎 + �̃�𝑛,𝑗 − 𝐵𝑛,𝑗,�̃�𝑑

𝑛,𝑗
),   ∀𝑛, 𝑗 

 

• The Penalty Cost for Charging Gap represents the total cost paid to the customers because 

of the previously defined unfinished charging gap for every node. However, as already 

explained, the penalty cost is neglected if the departure SOC is greater than 98% or its 

deviation from the requested departure SOC is lower or equal to 1%. This can be justified 

if we take into account that the total unfinished charging gap of a node is subdued to 

multiple uncertainties. Apart from the potential noise, which is integrated in the algorithm 

and can minorly deviate the real charging results from the result of the optimizer, the 

concept of Discrete Optimization implicates the most significant effects. Since, the 

algorithm functions with a predefined timestep (5 minutes in this thesis), the last timestep 

of a particular EV charging corresponds to a certain amount of energy, which the 

algorithm can choose either to undercharge or overcharge the EV before departure. The 

algorithm typically chooses to leave the EV slightly undercharged to avoid potential waste 

of energy.  
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 ∑(

𝐽

𝑗=1

𝐵𝑛,𝑗
𝑎 + �̃�𝑛,𝑗 −  𝐵𝑛,𝑗,�̃�𝑑

𝑛,𝑗
)𝐶𝑝

𝑛,𝑗 },   ∀𝑛, 𝑗 

 

• The Total Node Charging Cost is the sum of the Grid Power Exchange Cost and the 

Penalty Cost for Charging Gap for every node 

 

 

Table 5. 1: Charging Costs Comparison between Benchmark and Prediction-Capable Algorithms 

 

 

 

 

Fig. 5. 4: Energy Price Cost (€/MWh) for the time duration: 7-6 00:00 until 10-6 23:59 

 

Benchmark Algorithm Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,8738 0,2721 0 1,8738 

Node 2 

Node 3 

-0,6827 

-1,7623 

0,568 

0,17 

0 

0 

-0,6827 

-1,7623 

    

Prediction-Capable Algorithm Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,5885 0,2242 0 1,5885 

Node 2 

Node 3 

-0,6866 

-1,8354 

0,3497 

0,1543 

0 

0 

-0,6866 

-1,8354 
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As it can be seen, the unfinished charging gap has been reduced in almost every node and the 

corresponding penalty cost has remained zero. However, due to the Discrete Optimization’s inherent 

characteristic, there is still unfinished charging gap at the nodes in the P-C algorithm, that cannot be 

nullified by prediction insertion. Moreover, at all nodes, the P-C algorithm can schedule the energy 

management more efficiently, being able to predict the future arrivals at all the node chargers. Therefore, 

either the power exchange cost with the grid is reduced or the related earnings by exporting power to the 

grid have been increased. The negative sign at a charging cost value means that the overall earnings of 

the total exported power are greater than the overall cost of the total imported power from the grid.  

 

Figs. 5.5-5.7 present the behavior, in terms of SOC and charging power of the EV fleets, at the 

chargers of the “Home Node” when capability of prediction is added. As it has been seen in Fig 5.5, the 

1st EV arrives at Charger 7 at 7-6 17:15 and until its departure at 8-6 00:55, one EV arrival at Charger 6 

at 7-6 20:50 and one EV arrival at Charger 5 at 7-6 21:35 are predicted. The Benchmark algorithm, that 

cannot predict the future arrivals, waits until before midnight when energy price is lower in order to 

charge the 1st EV at Charger 7 (see Fig. 5.7). On the contrary, the Prediction-Capable algorithm, which 

predicts the two future arrivals, balances the particular charging in two periods: at the time of arrival and 

before midnight. Moreover, charging of the 1st EV at Charger 5 does not change, because since it is the 

only EV connected after midnight, the algorithm chooses to charge it then in both situations. 

Moreover, the same behavior is depicted at the last arrivals at the chargers. The last arrival at 

Charger 5 arrives at 10-6 11:35, while arrivals at 10-6 15:25 & at 10-6 22:15 at Chargers 7 & 6 respec-

tively follow next. The Prediction-Capable Algorithm rushes to charge the EV at Charger 5 in order to 

save time and power to charge the EVs at Chargers 6 & 7 when they arrive. 

Finally, the additional feature of “No S.C Participation Preference” can be clearly seen in Fig. 

5.6. The 3rd EV arrived at Charger 6 chooses to be charged uncontrollably and its charging starts imme-

diately, while its charging is delayed for lower price energy time periods in the nominal algorithm. 
 

 

 



76 | P a g e  

 

 

Fig. 5. 5: “Charger Home 5” Behavior in Benchmark (upper plot) & in Prediction-Capable (lower plot) 

Algorithms 

 

 

Fig. 5. 6: “Charger Home 6” Behavior in Benchmark (upper plot) & in Prediction-Capable (lower plot) 

Algorithms 
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Fig. 5. 7: “Charger Home” Behavior in Benchmark (upper plot) & in Prediction-Capable (lower plot) 

Algorithms 

 

5.3 SOCarr Uncertainty Studies 

 

5.3.1 SOCarr Uncertainty only in Prediction 
In this paragraph, the behavior of the Prediction-Capable algorithm has been evaluated, when the 

algorithm predicted a 100% perfect forecast (upper plots) and when it predicted the worst-case scenario 

of minimum SOCarr (lower plots). The difference of the two study cases remains only in the prediction 

part, hence the EVs finally arrive with the forecasted SOCarr.  

As it can be clearly seen in Table 5.2, the unfinished charging gap has decreased even more in all 

the nodes and the penalty cost has remained zero. Moreover, a minor decrease in grid power exchange 

profit (and consequently in the total charging profit) is observed in Nodes 2 & 3, compared with the 

accurate forecast prediction. This is due to the potential overconservativeness of the protection against 

uncertainties by Robust Optimization. The algorithm predicts the worst-case scenario and rushes to 
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charge the currently connected cars, which can potentially be realized in less profitable or more costly 

time periods in terms of energy price. However, the penalty cost remains 0 in both situations and the 

difference in charging cost is of minor importance. 

 
 

Table 5. 2: Charging Costs Comparison between Accurate Forecast & Minimum SOCarr Prediction “P-C” study cases 

 
Figs. 5.8 - 5.10 present the behavior of the 3 chargers of the “Home Node” when the P-C 

algorithm predicts a perfect forecasted SOCarr and when it predicts the worst-case scenario of 50% 

decreased SOCarr and consequently higher requested energy. While minor differences can be seen, the 

same behavior can be observed as before. Regarding the arrival of the first 3 EVs at the chargers, Charger 

7 provides most of the charging energy to the 1st EV upon arrival, since it predicts a lower SOCarr of the 

EVs at the other 2 chargers, as it can be seen in in Fig. 5.10. In Fig. 5.8, Charger 5 does not change 

behavior regarding the 1st EV, since it is still the only EV connected during the past midnight hours, when 

price energy is lower. Due to the same reason, the behavior of the 3 chargers upon arrival of the 2nd EVs 

does not change, too. When the 2nd EV arrives at Charger 5 at 8-6 17:20 in Fig. 5.8, it is not immediately 

charged, even when minimum SOCarr is predicted for the other 2 coming EVs, since there is adequate 

time to be charged in the evening. On the contrary, in Fig. 5.9, the 2nd EV that arrives at Charger 6 at 8-

6 22:45, departs at 9-6 09:30, therefore there is enough time to be charged during the night, even if it 

arrives with minimum SOC.  

 Moreover, difference of behavior can be seen at the last EV arrival at Charger 5 at 10-6 11:35. 

The prediction of the arrivals of the other 2 EVs at 10-6 15:25 & 10-6 22:15 at Chargers 7 & 6 

respectively with minimum SOCarr, forces Charger 5 to start the charging earlier (upon EV’s arrival) 

expecting that the other 2 EVs are going to arrive with higher charging demand. 

 

Prediction-Capable “OSCD” Algorithm with Accurate Forecast Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,5885 0,2242 0 1,5885 

Node 2 

Node 3 

-0,6866 

-1,8354 

0,3497 

0,1543 

0 

0 

-0,6866 

-1,8354 

    

Prediction-Capable Algorithm with Minimum SOCarr Prediction Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,586 0,1463 0 1,586 

Node 2 

Node 3 

-0,677 

-1,7738 

0,29289 

0,05185 

0 

0 

-0,677 

-1,7738 
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Fig. 5. 8: “Charger Home 5” Behavior in Prediction of Accurate SOCarr (upper plot) & in Minimum 

SOCarr (lower plot) 
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Fig. 5. 9: “Charger Home 6” Behavior in Prediction of Accurate SOCarr (upper plot) & in Minimum 

SOCarr (lower plot) 

 
 

 

Fig. 5. 10: “Charger Home 7” Behavior in Prediction of Accurate SOCarr (upper plot) & in Minimum 

SOCarr (lower plot) 
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5.3.2 SOCarr Uncertainty in Prediction & Reality 

In this paragraph, the arrival SOC uncertainty has been studied during the case of real minimum 

arrival SOCs. Until now, the behavior change of the “P-C” algorithm has been shown, addressing the 

accurate and min arrival SOC prediction, when the EVs actually arrived with the accurate forecasted 

SOC. On that manner, the energy management towards the probability of uncertainty and potential 

Robust Optimization’s over-conservativeness have been analyzed. This paragraph focuses on analyzing 

the impact of the arrival SOC uncertainty and its management, when the EVs actually arrived with the 

min SOC. 

Table 5.3 summarizes the results in which the Prediction-Capable algorithm was prepared to face 

uncertainty in SOCarr compared with the corresponding results of the Benchmark algorithm under SOCarr 

uncertainty. The comparison of the two study cases suggests that the impact of the particular uncertainty 

is significant, since higher unfinished charging gap and penalty cost of 14.5€ at Node 2 can be seen, 

observing the results of the benchmark algorithm. Regarding P-C algorithm, the total unfinished charging 

gap of the EV fleets decreases, when it is prepared to face the worst-case scenario, and the corresponding 

penalty costs drop to zero.  

Moreover, high unfinished charging gap has been observed in Node 2, in the P-C Algorithm study-

case. This is again due to Discrete Optimization, however such abnormal numerical results regarding the 

total charging gap of the EV fleet of a node can be overlooked, if the penalty cost remains zero. 

Finally, a notable decrease of energy costs & increase of energy earnings can be observed for Node 

1 & Node 2 respectively, comparing the Benchmark with the P-C results, showing the ability of the P-C 

algorithm not only to perform successful EV charging under uncertainties (eliminating penalty costs paid 

to the customers), but also to perform it during efficient time periods. 

 

Table 5. 3: Minimum Real SOC Arrival study cases: Charging Costs Comparison between Benchmark & P-C Study Cases 

 

In Figs. 5.11 – 5.13, the behavior changes of Chargers 5, 6 & 7 of the “Home Node” respectively 

during the two study cases are depicted. Regarding Charger 5, it can be seen that the charging of the first 

arrived EV is not changed, because it is the only one connected during late hours, when price energy is 

low. On the contrary, the 2nd and 4th EVs arrived at ‘8-6 17:20’ and ’10-6 15:25’ respectively are charged 

more overhand because of the prediction of the min arrival SOCs of the forthcoming EVs at the other 

two chargers. Charging changes are not observed at Charger 6 in Fig. 5.12, because EVs at Charger 6 are 

either not involved in smart-charging or parked alone overnight. In Fig. 5.13, the 1st EV arrived at Charger 

7, which is generally susceptible to uncertainty changes because of the predicted arrivals at the other 

chargers, is again charged more earlier when predicted worst-case scenario has been taken in account.  

 

Benchmark “OSCD” Algorithm & Minimum Real SOC Arrival Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 2,9647 0,5077 0 2,9647 

Node 2 

Node 3 

2,8634 

-0,215 

1,5068 

0,2756 

14,5129 

0 

17,3763 

-0,215 

    

Prediction-Capable Algorithm with Minimum SOC Prediction & Minimum Real SOC Arrival Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 2,6263 0,4542 0 2,62623 

Node 2 

Node 3 

2,8627 

-0,4394 

0,9143 

0,0298 

0 

0 

2,8627 

-0,4394 
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Fig. 5. 11: “Charger Home 5” Behavior in Benchmark algorithm (upper plot) & in P-C algorithm (lower 

plot) in Real Minimum arrival SOCs 
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Fig. 5. 12: “Charger Home 6” Behavior in Benchmark algorithm (upper plot) & in P-C algorithm (lower 

plot) in Real Minimum arrival SOCs  

 

 

Fig. 5. 13: “Charger Home 7” Behavior in Benchmark algorithm (upper plot) & in P-C algorithm (lower 

plot) in Real Minimum arrival SOCs 
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 5.4 Parking Time Uncertainty Studies 

 

5.4.1 Parking Time Uncertainty only in Prediction 

In the particular paragraph, the results of the investigation, when parking time uncertainty is 

integrated only in prediction (and not in reality) are summarized in Table 5.4. As explained in Chapter 4, 

two ways of 50% reduction of parking time have been considered, firstly by 25% arrival – 25% departure 

and secondly by 50% departure. Comparing the results of these two study-cases with the base-case results 

of the P-C algorithm aims to address the potential overconservative management of Robust Optimization 

regarding the parking time uncertainty. 

As Table 5.4 depicts, no major differences can be detected in all study cases in terms of the grid 

power exchange cost, which remain practically the same. Observing the results of the first way, the 

prediction of minimum parking time did not improve the unfinished charging gap, such as in the study 

case of the minimum SOCarr prediction as expected. It can be clearly seen that in Node 1, the unfinished 

charging gap remains almost the same, in Node 2 a small decrease is observed, while in Node 3, the 

charging gap has increased. Observing however the results of the second way, the total unfinished 

charging gap of the nodes tends to increase compared with both the first way and base-case results, apart 

from Node 3 (“Public Node”), where the charging gap resulted to be slightly lower than in the first case. 

Nevertheless, the penalty costs remained zero and the charging costs practically the same. 

The answer can be found in Figs. 5.14, 5.15 & 5.16, which show the behavior difference between the 

base-case and the two study cases of parking time uncertainty prediction, regarding Chargers 5, 6 & 7 

respectively.  

 

Table 5. 4: Charging Costs Comparison between Accurate Forecast & Minimum Parking Time Prediction study 

cases of P-C Algorithm 

 
      While in the “Minimum SOCarr Prediction” study case, Charger 7 rushed to charge the 1st arrived EV 

due to the forthcoming EVs at the other 2 chargers, the 1st way of min parking time prediction inflicts a 

notable delay compared with the base case (see Fig. 5.16). Moreover, the same has been observed at the 

last arrived EV at Charger 5 in Fig. 5.14. While it is the first arrived from the last arrivals at the Chargers, 

its charging is delayed instead of realized sooner as expected. This abnormal behavior can be justified by 

Prediction-Capable Algorithm with Accurate Forecast Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,5885 0,2242 0 1,5885 

Node 2 

Node 3 

-0,6866 

-1,8354 

0,3497 

0,1543 

0 

0 

-0,6866 

-1,8354 

    

Prediction-Capable Algorithm with Minimum Parking Timer Prediction Results (1st Mode: 25% arrival – 25% departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,5802 0,2721 0 1,5802 

Node 2 

Node 3 

-0,6867 

-1,8418 

0,2742 

0,2867 

0 

0 

-0,6867 

-1,8418 

    

Prediction-Capable Algorithm with Minimum Parking Timer Prediction Results (2nd Mode: 50% departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,583 0,5231 0 1,583 

Node 2 

Node 3 

-0,6582 

-1,83 

0,4396 

0,1603 

0 

0 

-0,6582 

-1,83 
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the fact that the algorithm predicts later arrivals of the coming EVs apart from minimum parking times. 

Therefore, it thinks that there is enough time in order to charge the currently connected EVs later than 

normally. In order to avoid this undesired effect, the 2nd way inserts all uncertainty in the EVs’ departures 

to keep the algorithm out of confusion. While this succeeds in having positive effect in Charger 5 (it can 

be clearly observed that the 4th arrived EV at Charger 5 is charged earlier), it has the exact opposite results 

in the 1st arrived EV at Charger 7 (see Fig. 5.16). The prediction that the coming EV at Charger 6 “7-6 

20:50” will depart at the earliest “7-6 22:45” and not at “8-6 00:35” cause the algorithm to delay the 

charging of the 1st EV at Charger 5 during midnight.  

      Observing Fig. 5.15, no major differences can be spotted at Charger 6 in all 3 study cases. The 1st 

arrived EV at Charger 6 initiates charging immediately because it arrives with lower than 20% SOC and 

the charging of the 1st arrived EV at Charger 5 is postponed to the late hours after midnight, since it is 

the only one connected in both situations. The same is observed regarding the 2nd arrival at Charger 6, 

which remains connected alone during late hours in both situations and the 3rd arrival at Charger 6, which 

does not participate in smart-charging. 

      Finally, such as in all other study cases, EVs with very low parking time or high requested energy 

(e.g the 3rd arrived EV at Charger 5 or the 2nd arrived EV at Charger 7) are not affected greatly by 

uncertainty (in terms of earlier or delayed charging), because the algorithm charges them in all 3 study 

cases during the entire parking time. 
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Fig. 5. 14: “Charger Home 5” Behavior in P-C base-case (upper plot), in 1st Min Parking Time 

Prediction (middle plot) & in 2nd Min Parking Time Prediction (lower plot) 
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Fig. 5. 15: “Charger Home 6” Behavior in P-C base-case (upper plot), in 1st Min Parking Time 

Prediction (middle plot) & in 2nd Min Parking Time Prediction (lower plot) 
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Fig. 5. 16: “Charger Home 7” Behavior in P-C base-case (upper plot), in 1st Min Parking Time 

Prediction (middle plot) & in 2nd Min Parking Time Prediction (lower plot) 
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5.4.2 Parking Time Uncertainty in Prediction & Reality 

Such as in paragraph 5.3.2 & SOCarr uncertainty, in this paragraph, the parking time uncertainty has 

been inserted in the P-C algorithm reality part in order to reveal information about the impact of the 

particular uncertainty and its management. Similar to 5.4.1, the reduction of the parking time has been 

performed with two ways: addressing arrival & departure or only departure. Table 5.5 summarizes the 

results of the real event of the parking time uncertainty in the P-C algorithm, when worst-case scenario 

is predicted, compared simultaneously with the corresponding results of the benchmark algorithm, for 

both ways of addressing the particular uncertainty. 

 

Table 5. 5: Minimum Real Parking Time study cases: Charging Costs Comparison between Benchmark & P-C Study Cases 

 

When uncertainty is inserted both in arrival and departure, the total unfinished charging gap for every 

node can result both increased or decreased, comparing the study case of P-C algorithm with the 

Benchmark study case. While the charging gap decreases for Nodes 2 & 3 when prediction is taken into 

consideration, the opposite results are observed for Node 1. As already explained, this is justified by the 

fact that when uncertainty affects also arrival time, parking time can inflict considerable impact even 

when prediction is utilized. Since arrivals constitute re-optimization triggers, arrival time uncertainty can 

confuse the algorithm about the right time of charging and inflict charging gaps. However, a general 

improvement of the grid power exchange cost can be observed for the P-C study case, while the insertion 

of prediction nullifies the penalty costs that appear in the Nominal study case.  

On the contrary, when uncertainty is inserted only in EV departures, a clear improvement of the 

unfinished charging gap can be seen for the P-C study case at all nodes, since the algorithm is prepared 

for the worst-case scenario. Moreover, the charging costs are also improved compared with the 

Benchmark study case. Finally, the penalty costs that appear at Nodes 1 & 3 (9.48€ & 9.57€ respectively) 

are zero when prediction is utilized. 

Benchmark Algorithm & Minimum Real Parking Time Results (1st way: Arrival & Departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,6417 0,1606 0 1,6417 

Node 2 

Node 3 

-0,5055 

-1,8606 

0,9235 

0,8637 

15,3666 

9,9808 

14,8611 

8,1202 

    

Prediction-Capable Algorithm with Minimum Parking Time Prediction & Minimum Real Parking Time Results (1st way: Arrival & Departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,3131 0,4321 0 1,3131 

Node 2 

Node 3 

-0,4969 

-1,9586 

0,2825 

0,0394 

0 

0 

-0,4969 

-1,9586 

    

Benchmark Algorithm & Minimum Real Parking Time Results (2nd way: Only Departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,7285 1,2274 9,4824 11,2109 

Node 2 

Node 3 

-0,4584 

-1,8904 

0,3472 

0,6968 

0 

9,566 

-0,4584 

7,6756 

    

Prediction-Capable Algorithm with Minimum Parking Time Prediction & Minimum Real Parking Time Results (2nd way: Only Departure) 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,408 0,3288 0 1,408 

Node 2 

Node 3 

-0,429 

-1,9911 

0,06019 

0,1249 

0 

0 

-0,429 

-1,9911 
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For the limited space of this thesis, Figs. 5.17 – 5.19 present the charging behavior of Chargers 5-7 

in the two study cases of the P-C algorithm. The upper plot shows the results when uncertainty is inserted 

both in EV arrival & departure, while the lower plot shows the corresponding results when uncertainty 

affects only departure. As it can be seen in Fig. 5.17, Charger 5 delays the charging of the 1st EV arrived 

in the first case, when parking time has been reduced by 25% arrival and 25% departure compared with 

the 2nd case, in which the EV will depart at the earliest. On the contrary, the charging of the last arrived 

EV at Charger 5 is delayed in the 2nd case, because the coming EV at Charger 7 at 10-6 15:25 will depart 

earlier at 10-6 20:40 (instead of 10-6 23:55 in the 1st case). Hence, it is more efficient to be charged 

during the late hours when energy price is lower.  

Similar results can be found in Fig. 5.19 for the EV fleet of Charger 7. Charger 7 decides to charge 

the 1st arrived EV later in the first case, because of the prediction of the earliest departures of the EVs 

that are going to arrive at Chargers 6 & 5 (7-6 20:50 & 7-6 21:35 respectively). On the contrary, the last 

arrived EV at Charger 7 (10-6 15:25) is charged earlier in the 2nd case, in which it departs at the earliest. 

Last but not least, in can be clearly observed in Fig. 5.18 that the 2nd arrived EV at Charger 6 is charged 

earlier in the 2nd case due to the earliest departure. However, EVs with very low parking time or with no 

Smart-Charging participation, such as the 4th and 3rd arrived EV at Charger 6 respectively, are not affected 

by the parking time uncertainty. 

 

 

 

Fig. 5. 17: “Charger Home 5” Behavior in P-C Algorithm’s Min Parking Time Study Case: Uncertainty 

affects both Arrival & Departure (upper plot) or only Departure (lower plot) 
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Fig. 5. 18: “Charger Home 6” Behavior in P-C Algorithm’s Min Parking Time Study Case: Uncertainty 

affects both Arrival & Departure (upper plot) or only Departure (lower plot) 
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Fig. 5. 19: “Charger Home 7” Behavior in P-C Algorithm’s Min Parking Time Study Case: Uncertainty 

affects both Arrival & Departure (upper plot) or only Departure (lower plot) 

 

Taking everything into consideration, the 2nd case, which presents the results of the minimum parking 

time when uncertainty is all inserted in departure, generally causes earlier EVs charging. However, EVs 

that arrive first at a charger of an empty node and activate prediction may be charged earlier because of 

the prediction that the coming EVs are going to depart at the earliest and therefore there is time 

availability for charging later. 

 

5.5 PV Generation & Load Demand Uncertainties Studies 
In this paragraph chapter, the investigation has been focused on the PV Generation and Load Demand 

uncertainties. As it can be seen in Table 5.6, which summarizes the results between the base case – PV 

generation uncertainty case – Load Demand Uncertainty case in both Benchmark & P-C algorithms, 

integrating any of these uncertainties in the algorithm, generally improves the total unfinished charging 

gap of the EV fleets in both Nominal and P-C forms. This is justified by the fact that integrating these 

uncertainties in the optimization horizons drives the algorithm to charge EVs earlier than normally, which 

is also shown in Figs. 5.20-5.22. However, in both Benchmark and P-C forms, the impact on grid power 

exchange cost is greater than in the previous uncertainties. This can be explained if we consider the direct 

relation of PV Generation, Load Demand and importing/exporting energy. Decreased PV Generation and 

increased Load force the algorithm to import more (or export less power) from the grid increasing directly 

the grid power exchange cost.  
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Table 5. 6: Charging Costs Comparison between Benchmark & P-C OSCD Study Cases:  PV Generation – Load 

Demand Uncertainties Consideration 

 

Finally, comparing the related 3 study-cases of the Benchmark and P-C algorithms, it can be observed 

that the P-C version generally provides a more efficient and successful charging in terms of charging cost 

and unfinished charging gap respectively in all 3 study cases.  

In Figs 5.20, 5.21 & 5.22, the behavior of the Chargers 5, 6 & 7 in the P-C OCD algorithm 

respectively is depicted and compared regarding the base case (accurate prediction), the PV Generation 

and the Load Demand uncertainties. 

 

 

 

 

Benchmark Algorithm Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,8738 0,2721 0 1,8738 

Node 2 

Node 3 

-0,6827 

-1,7623 

0,568 

0,17 

0 

0 

-0,6827 

-1,7623 

    

Benchmark Algorithm with Minimum PV Generation Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,9888 0,1211 0 1,9888 

Node 2 

Node 3 

-0,3384 

-1,5413 

0,516 

0,2752 

0 

0 

-0,3384 

-1,5413 

    

Benchmark Algorithm with Maximum Load Demand Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 2,1677 0,2358 0 2,1677 

Node 2 

Node 3 

-0,585 

-1,6525 

0,5172 

0,0346 

0 

0 

-0,585 

-1,6525 

    

Prediction-Capable Algorithm with Accurate Forecast Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,5885 0,2242 0 1,5885 

Node 2 

Node 3 

-0,6866 

-1,8354 

0,3497 

0,1543 

0 

0 

-0,6866 

-1,8354 

    

Prediction-Capable Algorithm with Minimum PV Generation Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,6908 0,0726 0 1,6908 

Node 2 

Node 3 

-0,3459 

-1,6016 

0,3833 

0,0237 

0 

0 

-0,3459 

-1,6016 

    

Prediction-Capable Algorithm with Maximum Load Demand Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) Total Node Charging Cost (€) 

Node 1 1,9047 0,205 0 1,9047 

Node 2 

Node 3 

-0,5899 

-1,7623 

0,5334 

0,02969 

0 

0 

-0,5899 

-1,7623 
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Fig. 5. 20: “Charger Home 5” Behavior in Base Case (upper plot), minimum PV Generation Prediction 

(middle plot) & maximum Load Demand Prediction (lower plot) 
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Fig. 5. 21: “Charger Home 6” Behavior in Base Case (upper plot), minimum PV Generation Prediction 

(middle plot) & maximum Load Demand Prediction (lower plot) 
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Fig. 5. 22: “Charger Home 7” Behavior in Base Case (upper plot), minimum PV Generation Prediction 

(middle plot) & maximum Load Demand Prediction (lower plot) 
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 Regarding “Charger Home 5”, Fig. 5.20 shows that PV generation does not affect the charging of 

the 3 first EV arrivals at the charger. This is due to the fact that the first 2 EVs are charged regularly (in 

the base case) during later hours without Sun and PV Generation, while the 3rd parks for very little parking 

time to be affected. On the contrary, the last EV at Charger 5, which arrives at 10-6 11:35 and departs at 

23:55, initiates some charging earlier. The algorithm predicts that PV generation will reduce even more 

during the evening and performs a part of the charging at higher price energy period. Load Demand 

affects greatly the 1st EV, whose charging initiates earlier, because the prediction shows a higher load 

demand than usual in the future. Moreover, the 1st arrived EV at Charger 5 is the last arrived compared 

with the 1st arrivals at the other chargers, so few or no re-optimizations are realized until its departure 

time. Due to the high requested energy or minimum parking time, 2nd and 3rd EV arrivals are minorly 

affected. Finally, just as in PV generation uncertainty, the algorithm rushes to charge partly the 4th arrived 

EV, since it predicts an even higher load demand in the evening. 

 Regarding Chargers 6 & 7, the charging of the EV fleets has not been affected notably by any of 

the two uncertainties. Regarding Fig. 5.21, which shows Charger 6 behavior, this can be justified by the 

very high requested energy of the 1st EV arrived (35kWh), the No-SC participation of the 3rd EV arrived 

and the minimum parking (from 22:15 to 23:55) of the last arrived EV. Regarding the 2nd EV at Charger 

6, it is the only connected EV during the after-midnight hours, which are not affected by PV generation 

or Load Demand, which are zero or minimum. The same reasons can be found in Fig. 5.22, considering 

Charger 7. For example, the 2nd EV arrived parks for a very low parking time (25’), while the 3rd EV 

initiates charging upon arrival in all study-cases, because of the forthcoming arrivals at the other chargers. 

Finally, the 2 charging periods of the 1st EV arrived at the charger (one part in the evening around 17:15) 

and the other before it leaves, are not changed because of the prediction of the other arrivals and because 

of the subsequent re-optimizations, the algorithm is updated about the real PV Generation and Load 

Demand data and the effect of Robust Optimization is reduced. 

 

5.6 Summary & Conclusions 
 In Chapter 5, the arrival SOC, parking time, PV Generation & Load Demand have been studied 

individually in terms of impact on the optimality of the OSCD smart-charging algorithm results and ways 

of management. In subparagraph 5.6, the results of the various study cases investigated for every 

uncertainty are summarized and compared in order to enlighten the conclusions of the chapter.  

 

Management of Uncertainties & Robust Optimization “Over-Conservativeness” 

 As already explained, the benchmark algorithm, which is normally developed to react and trigger 

re-optimizations upon new arrivals, has been evolved to predict future EV arrivals and utilize all (real 

and predicted) data in order charge efficiently the passing EV fleets. Furthermore, Robust Optimization 

has been used in the prediction sector of the P-C algorithm in order to manage the worst-case scenarios 

of the considered uncertainties. On that manner, when P-C algorithm predicts that the worst-case 

scenarios are going to happen regarding the future EVs, rushes the currently connected EVs charging in 

order to avoid potential unsatisfaction of the customers.  

However, that may come at expense of deterioration of the objective (increase of the charging 

costs), since this rushed charging may be performed during more costly time periods in terms of energy 

price. Robust Optimization is characterized by the trade-off between “protection – overconservativeness” 

or “uncertainty tolerance – optimality”, with the meaning that an over-protection against extreme case-

scenarios considered can result in over-deterioration of the optimality of results. Therefore, the question 

is how much uncertainty we want to tolerate and how much conservative we want our solution to be.  

In order to address this trade-off, the uncertainties are inserted only in the prediction part for the 

first set of the compared study cases. In the following Figs. 5.23 – 5.25, the charging costs (Grid Power 

Cost, Penalty Cost & Total Cost) of the “Home”, “Semi-Public” & “Public” nodes respectively are 
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presented for the study cases of the “Benchmark Algorithm” and the “P-C Algorithm” when it predicts 

accurate forecasted data, 50% reduced future EV arrival SOCs, 50% reduced future EV parking times 

(25% by arrival & 25% by departure) & 50% reduced future EV parking times (50% by departure). Fig. 

5.26 presents the corresponding unfinished charging gap for the 3 nodes for the aforementioned study 

cases. It must be noted again that, in this comparison, the uncertainties do not affect reality and they are 

only inserted in the prediction of the P-C version. The goal here is to enlighten firstly how much improved 

(efficient and successful) the EV charging is when prediction is added and secondly how much the 

optimality of results can be deteriorated, because of protection-preparation against potential uncertainties. 

As it can be seen in all nodes, the P-C algorithm is capable of providing more efficient EV 

charging in terms of decreased charging costs or increased earnings, as it will be investigated more 

thoroughly in Chapter 7. It also provides better customer satisfaction, since the unfinished charging gap 

is lower in all nodes, as well (see Fig. 5.26). Therefore, it can be justified that prediction insertion in the 

algorithm is a useful tool for improved EV charging and it represents alone a first management mode of 

uncertainties. Observing the charging costs of the 3 nodes in Figs 5.23-5.25, it can be observed that the 

prediction of the worst-case scenario of 50% arrival SOC reduction slightly deteriorates the optimality 

of the charging cost in all nodes, however by simultaneously improving the unfinished charging gap as 

expected. This is caused by rushed EV charging that P-C algorithm performs in various EVs that are 

currently connected, when it predicts that the future EVs will arrive with more challenging requirements 

(higher requested energy). This consequently will generally improve the final unfinished charging gap, 

but rushed EV charging during time periods of higher energy price causes deterioration of the optimality 

of the charging costs.  

However, regarding the related study cases of prediction of the worst-case scenario of 50% 

reduced parking time (either addressing arrival & departure or only departure), the results can be 

contradictory. For example, the 1st way of min parking time prediction (arrival & departure) does not 

practically provoke any changes (deterioration) of the charging costs at any of the 3 nodes. While it 

improves the unfinished charging gap at the Semi-Public Node, worse results can be seen at the other 

two nodes. The 2nd way of min parking time prediction (only departure) jeopardises the optimal charging 

costs only at the Semi-Public node and improves the unfinished gap only at the Public node.  

As already explained, this abnormal behavior, regarding the min. parking time prediction results, 

is caused due to the fact that the EV arrivals & departures are directly connected with the way that 

receding horizon approach is implemented. The EV arrivals represent the main reason of re-optimizations 

triggering and the EV departures represent the endings of the set optimization horizons. A later future EV 

arrival prediction (or an earlier EV departure) can cause delay in the currently connected EVs charging 

instead of earlier charging, such as in the min. arrival SOC prediction study case. Consequently, this has 

a direct impact on the charging costs and the total charging gap. Nevertheless, the results mainly remain 

improved compared with the Benchmark study case and no penalty costs have been inflicted at any of 

the nodes.  

Generally, it can be concluded that RO has nt resulted to be coservativeness regarding anyof the 

studied uncertainties. Especially for the “Home” node in Fig. 5.23, it can clearly be observed that the 

total cost of the node does not practically increase in any of the uncertainties’ cases, in which RO is 

applied. 
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Fig. 5. 23: Home Node Charging Costs Comparison between “Benchmark-Nominal” & “P-C” (Uncertainties in 

Prediction) Study Cases 

 

 

Fig. 5. 24: Semi-Public Node Charging Costs Comparison between “Benchmark-Nominal” & “P-C” 

(Uncertainties in Prediction) Study Cases 
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Fig. 5. 25: Public Node Charging Costs Comparison between “Benchmark-Nominal” & “P-C” (Uncertainties in 

Prediction) Study Cases 

 

 

Fig. 5. 26: Total Node Unfinished Charging Gap Comparison between “Benchmark-Nominal” & “P-C” 

(Uncertainties in Prediction) Study Cases for Home, Semi-Public & Public Nodes 

 

Impact of Uncertainties & Management with Robust Optimization 

The second part of the paragraph summarizes the results of the study cases of every uncertainty, 

when uncertainty is integrated in both reality & prediction of the P-C algorithm. The main goal of this 
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it aims to enlighten the impact of the uncertainties, integrating the corresponding results of the Nominal 

algorithm under the real worst-case scenarios events. 

 

Arrival SOC & Parking Time Uncertainties 

 

 

Fig. 5. 27: Summary of Charging Costs & Unfinished Charging Gap for “Nominal-Benchmark Algorithm”, 

“Nominal-Benchmark Algorithm & min arrival SOCs” and “P-C Algorithm & min arrival SOCs” study cases 

 

Figs 5.27 & 5.28 depict the summary of the results for the 3 Nodes for the arrival SOC & Parking 

Time uncertainties respectively for the following 3 study cases 

• Benchmark Algorithm study case (left): no worst-case scenario of uncertainties is implemented 

here. It presents the charging cost and unfinished gap results in the base case of the benchmark 

algorithm, where all uncertainties are realized with the predicted value. 

• Benchmark Algorithm study case with min arrival SOC or Parking Time (middle): This study 

case presents the results of the benchmark algorithm in the study case, where the considered 

uncertainty is realized with worst-case scenario values. 

• P-C Algorithm study case with min arrival SOC or Parking time: real & predicted (right). This 

study case presents the results of the P-C Algorithm” in the study case, where the considered 
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uncertainty has been predicted and is actually realized with the worst-cases scenario values 

 

The comparison of the first two study cases aims to reveal the impact of every uncertainty in the 

optimality results of the smart-charging algorithm, while the comparison of the last two uncertainties has 

the goal of revealing the capability of managing the uncertainty with the employment of the combination 

of the “Prediction feature” & “Robust Optimization”. As it can be observed in Fig. 5.26, the realization 

of the worst-case scenario of the arrival SOC uncertainty has a serious in the charging costs in all 3 Nodes. 

It either increases highly the charging costs such as in Home & Semi-Public Nodes or decreases the 

earnings (Public Node). Moreover, penalty cost appears in the Semi-Public Node, in which the unfinished 

charging gap increases greatly as well (almost 1.5kWh). On the contrary, utilizing the Prediction feature 

of the P-C version and Robust Optimization succeeds in lowering the charging costs compared with the 

Benchmark case in all nodes, when uncertainty is realized. Moreover, Semi-Public does not receive a 

penalty cost, while a decrease in the total unfinished charging gap is observed everywhere.  

 

 

 
Fig. 5. 28: Summary of Charging Costs & Unfinished Charging Gap for “Nominal-Benchmark Algorithm”, 

“Nominal-Benchmark Algorithm & min Parking Times” and “P-C Algorithm & min Parking Times” study cases 
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Similar results can be observed in Fig. 5.27 regarding the parking time uncertainty. The parking time 

uncertainty has a lower impact on the grid power cost than the arrival SOC uncertainty in all nodes, 

however it provokes penalty costs in both Home & Public Nodes, consequently majorly increasing the 

total charging cost of these 2 nodes. While the Semi-Public node shows a slight improvement of the 

charging gap compared with the Benchmark base-case, the parking time uncertainty generally increases 

the charging gap of the nodes as well. The insertion of “Prediction” and the employment of Robust 

Optimization does not cause an important improvement at the grid power cost, however they nullify the 

penalty costs, hence the total node costs highly decrease. Finally, the unfinished charging gap is improved 

for every node, comparing the “Benchmark” & “P-C” study cases. 

 

PV Generation & Load Demand Uncertainties 

 

 

 
Fig. 5. 29: Summary of Charging Costs & Unfinished Charging Gap for “Nominal-Benchmark Algorithm”, 

“Nominal-Benchmark Algorithm & min PV Generation” and “P-C Algorithm & min PV Generation” study cases 
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Demand uncertainties for the same study cases such as the previous two uncertainties. The first case 

represents the base-case of the Benchmark Algorithm, the second one represents the realization of the 

uncertainty in the Benchmark Algorithm & the third one represents the corresponding realization in the 

P-C Algorithm, when it has been predicted. It can be clearly observed that both PV Generation & Load 

Demand Uncertainties deteriorate the charging costs of the Benchmark Algorithm, either increasing the 

costs at Home Node or decreasing the earnings at Semi-Public & Public Nodes.  

However, they do not inflict penalty costs at any of the 3 Nodes. This can be justified by the fact 

that these two uncertainties are directly connected more with the grid power exchange cost & and less 

with the charging time periods and the decision about when the EVs should be charged. Therefore, they 

have less impact on the satisfaction of the customers and penalty costs, such as the arrival SOC and 

Parking Time uncertainties. Moreover, while we can see an important increase of the charging gap at the 

Home Node when PV Generation considered, the opposite is observed for the Semi-Public Node.  

Regarding the comparison between the Benchmark & the P-C algorithms, the charging costs of 

the Home & Public Nodes are improved in the P-C Algorithm for both PV generation and Load Demand 

uncertainties. Penalty Costs remain zero in the P-C study case as well, while the unfinished charging gap 

is reduced for all 3 Nodes in both uncertainties 

 

 

 
Fig. 5. 30: Summary of Charging Costs & Unfinished Charging Gap for “Nominal-Benchmark Algorithm”, 

“Nominal-Benchmark Algorithm & max Load Demand” and “P-C Algorithm & max Load Demand” study case 
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Taking everything into considerations, the conclusions of this chapter can be summarized as 

follows: 

 

Regarding Benchmark & P-C Algorithms 

• More efficient EV charging when OSCD knows about future arrivals 

• Improvement if the charging costs & the unfinished charging gap when prediction used 

• Earlier EV charging of EVs, that initiate Prediction-based Horizons 

 

Regarding use of Robust Optimization in the Prediction part of the P-C Algorithm 

• Even earlier charging of EVs, that initiate Prediction-based Horizons and improvement of the 

unfinished charging gap for arr. SOC uncertainty 

• Use of Robust Optimization with Parking Time Uncertainty in the prediction part can provide 

contradictory results regarding the costs and the charging gap and abnormal behavior (delayed 

instead of earlier charging), but penalty costs still remain zero 

• Not significant increase of charging costs due to “over-conservative prediction” 

 

Regarding Impact of Uncertainties & their Management by RO & P-C Algorithm 

• Arrival SOC & Parking Time Uncertainties have a major impact on the unfinished charging gap 

and inflicted penalty costs at the nodes for the Benchmark Algorithm. The optimality of the 

charging cost results is deteriorated as well. 

• PV Generation & Load Demand have a greater impact on the grid power costs of the nodes, but 

they do not inflict penalty costs at the Benchmark version and they do not change significantly 

the charging gap. 

• P-C Algorithm succeeds in improving the grid power costs at most of the nodes for all 

uncertainties, while simultaneously nullifying potential penalty costs that appear at the 

Benchmark OSCD algorithm. The unfinished charging gap is generally improved as well. 

• EVs involved in longer optimization horizons are charged earlier by the P-C Algorithm when PV 

Generation and Load Demand Uncertainties considered. While EVs normally charged during late 

hours are not highly affected by PV generation, they are affected by Load Demand. 
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Chapter 6: Study Cases & Results of the FCR Reserves uncertainty 

management 
 

 Regarding FCR reserves uncertainty, the investigation has been divided into two separate sub-

studies. Considering the 1st part of investigation in paragraph 6.1, an ideal study case has been 

investigated, in which the called FCR Reserves are exactly equal to the expected FCR reserves of the 

optimizer. This study represents an ideal scenario with no uncertainty considered, which intends to show 

the functionality of the provision model. In paragraph 6.2, the FCR reserves provision model has been 

tested for more “realistic” study cases, addressing the “real” impact of the particular uncertainty and its 

potential management by RO. 

 

6.1 Ideal Study Case: “Called” FCR Reserves equal to “Expected” FCR Reserves (Base Case) 
In this paragraph, the results of a 1st “ideal” study case are summarized. This 1st investigation part 

integrates the 1st study case, according to which, the Called up and down FCR Reserves by the TSO, 

simulated by “reality” entity in the smart-charging algorithm, are equal to the expected FCR Reserves, 

which are utilized in the optimization in order to provide the offered Reserves. More particularly, the 

new robust and more “realistic” version of the smart-charging algorithm, which distinguishes the natural 

and offered Reserves in the bidding market and utilizes Robust Optimization to take into consideration 

the expected Reserves has been applied to both the Benchmark Algorithm and the Prediction-Capable 

Algorithm. For the 1st study case, the actually called Regulation Reserves have been set equal to the 

expected Reserves for both algorithms to evaluate the new reserves provision concept together with the 

prediction capability added to the benchmark algorithm in the previous chapters. While Figs. 6.1 – 6.3 

depict the difference of the Up and Down natural, offered & expected Regulation Reserves of the “Home”, 

“Semipublic” & “Public” nodes respectively regarding the benchmark algorithm, Figs. 6.4 – 6.6 depict 

the relative information regarding the P-C algorithm. Up and Down Regulation Reserves have been 

distinguished into two subgraphs in the figures in order to increase clarity. 

 As we can see in most figures, the natural and offered FCR reserves do not highly deviate, while 

their difference can be practically observed in Figs. 6.1 & 6.4, which represent the behavior of the “Home 

Node” in the benchmark and P-C Algorithm respectively. The total expected up and down regulation 

reserves, which in this study case have been assumed to be actually called by the TSO, constitute only a 

fragment of the offered reserves in the bidding market. However, at every timestep such as in reality, 

only a part or the whole amount of “offered” reserves can be “called”. 

Moreover, as it can be seen in these figures, the “Home Node” chooses to expect mostly called 

Down Regulation Reserves by the TSO. In comparison, the “Semi-Public Node” expects mostly called 

Up Regulation Reserves in both benchmark and P-C algorithms (Figs 6.2 & 6.5 respectively), whereas it 

offers more Down than Up Regulation Reserves in the bidding market. Finally, regarding “Public Node” 

in Figs. 6.3 & 6.6, offered and called Up & Down Regulation Reserves are more balanced. However, it 

must be noted, that both algorithms choose to expect total call of the offered Up Regulation Reserves, 

while only parts of the offered Down FCR reserves are expected to be called at most timesteps. 

 



107 | P a g e  

 

 

Fig. 6. 1: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Home Node” in Benchmark 

Algorithm 
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Fig. 6. 2: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Semi-Public Node” in 

Benchmark Algorithm 

 

Fig. 6. 3: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Public Node” in Benchmark 

Algorithm 
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Fig. 6. 4: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Home Node” in P-C Algorithm 

 

 

Fig. 6. 5: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Semi-Public Node” in P-C 

Algorithm 
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Fig. 6. 6: “Natural”, “Offered” & “Expected” Up FCR Reserves Provision of “Public Node” in P-C Algorithm 

 

Summary of Results of 1st Investigation Study of FCR Reserves Provision 

 For the summary of results of the “ideal” study case and the extraction of the relative conclusions, 

the investigation has been divided into comparisons between the improvement of the benchmark and the 

P-C algorithms in contrast with their basic versions and between their “improved” versions, as well. 

 

 

Fig. 6. 7: Comparison of Regulation Income of Basic & Robust Benchmark and P-C Algorithms at all nodes 
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 Fig. 6.7 depicts the difference in regulation income due to the improvement in both benchmark 

& P-C algorithms in all 3 nodes. As expected, the distinction of offered from natural FCR reserves and 

the integration of Robust Optimization employment regarding expected reserves, decreases the 

regulation income in all 6 cases (3 nodes in benchmark and P-C algorithms). This is justified, on the one 

hand, by the fact that both algorithms are no longer remunerated by the ideal natural reserves, that they 

can ideally provide to the TSO. Moreover, expected called FCR reserves, which constitute a fragment of 

the participated reserves in the bidding market and are derived by applying Robust Optimization, affect 

the “Power Balance” & “EVs’ SOCs” equations and force the algorithms to offer less FCR reserves and 

therefore receive less remuneration. 

 The aforementioned behavior can be also observed in Fig. 6.8, which depicts the reduction of the 

offered Regulation Reserves in both Algorithms. As it can be seen, there is a notable reduction of the 

offered sum of up and down reserves at all nodes, especially at “Home Node”, at which reduction reaches 

up to 8.8% & 10.42% for benchmark and P-C algorithms respectively. It must be noted that at all nodes, 

there is a higher reduction of offered FCR reserves for the P-C algorithm than for the Benchmark 

algorithm. However, in almost all cases, the P-C algorithm receives higher remuneration than the 

benchmark algorithm, as it can be seen in Fig. 6.7. This can be justified by the fact that the P-C algorithm, 

predicting the future EV arrivals & departures, focuses more on the EV charging and focuses more on 

the “right” time to “offer” FCR reserves in the bidding market, therefore it receives equal or higher 

remuneration, even if Robust Optimization provokes it to reduce the “offered” amount. 

Finally, Fig. 6.9 compares the “offered” and “not offered” natural Regulation Reserves in the 

latest versions of the Benchmark & P-C algorithms. Therefore, it actually provides information about the 

percentage of the natural reserves that has been actually offered in the bidding market for both algorithms. 

“Not offered” reserves are defined as the amount of natural reserves that is not offered to the bidding 

market, therefore “not offered” reserves are calculated by the subtraction of the offered reserves from the 

natural reserves in the Benchmark and P-C algorithms. As it can be seen in the left subplot, P-C algorithm 

is generally in position to offer more Up and Down Regulation Reserves than the benchmark algorithm. 

Especially at the “Semi-Public” Node, the offered sum of Up and Down FCR reserves reach 34966kW, 

almost 1707kW more than the corresponding FCR provision amount for the Benchmark Algorithm. 

However, the most notable feature can be observed in the right subgraph. The P-C algorithm, equipped 

with the prediction feature, is capable of offering in the bidding market most of the “natural” reserves 

that can ideally provide. On the contrary, while the benchmark algorithm achieves also minimum “not-

offered” FCR reserves at “Public” & “Semi-Public” nodes, there is an amount of approximately 244 kW 

of “natural” reserves that do not participate in the bidding market. The corresponding amount of “dumped” 

natural reserves for the P-C algorithm at the “Home Node" is 73kW, approximately only the one third. 
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Fig. 6. 8: Comparison of Reduction of Offered Regulation Reserves of Basic & P-C Algorithms between Basic 

& Robust versions at all nodes 

 

 

Fig. 6. 9: “Offered” & “Not-offered” Natural Regulation Reserves of Robust Benchmark & P-C Algorithms at 

all nodes 
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6.2 “Realistic” Study Cases: “Called” FCR Reserves different than “Expected” FCR Reserves 

(Base Case) 
 The 1st part of investigation serves as a base case study, representing an ideal scenario where the 

called FCR Reserves by the TSO are equal to the “expected” FCR Reserves of the algorithm, hence a 

study case with no uncertainty. However, the FCR provisions model should be investigated with a more 

realistic scenario for the evaluation of its functionality, because in reality the “called” reserves will never 

be equal to the “expected” reserves. The actually called FCR capacity by the TSO is always an uncertain 

parameter that must be taken into account for a robust and optimized smart-charging and FCR provision 

model. The expected FCR capacity, which is formulated as a Robust Optimization Constraint, serves as 

a “tool” of robustness and FCR uncertainty management, which helps the smart-charging algorithm to 

schedule robustly the EV charging, being prepared for potential “called” reserves within the optimization 

horizon. 

Considering the “ENTSO-E Transparency Platform” database [103] in terms of accepted (“offered”) 

and activated (“called”) FCR reserves in the Netherlands for the summer time duration from 7-6-2021 to 

10-6-2021, the following observations have been made and taken into account: 

 

• The offered Up FCR reserves are called with 34% probability and by 5,35% magnitude 

• The offered Down FCR reserves are called with 30,3% probability and by 1,27% magnitude 

• The offered Down reserves are 3-4 times higher than the offered Up reserves while the called 

Down reserves are approximately half of the called Up reserves 

 

It must be noted that in order to integrate more optimally the ENTSO-E data, the expected up FCR 

reserves are distinguished from the expected down FCR reserves in the optimizer, since it is obvious that 

up and down regulation reserves follow different patterns. Therefore, each one of the equations (117) & 

(118), which set the RO uncertainty set of the expected reserves, has been divided to two distinguished 

equations, which dictate the expected up and down reserves in terms of the offered up and down reserves, 

respectively. 

Continuing the investigation on a same manner, such as in the previous chapters, the following 3 

study cases have been formulated in order to show the impact of FCR reserves uncertainty and the 

possible management of it with the aid of Robust Optimization, for the “realistic” investigation part. 

Moreover, all 3 study cases have been investigated for both the benchmark and the Prediction-Capable 

Smart-Charging Algorithms in order to evaluate the contribution of the “prediction” feature to the 

algorithm performance. 

 

1) Base Case – “Reality” Case: Expected Up and Down Reserves have been set in the intervals 

(5.35%, 10%) & (1.3%, 2.5%) respectively of the corresponding offered reserves. Probability of 

the “called” Up and Down Reserves has been set at 33% while an average 15.5% and 4.5% 

magnitude percentage has been selected for up and down FCR respectively. This low-expected – 

low-called FCR study case represents reality and serves as a base case, which shows the 

scheduling of EV charging with robust management of the FCR uncertainty 

2) “Worst-Scenario” Study Case: In this study case, the “called” reserves have been increased 

unrealistically to 50% probability and 50% magnitude for both up and down reserves, while 

expected reserves remained the same as in the base case. This study case aims to reveal the impact 

of the FCR uncertainty and the potential deterioration of results in terms of charging gap and 

regulation income, in case of wrong (zero or too low) expectation. 

3) “Robust” Study Case: In the third and final study case, expected up and down reserves have been 

both set at 25-30% while the called reserves have remained as in the base case. This study case 

aims to show a more “robust” smart-charging performance, in which the algorithm expects more 
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reserves to be called than what it actually happens. While this formulation is expected to perform 

a more “robust – uncertainty managed” EV charging, possible deterioration of optimal charging 

cost may be observed at expense of robustness.  

 

Finally, it has been observed that expected down FCR reserves in equations (109) – (111), which 

represent the SOC and Power Balance equations, provoke huge unfinished charging gaps and cost 

penalties. This is justified by the fact that the utilization of expected down FCR reserves for EV charging 

represents a very good scenario, since it helps the algorithm to charge the EV fleets without paying for 

imported power. In contrast, the algorithm chooses to schedule EV charging utilizing all down reserves 

allowed in order to charge and simultaneously receive remuneration. However, since the actually “called” 

down FCR reserves by the TSO in the algorithm’s “reality” module are highly lower, the EVs are left 

uncharged and the optimized smart-charging fails. Therefore, the expected down reserves are excluded 

from the aforementioned equations. 
 

Summary of Results of 2nd Investigation Part of FCR Reserves Provision 

In Figs. 6.10 – 6.12, the results of the 2nd part of investigation of the FCR reserves provision are 

summarized. Fig. 6.10 depicts the performance of the Benchmark Algorithm (blue color) and Prediction-

Capable Algorithm (orange color) during the 3 study cases in terms of total unfinished charging gap of 

the 3 nodes (“Home”, “Semi-Public”, “Public”). As it can be observed, the Prediction-Capable Algorithm 

performs EV charging with lower charging gap than the “Benchmark” Algorithm at all study cases. 

Moreover, the charging gap decreases in the “Robust” study case due to higher expectations of the 

Algorithm by the RO constraint, which forces, on the one hand, a rushed – more robust charging and on 

the other hand, lower FCR offer to the bidding market and more focus on the satisfaction of the customer. 

Finally, high charging gaps appear in the “worst scenario” study case especially for the Benchmark 

algorithm that reach a total 10,21 kWh uncharged energy, but for the Prediction-Capable as well. 
 

 

Fig. 6. 10: Total Unfinished Charging Gap of Benchmark and Prediction-Capable Algorithms at “Real”, “Worst-

Scenario” & “Robust” Study Cases 
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 Fig. 6.11 shows the corresponding comparison of the two algorithms in terms of penalty cost and 

regulation income. Regarding penalty cost, it can be observed that no penalty cost appears in both 

algorithms in “Real” and “Robust” study cases. However, in the “Worst-scenario” study case, due to the 

high charging gaps that have appeared, high penalty costs are inflicted to the Benchmark and Prediction-

Capable Algorithms that reach 64,83 & 155,57 € respectively.  

Regarding regulation income, “Worst Scenario” study case does not affect it in both algorithms, 

while “Robust” case slightly decreases it. This is due to the fact, that the regulation income is directly 

connected with the remunerated offered FCR reserves. In “Real” & “Worst” cases, the expected reserves 

are the same (low) so the offered reserves remain at the same level. In “Robust” Case, in which expected 

reserves are increased, the algorithm decreases the offered reserves in order to suppress indirectly the 

expected reserves as well and focus more on the sufficient charging of the EV fleets. In other words, the 

algorithm offers less FCR when it expects high levels of FCR in order to be more flexible and capable 

of robustly and sufficiently charging the EV fleets, therefore it is remunerated less. Finally, one 

interesting observation that can be made in Fig. 6.11 is that the Benchmark Algorithm has always a 

slightly higher regulation income than the Prediction-Capable Algorithm, which is due to the fact that it 

offers higher level of up and down FCR, such as it can be seen in Fig. 6.12. This is probably justified by 

the fact that the “Prediction-Capable” Algorithm uses longer optimization horizons due to the predicted 

EV arrivals. Predicting that EVs are going to arrive, focuses more on charging the currently connected 

EVs sufficiently (with lower charging gap) than on offering FCR reserves. Moreover, the use of longer 

optimization horizons may cause delay of FCR offer afterwards within the horizon, which delay is 

constantly transferred to the next horizon due to the constant re-optimizations. Furthermore, as already 

explained, “Robust” case decreases the offered FCR reserves, however this can be seen only for the up 

FCR, because the up expected reserves jeopardize highly the successful EV charging (the algorithm needs 

to save energy to provide to the grid for ancillary services, which could have been used to charge the 

EVs). 
 

 

Fig. 6. 11: Regulation Income & Penalty Cost of Benchmark and Prediction-Capable Algorithms at “Real”, 

“Worst-Scenario” & “Robust” Study Cases 
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 Finally, it can be seen that the offered down FCR are extremely higher than the offered up reserves 

in every case for both algorithms. This can be justified by the following reasons: 

 

• Firstly, as it can be seen in the ENTSO-E database [98], the offered down reserves are 

approximately 4 times higher than the corresponding up reserves.  

 

• Secondly, as already stated, the offered up reserves affect negatively the EV charging in contrast 

with the offered down reserves. The algorithm prefers to offer more down reserves, with which 

it can charge the EVs without paying for imported power and simultaneously receive 

remuneration for offering ancillary services. Because this can be deemed unreal, due to the 

assumption that all the amount of offered reserves will be accepted in the biding market, one more 

testing has been made with the integration of a constraint that forces the algorithm to offer up 

reserves that are least the 1 4⁄  of the down reserves. Despite consequences, such that the charging 

gaps are generally increased and the total offered reserves are generally decreased, the rest of the 

findings in terms of comparison of the two algorithms remained the same. That is why these 

results are not integrated in the thesis. 
 

 

Fig. 6. 12: Total offered Up & Down FCR Reserves of Benchmark and Prediction-Capable Algorithms at 

“Real”, “Worst-Scenario” & “Robust” Study Cases 
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Chapter 7: Summary & Discussion of Results from Smart-Charging 

Uncertainties Management 
 

Taking into account all the findings and information of Studies 1 & 2, Chapter 7 presents a 

summary of the results of this thesis investigations for the extraction of clear and solid conclusions. Such 

as in the previous chapters, Chapter 7 is divided into two paragraphs.  

The first paragraph summarizes the results regarding integration of RO in “prediction – 

expectation” of the algorithm, intending to enlighten the so-called “Price of Robustness” and answer the 

research question about: 

 

“How much can the optimality of results be deteriorated at expense of robustness, regarding each 

uncertainty?” 

 

 The second paragraph summarizes the results regarding integration of RO in “prediction – 

expectation” and reality part of the algorithm, intending to enlighten the so-called “Impact of Uncertainty” 

(and “Value of Robustness”) and answer the research question about: 

 

“Which system uncertainty is more crucial in terms of impact on the optimality of the smart-

charging results and which system uncertainty is more robustly manageable in a Smart-Charging 

Algorithm, that utilizes Robust Optimization Approach?” 

 

7.1 Summary of Results about RO over-conservativeness & “Price of Robustness” 
 Fig. 7.1 depicts the behavior of the “Home”, “Semi-public” and “Public” Nodes with the use of 

box – scatter plots, regarding the unfinished charging gaps of every EV charging session of the EV fleets 

that have been charged by the algorithm of the time duration considered: 7-6 00:00 until 10-6 23:55. 
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Fig. 7. 1: Unfinished Charging Gaps of every EV charging Session in “Home”, “Semi-Public” & “Public” 

Nodes for the study Cases with no uncertainty worst-case scenario realization 

 

Moreover, Fig. 7.2 depicts the comparison of the charging cost increase (or charging income 

decrease) for all uncertainties considered, when the P-C Algorithm utilizes RO in the “prediction – 

expectation” part, in order to prepare for the worst-case scenario and charge the connected EVs more 

robustly. This comparison is performed for every uncertainty with the base-case of P-C Algorithm 

(prediction of accurate forecast) and the cost deviation revealed is called “Price of Robustness”. For 

every uncertainty charging cost increase, the corresponding contribution of every node is depicted, for 

the extraction of significant information about every node robustness. 

Observing Fig. 7.1, the utilization of the prediction feature without Robust Optimization (red 

colored box plot) is an efficient tool of robustness for the “Home” and “Semi-public” nodes, since both 

the mean value and max value of EV charging gaps (x mark) decrease. Moreover, the box plot IQR size 

(inter-quantile range), which is the range between the 1st and 3rd quantiles therefore between the 25% and 

75% values of charging gap values and is presented by the box itself, decreases in the P-C case for the 

particular nodes. Hence, when prediction feature is utilized in “Home” and “Semi-Public” Nodes, not 

only the total EV charging gap decreases, but the EV charging gaps are generally less spread out and the 

values are more concentrated around the mean value, because the mean deviation and variance are highly 
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decreased. However, not the same conclusions are derived for “Public” Node, since while the mean value 

slightly decreases, the values variance is practically the same and the maximum EV charging gap even 

increases (the upper straight line), if outliers are excluded.  

 Moreover, it can obviously be seen that integration of the FCR reserves provision in prediction 

with RO manages the most robust EV charging in all nodes, since when the algorithm “expects” the 

worst-case scenario, it can almost nullify the EV charging gap in terms of mean, variance and maximum 

values, apart from some outliers at the “Semi-Public” Node. In addition, it can be seen the arrival SOC 

uncertainty provides highly robust EV charging, as well, for the same reasons, even though at “Home” 

Node the maximum EV charging gap is increased while the IQR is increased (less concentrated values 

around the mean value).  

On the contrary, regarding Parking Time uncertainty, it can be concluded that it manages the less 

robust EV charging, since it produces contradictory results at the three nodes. While “Semi-Public” Node 

succeeds in utilizing effectively Prediction and RO to charge more satisfyingly the EV drivers, “Home” 

and “Public” Nodes produce same total and mean EV charging gaps, while the maximum values and the 

sparsity in the IQR zone highly increase. This can be justified by the fact, that has already been explained 

earlier in Chapter 5. Prediction of Parking Time uncertainty worst-case scenarios may confuse the 

algorithm. Later EV arrivals prediction may cause delayed EVs charging, since the algorithm expects 

that the future EVs to arrive, will arrive later than it actually happens in reality. Therefore, the algorithm 

thinks that there is time to charge the currently-connected EVs later. Even in the 2nd study case of Parking 

Time Uncertainty prediction (with all uncertainty inserted in the departure for the predicted EVs), similar 

confusions have been observed, as already explained. The algorithm may predict that it is more efficient 

to charge the currently connected EVs after the departure of an EV, that will arrive in the future.  For that 

reason, only the 1st case is depicted in this paragraph.  

Furthermore, observing Fig. 7.2, arrival SOC and FCR provision uncertainties management by 

RO and “Prediction” are equally costly, constituting the 5% of the total charging cost, with Parking 

Time’s “Price of Robustness” remaining low only at 2%. However, none of these “Prices of Robustness” 

can be considered high, therefore it can be concluded that RO employment is not costly and over-

conservative, since it does not deteriorate the optimality of the charging cost.  

 

Last but not least, comparing the behavior of the 3 Nodes in Figs. 7.1 & 7.2, the “Semi-Public” 

Node can be defined as the least affected by RO overconservativeness, since it contributes with the least 

robustness cost, always less than 2% and even close to 0% for Parking Time Uncertainty study case, 

regarding all uncertainties. Moreover, the “Semi-Public” Node succeeds in charging the EV fleets more 

robustly than the other two nodes, when uncertainties worst-case scenarios are integrated in the prediction 

part of the algorithm. This is possibly due to the fact that, compared with the “Home” Node, the “Semi-

Public” node is characterized by lower requested energies and higher arrival SOCs. Therefore, the 

“Prediction” of the worst-case scenarios of uncertainties has a higher impact on earlier EV charging by 

the algorithm causing the charging gap of the EVs decrease in most of the EV charging sessions. The 

reason why the results of the “Semi-public” Node are more optimal than of the “Public” Node are 

justified by a factor, that is explained more thoroughly in the next paragraph. The EV fleet of the “Semi-

Public” Node is greater than the one of the “Public” node and therefore more re-optimizations are 

triggered. A higher amount of re-optimizations aids the algorithm to perform more efficient EV charging, 

decrease the over-conservative effect of Robust Optimization. 
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Fig. 7. 2: “Price of Robustness” for Arrival SOC, Parking Time & FCR provision uncertainties 
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Regarding unfinished charging gap, no solid conclusions can be derived by comparing the “Home” 

& “Public” Nodes, since for example the prediction of arrival SOC uncertainty provides more robust EV 

charging at the “Public” Node, but “Prediction” tool works more successfully at “Home” Node. However, 

the “Public” Node can be characterized as the most expensively manageable node, since it is responsible 

for more than 50% of the “Price of Robustness” for all uncertainties study cases. This can be justified by 

the fact that “Public” Node is characterized by lower parking times and energy demands and 

simultaneously by higher EV arrivals’ frequency, than e.g the “Home” Node. Hence, when the algorithm 

predicts the worst-case scenarios and decides that it has to rush the charging of the currently connected 

EVs, it has less options for charging efficiently the EVs, than the “Home Node”. The “Home” Node with 

the long parking times of the EV fleets, is less affected by charging cost increase at expense of robustness, 

since the algorithm is left with still many options for sustainable and economic EV charging. 

  

7.2 Summary of Results about “Impact of Uncertainty” & “Value of Robustness” 
Figs. 7.3 – 7.5 depicts the behavior of the three known nodes respectively with the use of box – 

scatter plots, regarding the unfinished charging gaps of every EV charging session in the Benchmark & 

P-C Algorithms study cases, of which the worst-case scenarios actually occur in reality. All uncertainties 

worst-case scenarios of Benchmark and P-C Algorithms are compared with the corresponding base case. 

As it can be seen in Fig 7.3, the highest impact on EV charging gap is inflicted to the “Home” 

Node by the FCR uncertainty worst-case scenario. The total unfinished charging gap is more than 5 times 

higher than in the base case for the Benchmark Algorithm, leaving one EV with almost 3 kWhs gap while 

one EV leaves with 4 kWhs charging gap! However, observing the subfigure of the P-C Algorithm, the 

FCR uncertainty’s impact is totally managed when the Algorithm has the capability of predicting the 

worst-case scenario employing Robust Optimization. Parking Times uncertainty has a notable impact as 

well at the Benchmark algorithm, slightly increasing both the mean and maximum EV charging gap 

values as well as the variance around the mean value, which is again managed in the P-C algorithm. This 

is justified by the fact that the EVs that arrive at the “Home” node usually stay for very high parking 

times. Therefore, a 50% reduction of the Parking Time of the EVs provokes a considerable impact on the 

available time for charging. On the other hand, arrival SOC uncertainty inflicts a less significant impact, 

since the EVs arrive normally with already very low SOC. Finally, the PV Generation and Load demand 

have the least impact on the charging gaps of the EV charging sessions in both algorithms, since firstly 

the algorithm can always re-compensate the lost produced energy by importing power from the grid and 

secondly the EV charging at the particular node des not depend generally so much on these uncertainties, 

since it is performed during the night. 

Fig. 7.4 depicts the behavior of the “Semi-Public” Node for all uncertainties study cases for the 

Benchmark and P-C algorithms. At this node, it can be seen that arrival SOC uncertainty has a greater 

impact than FCR uncertainty on unfinished charging gap of the node, increasing both the max and mean 

values and the sparsity in the IQR range. This is logical, if we consider the fact that “Semi-Public” Node 

is typically characterized by higher arrival SOCs than the “Home” Node. Therefore, a 50% reduction of 

the arrival SOCs provokes a higher impact on the smart-charging at the particular node, compared with 

the “Home” Node, where the EV fleets arrive with very low SOC already. Moreover, Load Demand 

uncertainty has significant impact as well while PV Generation uncertainty provokes higher maximum 

value. On the contrary, Parking Time and FCR uncertainties’ impacts remain very low. On the one hand, 

these observations are due to the fact that the “Semi-Public” Node typically charges the EV fleets during 

the day. Therefore, PV Generation and Load Demand uncertainties can be considered more important, 

since EV smart-charging depends generally more on these uncertainties at the “Semi-Public” Node.  

It must be noted that a very interesting observation is that while the arrival SOC and Parking time 

uncertainties impacts are highly managed at the “Semi-Public” by the P-C Algorithm utilizing prediction 

and RO, PV Generation and Load Demand impacts are slightly managed even with the use of prediction. 
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This can be explained if we consider the way that they are formulated in Chapter 4. The gradual decrease 

and increase of the PV Generation and Load Demand respectively within the optimization horizon is 

actually the same for the P-C and Benchmark algorithms, until the next re-optimization by the next future 

arrived EV. Therefore, they are slightly managed by prediction feature. However, their impacts remain 

low at this node, as well. 

 On the other hand, the EV fleets usually park for lower parking times at the “Semi-Public” Node. 

Hence, a furtherly decreased parking time has lower impact on smart-charging customer satisfaction 

regarding the final charging gap. Finally, the impact of FCR uncertainty remain low in the P-C Algorithm, 

as well. 

 

. 

 

Fig. 7. 3: Unfinished Charging Gaps of every EV charging Session in “Home” Node for Benchmark & P-C 

algorithms’ Study Cases with uncertainty worst-case scenarios occurrence in reality 
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As it can be observed in Fig. 7.5, the FCR uncertainty inflicts the greatest impact with a mean 

value of 0,17 kWhs, nearly 3 times greater than the mean value of the base case, while producing charging 

gaps in EV charging sessions that can reach up to 0,35 and 0,4 kWhs or even up to 0,61 kWhs (outlier). 

Arrival SOC’s impact remains low to moderate at the “Public” Node, while Parking Time uncertainty 

induces higher impact to the “Public” Node, in contrast with the corresponding results in the “Semi-

Public” node. Moreover, the impact of the Load Demand and PV Generation uncertainties remain low, 

as in the other two nodes.  

There is a general observation that the results regarding the “Semi-Public” and “Public” nodes 

differ greatly, while they are both characterized by similar characteristics (high arrival SOCs, low Parking 

Times, EV charging typically during the day, etc) [104]. This is justified by another factor, integrated in 

the optimization: the number of the Chargers. The “Semi-Public” node integrates 5 chargers, while the 

“Public” node only 3. Moreover, the EV fleet that passes through the “Semi-Public” node is consisted of 

18 EVs, while the corresponding fleet of the “Public” node integrates only 12 EVs during the time of 4 

days studied. For that reason, the arrival SOC affects significantly more the “Semi-Public” node than the 

“Public” node. The high difference of arrival SOCs, when worst-case scenarios are realized, combined 

with the large EV fleets, inflict high charging gaps and penalty costs to the “Semi-Public” node, while 

the less challenging EV fleet of the “Public” node has a lower impact. On the contrary, the large EV fleets 

of the “Semi-Public” node provokes more re-optimizations and shorter optimization horizons. More re-

optimizations contribute to more successful and efficient EV charging and less effect by uncertainties, in 

contrast with the “Public” node, which results to be more vulnerable. 

Finally, this node can be defined as the most robustly managed by P-C algorithm, since all 

uncertainties’ impacts are nullified when Prediction and Robust Optimization are utilized for their 

management.  

 

Despite the several differences of the 3 nodes, some general observations can be made for the 

uncertainties. Generally, arrival SOC, Parking Time and FCR reserves uncertainties have the highest 

impact regarding unfinished charging gap. The first one affects highly the “Semi-Public Node” (almost 

double mean value of 0,1 kWh and max value of 0.9 kWh as well as the gaps variance increases as well), 

while the second one affects mostly the “Public” Node. It can be decided that the FCR reserves 

uncertainty has the highest impact on charging gap, since it deteriorates optimality the most at both the 

“Home” and “Public” Nodes. However, the FCR uncertainty can be defined as the most robustly 

manageable as well, since P-C algorithm succeeds in almost nullifying the total charging gap at both 

nodes. Despite the contradictory results of the Parking Time Uncertainty in the previous subparagraph, 

the Parking Time uncertainty is also highly manageable such as the FCR uncertainty. This is justified 

now by the fact that the algorithm does not get confused, since the future EVs arrive and request the same 

parking time as the algorithm has predicted, because prediction and reality parts are both in accordance 

with the worst-case scenario. Finally, Load Demand and PV Generation have generally low impact on 

the EV charging gap, even though results show that they are not so well-manageable, as already explained. 
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Fig. 7. 4: Unfinished Charging Gaps of every EV charging Session in “Semi-Public” Node for Benchmark & P-

C algorithms’ Study Cases with uncertainty worst-case scenarios occurrence in reality 
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Fig. 7. 5: Unfinished Charging Gaps of every EV charging Session in “Public” Node for Benchmark & P-C 

algorithms’ Study Cases with uncertainty worst-case scenarios occurrence in reality 

 

 Until now, the impact of every uncertainty has been addressed only in terms of customer 

satisfaction, hence in terms of unfinished charging gap in the EV charging sessions. Fig. 7.6 intends to 

enlighten the total “Impact of Uncertainty” and “Value of Robustness” for every uncertainty considered 

in this thesis. The “Value of Robustness” is defined as the difference in charging cost comparing the 

performance of the Benchmark Algorithm and P-C Algorithm, when uncertainties actually occur in 

reality. In every uncertainty sub-figure, the corresponding contribution of robustness in cost savings (or 

income increases) at each of the 3 nodes is depicted. The “Impact of Uncertainty” is defined firstly the 

rise of charging cost (or decrease of charging income) and secondly the rise of unfinished charging gap, 

when the Base Case of benchmark algorithm (everything happens as predicted) and the Cases, when 
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uncertainties worst-case scenarios actually occur in reality, are compared. It must be noted that no “Value 

of Robustness” is defined for PV Generation and Load Demand uncertainties, because no study cases, 

with uncertainty worst-case scenario integration only in “prediction - expectation” part of the P-C 

Algorithm, have been formulated in the thesis. 

 As already explained, the FCR reserves uncertainty has the highest impact producing a 

total of approximately 55 kWh charging gap to the Benchmark algorithm compared with the 0,51 kWh 

of the base case, which is nearly 100 times greater! This can be seen in the left part of the 3rd subfigure, 

that shows the “Value of Robustness”, which is the sum of the total costs decrease of 31,43 € and 41,12 

€ for the “Home” and Public” nodes respectively in the P-C Algorithm. Moreover, as we can see, the 

Benchmark Algorithm instead of earning a total 45,2 € amount by the EV smart-charging, it is charged a 

total amount of 27,62 €, when FCR worst-case scenario occurs. Furthermore, Parking time and arrival 

SOC uncertainties provokes a more than double total unfinished charging gap to the algorithm. However, 

the economic impact of Parking Time Uncertainty can be defined as greater than of the arrival SOC, 

since the total cost is 32,3 times greater compared with the 8,5 greater of the arrival SOC uncertainty. 

Moreover, Parking time uncertainty inflict penalty costs of 9,5 € and 9,8 € at the “Home” and “Public” 

nodes respectively, while arrival SOC uncertainty affects most the “Semi-Public” Node, inflict a penalty 

cost of 14,5 € (in reality these are the total costs that integrate both the penalty costs and the charging 

costs, however when penalty costs appear, they are greatly higher than the charging costs). Combination 

of RO and prediction in the P-C Algorithm succeeds in nullifying these penalty costs, therefore these cost 

savings can be defined as the value of robust management of FCR.  
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Fig. 7. 6: “Value of Robustness” and “Impact of Uncertainty” for Arrival SOC, Parking Time, FCR provision, 

PV Generation and Load Demand uncertainties 
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PV Generation and Load demand, as already observed in Figs. 7.3 – 7.5 that represent the 

behavior of the 3 nodes individually, do not have a notable impact on the total unfinished charging gap, 

which practically remains the same. On the contrary, their economic impact on smart-charging optimality 

is worthy to be mentioned, since it is increased by approximately 2,2 times for both uncertainties. 

Nevertheless, this increase remains significantly lower than the other uncertainties, especially than the 

FCR uncertainty’s impact, hence PV Generation and Load Demand can be defined as the uncertainties 

with the least economic and charging gap impacts. This can be easily explained if we consider that the 

Load Demand and PV generation uncertainties are directly connected with the imported/exported power 

from the grid and less with the EV users. Since the grid limits are generally higher than the rated capacity 

of the algorithm, when worst-case scenarios of these uncertainties appear, the algorithm usually has the 

capability of importing more or exporting less power to the grid in order to satisfy the customers. 

Therefore, the impact on the EV charging gap is practically zero. In addition, the cost of the imported 

power (or the savings of the exported power) is typically significantly less than the penalty costs from 

the customers’ unsatisfaction, therefore the economic impact of the uncertainties remain considerably 

lower as well. 
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Chapter 8: Conclusions & Future Work Motivation 
 

8.1 Thesis Contributions  
 Taking everything into consideration, the emerging and continuously growing EV fleets are 

capable of acting as “smart loads” and providing ancillary services to the power grid. However, if their 

charging is not performed on a smart and controlled manner, several drawbacks may be inflicted to the 

grid, such as voltage instability, harmonics distortion etc. Moreover, apart from low charging cost and 

protection of the power grid balance, smart-charging can provide several other benefits, such as reduction 

of potential need of grid reinforcements and increase of energy cost savings. 

Since many parameters that are related with Smart-Charging are uncertain with high volatility, 

this thesis purpose has been to address the impact of every uncertainty and their potential management 

with the use of “Robust Optimization” uncertainty handling technique. According to this thesis findings, 

uncertainty handling is necessary to be investigated, since the optimality of deterministic smart-charging 

algorithm results can be seriously deteriorated when only a low prediction error is inserted in 

optimization.  

Taking advantage of the already implemented “Receding Horizon Approach” of the Benchmark 

algorithm, the combination of RHO and RO for uncertainty handling has been evaluated for uncertainty 

management. According to the author’s knowledge, little research has been realized on the combined 

“RHO – RO” uncertainty handling technique on energy scheduling and more specifically on EV smart-

charging optimization.  

Moreover, the completely “reactive” Benchmark algorithm has been improved to be able to 

predict and take into account the future prediction patterns in order to perform more sustainable EV 

charging.  

 

• Firstly, the P-C Algorithm takes into account possible “No Smart-Charging Participation” 

option” in case the customer is not willing to participate in smart-charging and wishes to 

charge his/her EV with uncontrolled charging, a feature that was not integrated in the 

Benchmark Algorithm.  

 

• Secondly, applying Robust Optimization on the newly integrated prediction feature, 

worst-case scenarios of future EV charging uncertainties can be taken into consideration 

for more “robust” charging.  

 

Furthermore, the investigation of 6 different essential uncertain parameters (PV Generation, Load 

Demand, EV arrival and departure times, arrival SOC, FCR reserves provision) is another major 

contribution of this thesis, compared with the state-of-the-art investigations.  

Finally, this thesis has contributed to a development of a more realistic and robust FCR reserves 

provision model, distinguishing the only considered natural FCR reserves in the Benchmark Algorithm 

from the offered FCR reserves in the bidding market and the actually called FCR reserves by the TSO, 

providing also the capability of “expecting” FCR reserves with Robust Optimization employment. 

Last but not least, this thesis developed a more “real” model for PV generation and Load Demand 

forecasting curves utilization in optimization. Apart from employing Robust Optimization, gradually 

decreasing and increasing PV generation and Load Demand in the optimization horizon respectively, the 

algorithm utilizes the “real” timely PV and Load data at every re-optimization time instant. In that way, 

the algorithm is able to modify the forecasted curves according the forecasted error of the first instant. 

Hence, more “real” and robust PV generation and Load demand curves are utilized during the entire 

optimization problem, using the advantage of RHO, according to which, the optimization algorithm can 
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re-update at every re-optimization instant and take into account new updated real data for more accurate 

optimization. 

Overall, this thesis contributions can be summarized as follows: 

• Investigation of combined Receding Horizon Approach and Robust Optimization (RHO 

– RO) for uncertainty handling 

• Insertion of Prediction capability in the Benchmark Algorithm 

• Insertion of “No Smart-Charging” option in the Benchmark Algorithm 

• Investigation of 6 major important smart-charging uncertainties 

o PV Generation, Load Demand, Arrival & Departure Times, arrival SOC, FCR re-

serves provision 

• Development of a more “realistic” and robust FCR reserves provision model for Offered 

and Called FCR Regulation Reserves 

• Development of a more “realistic” and robust PV Generation and Load demand forecast-

ing curves utilization with the use of “real” data and the RHO advantage of considering 

new updated real data at every re-optimization  

8.2 Thesis Conclusions 
 Taking everything into account, this thesis purpose is the study and analysis of the impact of 

several uncertainties, related with EV smart-charging as well as their potential management with the 

utilization of Robust Optimization Approach. This thesis conclusions can be categorized as follows: 

 

1) Regarding prediction feature insertion in the Benchmark Algorithm 

 

Prediction feature can be defined as a useful “tool” of robustness itself. Having the capability of 

predicting future EV arrivals, the algorithm can charge more robustly the EV fleets, decreasing the total 
unfinished charging gap, even without utilizing RO. However, a certain amount of charging gap could 

not be totally nullified due to Discrete Optimization’s inherent drawback. Moreover, the P-C Algorithm 

is able to perform generally more efficient EV charging with the utilization of prediction, slightly 

decreasing the charging costs (or increasing the charging income). 

 

2) Regarding use of RO in the Prediction part of the Algorithm for Robust EV Charging and RO 

Overconservativeness Analysis 

 

As already explained, while RO has the advantage of uncertainty management under consideration 

of the worst-case scenario occurrence, avoiding the high computational expense of stochastic approaches, 

a significant drawback is the potential over-deterioration of the deterministic optimality at expense of 

robustness. In other words, the problem may result over-conservative. In order to address this potential 

drawback of the particular uncertainty handling approach, a major part of the research has been devoted 

to inserting RO only in the Prediction Part of the algorithm, whereas uncertainties occur with their 

forecasted values. Forcing the algorithm to predict worst-case scenarios without applying them in reality, 

the potential RO over-conservativeness drawback is addressed for every uncertainty and their “price of 

robustness” is calculated. 

On that manner, the FCR reserves uncertainty manages the most robust EV charging, almost 

nullifying the charging gap, when it is inserted in the “prediction – expectation” part, while arrival SOC 

follows with significantly improved robust charging results as well. Moreover, both of these uncertainties 

produce a relatively low “Price of Robustness”, which represents approximately the 5% of the total 

charging cost. Parking time uncertainty manages the least robust EV charging, both in the cases that 
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uncertainty is inserted in arrival and departure times or only in departure time, because it can potentially 

provoke “confusion” to the algorithm about when it should charge the connected EVs. Confusion results 

greater when uncertainty affects arrival (1st case), because EV arrival times constitute re-optimization 

time triggers and are more essential for the optimization. Parking time’s “Price of robustness” is the 

lowest of all, since it represents only the 2% of the total charging cost, but since the robust charging 

results are contradictory, it is not taken into account. However, the 5% “price of robustness” compared 

with the total charging cost, is still a very low percentage, therefore it can be concluded that RO does not 

result ‘over-conservative” for none of the considered uncertainties. 

 

3) Regarding “Impact of Uncertainties” and their potential management by RO, “Prediction” 

capability & RHO 

 

The “impact” of an uncertainty is directly connected with the “value” of robustness for its 

management. Comparing the Benchmark algorithm results with the P-C algorithm results, when it 

predicts the worst-case scenarios that actually happen in reality, it has been concluded that the RHO as 

an individual uncertainty handling technique is not enough and penalty costs appear at the nodes. FCR 

reserves uncertainty has the greatest impact on total charging gap (100 times greater than in the base case) 

in terms of mean, max charging gap values and sparsity, increasing the IQR range (distance between 25% 

and 75% of the total gap values’ range) at most of the nodes. FCR uncertainty has also the greatest impact 

on the charging costs, since it is responsible for forcing the algorithm to pay the grid for EV charging in 

a study case, in which the algorithm should normally result remunerated and receive income from the 

grid for the smart-charging. However, FCR uncertainty is also the most robustly manageable, since P-C 

algorithm succeeds in nullifying the penalty costs that appear in the Benchmark algorithm and highly 

reducing the total charging gap. Moreover, parking time and arrival SOC uncertainties have the same 

charging gap impact with a total of 230% increase, while, economically, parking time uncertainty can be 

considered as more important, since it increases the total charging costs more than 32 times. Both of 

these uncertainties’ impacts can be defined as robustly manageable, especially parking time’s impact, 

since the P-C Algorithm manages to avoid the penalty costs and highly decrease the charging gaps. On 

the contrary, PV Generation and Load demand uncertainties have practically no impact on the unfinished 

charging gaps, rather only on the charging costs, which are increased approximately by 220%. This is 

justified by the fact that these uncertainties have less relation with the EV user driving patterns and can 

be directly compensated with energy exchange from the grid. Therefore, a lower PV Generation or a 

higher Load Demand can be covered by importing more power from the grid (or exporting less power) 

and, on that way, the unfinished charging gaps are not practically affected. However, their economic 

impact remains significantly lower than the corresponding impacts of the other uncertainties, since the 

cost of imported power is significantly lower than penalty costs paid to the customers. Hence, they can 

be defined as the uncertainties with the least total impact.  

 

4) Regarding Benchmark and P-C Algorithms 

 

As it has already been explained, under events of the uncertainties’ worst-case scenarios, RHO 

utilized by the Benchmark Algorithm is not enough. Robust Optimization, combined with prediction is 

generally capable of performing efficient EV charging under uncertainties, avoiding potential penalty 

costs at the nodes, while simultaneously satisfying greatly the customers by reducing the total charging 

gaps. The only drawback of the P-C Algorithm, compared with the Benchmark Algorithm, has been 

found in the study cases of FCR reserves provision under uncertainty. In almost all the study cases 

considered: “Real”, “Worst-Scenario” & “Robust (reader is referred to Chapter 5), the Benchmark 

Algorithm is remunerated hi gher for the FCR provision, compared with the P-C Algorithm, because it 
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offers a higher amount of reserves to the bidding market. This drawback has been justified by the 

utilization of the longer optimization horizons by the P-C Algorithm, due to the future EV arrivals 

predicted and integrated in optimization. The P-C Algorithm, utilizing longer optimization horizons, 

decides to focus on charging more robustly the EVs and leaving FCR reserves provision for later. This 

constantly happens in continuous re-optimizations, resulting in total less FCR reserves offer to the 

bidding market. Nevertheless, it should be noted, that when the FCR reserves provision model was tested 

for an “ideal” case, in which the “expected” called FCR reserves were exactly the same as the actually 

“called” FCR reserves in reality, the opposite results were observed and the P-C Algorithm was 

remunerated higher at all nodes. Hence, it can be concluded that when no uncertainty is considered, the 

P-C Algorithm produces more optimal charging costs and receives higher regulation income than the 

Benchmark Algorithm, while when uncertainty is inserted, the P-C Algorithm focuses more on charging 

robustly the EV fleets. 

 

5) Regarding Comparison of “Home”, “Semi-Public” & “Public” Nodes 

 

Concerning, firstly, the study cases in which Robust Optimization is inserted only in prediction, the 

“Semi-Public” Node can be defined as the node, which is the least affected by RO overconservativeness, 

since it is responsible for the least robustness cost (always less than 2% for all uncertainties), while it 

simultaneously manages to charge the EV fleets more robustly. The reason behind this observation is that 

since EVs that arrive at the “Semi-Public” Node, typically arrive with higher SOCs, compared with the 

“Home” Node, the prediction of the worst-case scenario has a greater impact on earlier EV charging, 

causing the total final unfinished gap to decrease more. However, the “Price of Robustness” remains very 

low at “Home” & “Public” nodes as well, while they both manage to decrease their unfinished charging 

gap more. Hence, we can conclude that the management of uncertainties by Robust Optimization does 

not result to be over-conservative in this thesis. 

Concerning, secondly, the study cases in which uncertainties’ worst-case scenarios actually happen 

in reality, the “Home” and “Public” nodes are mostly affected by FCR provisions uncertainty in terms of 

charging gap, which is increased 5 and 3 times respectively (certain EVs depart with 3 kWhs and 4k Whs 

charging gap at the “Home” Node because of FCR worst-case scenario!). However, the utilization of 

“Prediction” and RO in the P-C Algorithm reduces greatly the FCR impact and eliminates the penalty 

costs. The “Semi-Public” Node is highly affected by the arrival SOC uncertainty, which is depicted by 

the corresponding percentage of the “Semi-Public” Node at the total “Value of Robustness”, which 

reaches up to 95% compared to the other two nodes. Since the “Semi-Public” node is characterized by 

typically high arrival SOCs and low parking times, the arrivals of the EVs with minimum SOC 

deteriorates highly the optimal and successful EV charging. On the contrary, the “Home Node” is more 

affected by Parking Time uncertainty, since the EVs at the particular node typically request high Parking 

Times and a 50% reduction of the worst-case scenario inflicts a significant impact. Furthermore, while 

“Semi-Public” and “Public” nodes are typically characterized by the same features (high arrival SOCs, 

low Parking Times and typically EV charging during the daylight), the “Public” Node behaves differently.  

On the one hand, it is less affected by arrival SOCs. This is justified by the fact that “Public” node 

has only 3 integrated chargers and an EV fleet of only 12 EVs during the studied duration (the 

corresponding value of the “Semi-Public” node are 5 chargers and 18 EVs). Therefore, the less 

challenging EV fleet, passing through the “Public” node, is the reason that it is less affected by arrival 

SOC uncertainty. On the other hand, the fewer EVs of the “Public” node triggers fewer re-optimizations 

and set longer optimization horizons and as a consequence the “Public” node is considerably affected by 

the rest of uncertainties. 

Last but not least, the “Public” node can be defined as the most robustly manageable, since customer 

satisfaction in terms of preferred departure SOC is totally managed under all uncertainties’ events. 
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“Public” and “Home” nodes are affected the most by uncertainties such economically (there are penalty 

costs inflicted in most uncertainties’ worst-case scenarios) as operationally as well (higher unfinished 

charging gaps). Hence, the “Semi-Public” Node represents the node that is the least affected by 

uncertainties regarding charging costs and customer satisfaction. Finally, the conclusions of this thesis 

can be summarized in Tables 8.1 – 8.2 in the form of “heatmaps”.  

 

Table 8. 1: “Heatmap” of Uncertainties’ Evaluation 

  Evaluation indices 

Uncertainties Price of Robustness Economic Impact Charging Gap Impact Hardly Manageable by RO & Prediction  

Arrival SOC 1 2 2 1 

Parking Time 1 3 2 1 

PV Generation   1 1 1 

Load Demand   1 1 1 

FCR Reserves 1 3 3 1 

 

Table 8. 2: “Heatmap” of Nodes’ Evaluation 

  Nodes 

Evaluation indices "Home" "Semi-Public"  "Public"  

Robustly Expensive 1 1 1 

Prone to arrival SOC 2 3 2 

Prone to Parking Time  3 1 3 

Prone to PV Generation  1 1 1 

Prone to Load Demand 1 1 1 

Prone to FCR Reserves 3 1 3 

Economically Vulnerable 3 2 3 

Operationally Vulnerable 2 1 2 

Hardly Manageable by RO & Prediction 2 2 1 
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Table 8.1 depicts the evaluation of the uncertainties regarding their price of robustness, economic & 

charging gap impacts and the difficulty of their management by “Prediction” and RO. Table 8.2 depicts 

the corresponding evaluation of the 3 Nodes (“Home”, “Semi-Public” & “Public”) regarding their 

economic and operational vulnerability by the different uncertainties (and generally) as well as their 

expense and difficulty of managing their robustness.  

 

The “Colors” and “Values” of the Tables – Heatmaps explanation is as follows: 

• Green Color (1): Low  

• Yellow Color (2): Moderate 

• Red Color (3): High 

• Grey Color: Not applicable 

 

8.3 Recommendations for Future Research 
 The EVs are normally charged in two regions, the “Constant-Current” (CC) region & the 

“Constant-Voltage” (CV) region. According to the CC-CV EV charging, an EV is charged with 

typically high (potentially maximum) constant current until its SOC reaches a predefined threshold, e.g 

80%, and then it is slowly charged with continuously decreasing charging current in the CV region 

between 80% and 100% SOC. However, this inflicts a significant drawback on successful EV charging. 

While the optimizer cannot give command for EV charging under 6A, the EV is charged with lower 

than 6A current due to the CV region in reality. This drawback potentially increases the unfinished 

charging gap of the EV fleets, because the optimizer schedules EV charging without taking into 

consideration this lower than 6A charging region of the EVs. Efforts have been performed in this thesis 

to decrease the CV region importance by increasing the EVs requested energy while being in the CV 

region, however while the charging gaps have been improved by a factor of 30%, the problem still 

remains. Therefore, for the scope of this thesis and because this is a challenge that is not yet properly 

addressed in the Benchmark algorithm, the CV charging region of the EVs has been ignored in this 

investigation. This has been chosen for extraction of clear and solid conclusions from results of 

uncertainty management by Robust Optimization and Prediction Capability and the comparisons 

regarding the impact of the various different uncertainties. However, since the CV charging constitutes 

an important aspect of real charging, the results of this investigation in terms of uncertainties impact 

and management would be interesting to be re-addressed with the insertion of the CV region. 

 Moreover, this thesis has addressed various significant EV smart-charging uncertainties but only 

individually. Each uncertainty impact and management have been investigated alone, with the other 

uncertainties steady at their forecasted values. However, most of these uncertainties are completely 

independent in reality, therefore the assumption of individual uncertainty events can be deemed 

“unreal” and the probability of simultaneous uncertainty events should be investigated as well. Tests in 

this thesis have already been performed, combining PV Generation and Load Demand uncertainties, 

and have shown significant charging cost increase and cost penalty appearances even in the 

“Prediction-Capable” Algorithm, which can be seen in Appendix, which integrates the numerical 

results comparison about charging costs and unfinished charging gaps of the 3 nodes between the P-C 

Algorithm base case and the P-C case, where both PV Generation and Load Demand uncertainties are 

considered. Moreover, the behavior of the chargers of the “Home” Node in the 2 cases is also 

integrated. 

 Finally, the market-bidding process has not been considered in the scope of this thesis, since 

possible “price-making” capabilities of the algorithm have not been taken into account (no uncertainty 

in energy price). Therefore, a single-level optimization for the “offered” FCR reserves to the power 

grid has been considered enough. A final recommendation for future research could be the treat of the 

developed FCR provision model as a bi-level optimization problem. On that manner, in the first 
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optimization layer, the algorithm takes into account the behavior and the “offers” of the other agents, 

that participate in the pool bidding market in order to decide the amount of “offered” up and down 

regulation reserves. After the decision of the “market clearing price”, the algorithm re-runs the 

optimization for the optimal charging of the EV fleets. The assumption that all the “offered” FCR 

reserves actually participate in the bidding market can be addressed as well with an interactive 

optimization layer from the power grid size, depending on the load demand and the contingency events, 

predicted in the DA bidding market. 
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Appendix A: Studies on Combination of Uncertainties (PV Generation & 

Load Demand) 
 

Table A. 1: Charging Costs Comparison between Accurate Forecast & PV Generation – Load Demand 

Uncertainties Consideration 

 

 

Fig. A. 1: “Charger Home 5” Behavior in Base Case (upper plot) & in Minimum PV Generation - 

Maximum Load Demand Prediction (lower plot) of P-C Algorithm 

Prediction-Capable Algorithm with Accurate Forecast Results 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) 
Total Node Charging Cost (€) 

Node 1 1,5885 0,2242 0 1,5885 

Node 2 

Node 3 

-0,6866 

-1,8354 

0,3497 

0,1543 

0 

0 

-0,6866 

-1,8354 

    

Prediction-Capable Algorithm with Minimum PV Generation & Maximum Load Demand Prediction 

Nodes 
Grid Power Exchange 

Cost (€) 
Unfinished Charging Gap (kWh) 

Penalty Cost for Charging Gap (€) 
Total Node Charging Cost (€) 

Node 1 2,0116 1,1194 11,9815 13,993 

Node 2 

Node 3 

-0,2612 

-1,5225 

0,3102 

0,0158 

0 

0 

-0,2612 

-1,5225 
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Fig. A. 2: “Charger Home 6” Behavior in Base Case (upper plot) & in Minimum PV Generation - 

Maximum Load Demand Prediction (lower plot) of P-C Algorithm 
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Fig. A. 3: “Charger Home 6” Behavior in Base Case (upper plot) & in Minimum PV Generation - 

Maximum Load Demand Prediction (lower plot) of P-C Algorithm 

 

 


	Abstract
	Acknowledgements
	List of Figures
	List of Tables
	List of Abbreviations
	Chapter 1 Introduction
	1.1 Electrification of Transportation Sector & Futuristic Power Grids
	1.2 EVs benefits & Challenges
	1.3 EV charging & Thesis Motivation
	1.4 Research Goal Statement, Thesis Objectives & Research Questions
	1.5 Thesis Outline

	Chapter 2 Handling Uncertainty
	2.1 Uncertainties in the Power Systems
	2.2 Probabilistic Approaches
	2.2.1 Introduction in Probability
	2.2.2 Monte-Carlo Simulation (MCS)
	2.2.3 Scenario-based Approach (SBA)
	2.2.4 Point Estimate Method (PEM)

	2.3 Possibilistic Approaches
	2.4 Hybrid Probabilistic-Possibilistic Approaches
	2.4.1 Possibilistic-MCS Approach
	2.4.2 Possibilistic-SBA Approach

	2.5 Robust Optimization
	2.6 Information Gap Decision Theory (IGDT)
	2.7 “Z-Numbers” Uncertainty Technique

	Chapter 3: Robust Optimization Methodology
	3.1 Evolution of Robust Optimization
	3.2 Robust & Stochastic Optimization: Distributional Robust Optimization (DRO)
	3.3 Static Robust Optimization (SRO) & Adaptive Robust Optimization (ARO)
	3.4 Receding Horizon Optimization (RHO) & Robust Optimization (RO)
	3.5 The Benchmark Smart-Charging Algorithm
	3.6 Robust Formulation of the MIP Benchmark Deterministic Algorithm
	3.6.1 Considered Uncertainties & Construction of the Uncertainty Sets
	3.6.2 Robust Formulation of PV generation uncertainty constraint
	3.6.3 Robust Formulation of Load Demand uncertainty constraint
	3.6.4 Robust Formulation of Arrival & Departure time uncertainties
	3.6.5 Robust Nominal objective function, arrival SOC uncertainty & rest of constraint


	Chapter 4: Management of Smart-Charging Uncertainties
	4.1 Evolution of the Benchmark Algorithm
	4.2 Study 1: Investigation of PV generation, Load demand & EV User driving uncertainties without consideration of FCR Reserves provision
	4.2.1 Management of PV generation & Load Demand Uncertainties with Robust Optimization
	4.2.2 Management of Arrival SOC and Parking Time Uncertainties with Robust Optimization

	4.3 Study 2: Investigation of Regulation Reserves Provision Uncertainty Impact & Management
	4.3.1 Introduction to Energy Markets
	4.3.2. Ancillary Services & Regulation Reserves
	4.3.3 EV Smart Charging & FCR Reserves
	4.3.4 Mathematical Formulation of FCR Reserves Integration in the Optimization


	Chapter 5: Study Cases & Results of the PV Generation, Load Demand & EV user patterns uncertainties’ management
	5.1 Introduction & Experiment Description
	5.2 Benchmark & Prediction-Capable Algorithms: Base Cases
	5.3 SOCarr Uncertainty Studies
	5.3.1 SOCarr Uncertainty only in Prediction
	5.3.2 SOCarr Uncertainty in Prediction & Reality

	5.4 Parking Time Uncertainty Studies
	5.4.1 Parking Time Uncertainty only in Prediction
	5.4.2 Parking Time Uncertainty in Prediction & Reality

	5.5 PV Generation & Load Demand Uncertainties Studies
	5.6 Summary & Conclusions

	Chapter 6: Study Cases & Results of the FCR Reserves uncertainty management
	6.1 Ideal Study Case: “Called” FCR Reserves equal to “Expected” FCR Reserves (Base Case)
	6.2 “Realistic” Study Cases: “Called” FCR Reserves different than “Expected” FCR Reserves (Base Case)

	Chapter 7: Summary & Discussion of Results from Smart-Charging Uncertainties Management
	7.1 Summary of Results about RO over-conservativeness & “Price of Robustness”
	7.2 Summary of Results about “Impact of Uncertainty” & “Value of Robustness”

	Chapter 8: Conclusions & Future Work Motivation
	8.1 Thesis Contributions
	8.2 Thesis Conclusions
	8.3 Recommendations for Future Research

	References
	Appendix A: Studies on Combination of Uncertainties (PV Generation & Load Demand)

