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Chapter 1

Introduction

1.1 Confocal Laser Scanning Microscopy
Confocal laser scanning microscopy (CLSM) is considered as one of the major advancement
in microscopy in the last century as the first high resolution technique with optical section-
ing ability [1, 2]. Confocal microscopy is the standard reference of microscopy with sec-
tioning ability when new methods are developed such as two photon excitation microscopy
[3], second harmonic generation microscopy [4], structured illumination microscopy [5],
and stimulus emission depletion microscopy [6]. With its high resolution and 3D imag-
ing ability and with the developments of various fluorescence marking techniques, confocal
laser scanning fluorescence microscopy is getting popular in biology research groups as an
essential tool for research.

The basic principle of confocal microscopy studied by Luckosz [7], showing that a
higher resolution than the classical limit of wide-field microscopy can be obtained by sac-
rificing the field of view. This leads to two types of improved microscopy, one is placing a
pinhole close by the specimen, called near-field scanning optical microscopy (NSOM, also
refer to SNOM) [8], and placing the pinhole at the light source and at the imaging plane,
called confocal microscopy [9]. In confocal microscopy, only one point in the specimen
is illuminated and only light at the focus can pass through the conjugated pinhole, reject-
ing the light from outside of the focus volume. The term of “confocal” is originated from
this structure since both the illumination (excitation) and the detection (emission) light is
focused on the same point of the object [10].

Fig. 1.1 shows a simplified optical path of confocal laser scanning fluorescence mi-
croscopy. Due to practical reason, CLSM is often designed with epi-illumination type,
sharing most optics including an objective and scanners for both illumination and detection
path. The image of the illumination spot, made by the illumination pinhole, is focused on
the object and illuminates the focus volume, then the specimen generates the fluorescence.
The fluorescence is collected by the same objective, separated by the dichroic mirror and
the filter system based on Stokes shift. Then the filtered fluorescence is focused on the
detection pinhole and the fluorescence in the tight small volume is imaged. The scanning
mirror moves the illumination and detection point on the specimen, which allows an image
of a given range of the specimen. Fig. 1.2 summarizes the main components with the light
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Figure 1.2: Block diagram of the confocal laser scanning fluorescence microscope



1.1 Confocal Laser Scanning Microscopy 3

path as a block diagram.

1.1.1 Scanning Point by Point for Image
Because confocal microscopy only illuminates a point at once, the point-by-point scanner
is a crucial component to complete an image by measuring multiple points of the specimen.
Since high speed imaging enables for confocal miscopy to capture rapid biological phenom-
ena such as cardiac cycles of the mouse [11], the development of scanning systems pursue
higher speed of scanning as well as keeping the flexibility in scanning such as zoom of the
imaging range and arbitrary random scanning [12].

The first suggestion of scanning system in the Minsky’s patent was sample scanning [9].
In the patent, he insists sample scanning is beneficial because it can record a wide area of
specimen regardless the optics and simpler design of objective with a small field of view and
less support of chromatic aberrations. The scanning speed is innately limited by the inertia
of the stage and specimen. In addition, fast motion of specimen is usually not desirable in
biological imaging due to mechanical damages of the soft biological specimen.

Another idea for scanning image system is moving the pinhole by spinning disk [13–15].
In principle of confocal microscopy point light source at the entrance pinhole is imaged onto
specimen and the illumination point on specimen follows as the point light source moves.
To generate movement of the point light source, a disk with perforated pinholes (called
Nipkow disk) rotates with a given constant speed under a wide light source illuminating the
disk. This method provides relatively fast scanning speed for video rates (30 frames/sec)
[14] since the scanning speed can be fast by increasing the speed of the disk, which is
not depending on the inertia of the disk. As drawback, this method suffers from less light
transmission and the pinholes at the disk are fixed i.e. the system is inflexible in the range
of imaging [1].

After laser is employed in confocal microscopy, laser beam scanning method is a pop-
ular way for confocal image [1, 16]. The idea is use two galvanometer scanning mirrors at
the back focal plane to provide tip and tilt on the back focal plane of the objective, leading
to the lateral shift of the point illumination on the specimen. This mechanism of confocal
microscope is called confocal laser scanning microscope (CLSM), which is a representative
name of confocal microscopy. Since this galvanometer scanner provides high precision and
reasonable speed, this beam scanning methods was commercialized by microscope manu-
facturers and became popular in the market [1, 10, 12]. For high speed scanning over 1000
line/s, however, the inertia and dynamics of the scanner limits the scanning speed, results in
distortions in the image [17].

1.1.2 Resolution, Point Spread Function, and Aberrations
Since the configuration of scan can define the pixel size (a voxel in 3D image case) of
the image, the attainable resolution of confocal microscopy is theoretically bounded by the
diffraction of the light [18]. The diffraction limit depends on the wavelength and numerical
aperture (NA) and can be expressed as a point spread function (PSF), the spatial distribution
of a point light source at 3D imaging region through the optical system [18]. For high
spatial resolution, a small point spread function is desirable. To achieve high resolution,
microscope manufacturers provide high NA objectives with high refractive index immersion
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tissue [20], the point spread function of the excitation path (blue region at the
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detection pinhole (red region at the detection pinhole), making the resolution of
the image worse.

media such as oil. For confocal microscopes, commercial available high NA oil immersion
objectives can attain lateral resolution less than half of the wavelength and axial resolution
about a wavelength under optimal measurement conditions [18].

In a practical setting with deep specimen imaging, however, the diffraction limited res-
olution is hardly obtained due to various aberrations in the microscope [19–21]. Fig. 1.3
illustrates the blurred PSFs in both excitation and detection path due to the specimen in-
duced aberrations, leading to dark, noisy, and vague images [19]. The specimen induced
aberrations can be caused by the optical path error due to refractive index mismatch of the
media [19, 20] and non-homogeneous cellular and subcellular structures [21, 22]. In ad-
dition, high NA objectives with aberrations also do not guarantee high resolution images,
since the aberrations degrade the resolutions more significantly as the NA of the objective
increases. Fig. 1.4(a) shows a 3D image of 100 nm red fluorescence beads for the measure-
ments of the actual point spread function along the imaging depth (Fig. 1.4(b)). Fig. 1.4(c)
shows that the axial full width at half maximum (FWHM) is two times larger when imaging
in 100 µm depth. This degradation of the imaging quality by depth increases the uncertainty
in the localization of the targeted molecules and reduces the signal intensity of the fluores-
cence from the cells in the tissue, hampering the precise analysis on life activities in the
deep tissue [23].

1.1.3 Fluorescence for Biological Imaging
The most attractive applications for confocal microscopy are in biology and medical science
with fluorescence marking techniques [24]. The availability of a large variety of fluorescent
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Figure 1.4: (a-b) Measured PSF (Distilled by Huygens Software of Scientific Volume Imag-
ing B. V., Hilversum, the Netherlands) along the imaging depth from 100 nm
green and red fluorescence beads in polyacrylamide (PA) gel (refractive index
= 1.38) via Plan-Apo 40⇥/1.3 NA oil immersion objective with 1 airy unit (AU)
detection pinhole by Leica SP5 CLSM. (c) The axial full width at half maximum
(FWHM) of the measured PSF. Provided courtesy of M.E. van Royen.

proteins, including photoactivatable and -switchable mutants, has revolutionized live cell
imaging [24, 25]. With confocal microscopy, quantitative investigation of molecular mech-
anisms responsible for normal biological function of living cells and organisms [26, 27]
can be imaged with precise localization of active factors inside subcellular organelles, in-
cluding the structure and dynamics of active chromatin sites inside the cell nucleus. The
fluorescence marking technique allows to image and diagnose aberrant processes because
of diseases such as cancer [28, 29] or neurodegenerative diseases [30, 31].

Sir George Gabriel Stokes (1819-1903), who initiated modern explanation and analysis
on fluorescence, was aware of its potential in biology and he mentioned “on the application
of the optical properties to detection and discrimination of organic substances” [32]. Since
Osamu Shimomura discovered the green fluorescence protein (GFP), GFP and its deriva-
tives have been widely used in biology and medical science [33, 34]. Various experiments,
markers, and techniques are developed not only for detecting the location and function of
specific molecules [35] but also for figuring out reactions between multiple biomolecules
such as Ca+ ionic distribution for neuron reaction [36] and stages of cells [37]. Due to such
a huge leap with this tool in biology, three scientists have been award the Nobel Prize in
Chemistry 2008 for “Discovery and development of the green fluorescent protein, GFP”
[38]. By separation of excitation from the emission, fluorescence microscopy has intrinsic
high signal to noise ratio, selectivity and specificity [39–41]. In contrast to other techniques,
such as electron microscopy, fluorescence enables in vivo imaging, i.e. observation of the
targeted bio-molecules in the living cell, allowing to observe both spatial and functional
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Figure 1.5: Photobleached MitoTracker Deep RedTMon Hepatocellular Carcinoma cells by
after running image process. The dark square area at the image center used
to have similar intensity as the surroundings do before the imaging center for
minutes, showing the loss of intensity by photobleaching.

information of the actual bio-reaction close to the real life conditions [42].
To use of the fluorescence for biological imaging, one should bare in mind that long-term

stable imaging and observation of fluorescence is usually unavailable due to photobleaching.
Photobleaching is a phenomenon that the fluorescence molecule loses its intensity perma-
nently during observation due to photochemical modification [1]. Fig. 1.5 shows a bleached
florescence dye at the image center after minutes of imaging that region. Although physical
mechanisms of photobleaching are different by every single fluorescence dye, photobleach-
ing of fluorescence is usually unavoidable [2]. The intensity loss due to photobleaching is a
problem in practical fluorescence microscope imaging due to the loss of the signal to detect.
It also limits the time of experiments and hampers precise intensity comparison between
images taken at a different time because later measurements have usually lower intensity.
One solution is to reduce the excitation intensity to slow down the photobleaching process,
which however leads to low fluorescence intensity with a low signal to noise ratio (SNR). In
practice, excitation intensity and imaging time should be adjusted considering the sensitivity
and noise level of the detector and the speed of photobleaching.

1.2 Scope of the Thesis
As knowledge about life activity increases and tools for biological research are improved,
biologists strive to analyze faster biological processes occurring in deep living tissue, i.e. in
optically harsh conditions [43]. To meet such needs, conventional confocal laser microscope
has to be adapted. The main scope of thesis is optomechatronics design and control for
improving both imaging speed and spatial resolution of the CLSM.

One of the main challenges is fast imaging and scanning control of conventional gal-
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vanometer scanners. Galvanometer scanning system is the dominant scanning device in-
stalled in most commercial confocal microscopes [1, 10, 16]. This popularity is due to
the reasonable performance, affordable cost, and high flexibilities [1]. Improving scan-
ning speed and accuracy of the given galvanometer scanner could significantly broaden the
coverage of the default galvanometer scanners for observation of faster biological process.
Since the computing and software cost is relatively low, a controller change that improves
the performance considerably can be done by the minor update of the currently installed
CLSM without changing scanner or optics inside. This leads to the following main question
as

Main research question #1
Can control algorithms improve the imaging speed and precision of the conventional

galvanometer scanning system for fast confocal laser scanning microscopy?

The other challenge is aberrations deteriorate the spatial resolution of CLSM. As dis-
cussed in Chapter 1.1.2, there are various source of aberrations deteriorate the microscope
image. These aberrations impair the image quality and blur the localization of the targeted
cellular structure and bio processes, which may not be conclusive for biologists for their
research question. Therefore the correction of the aberration in the CLSM imaging could
provide high-quality information of the life activities vividly regardless of the specimen and
measurement conditions. This leads to the next main research question as follows.

Main research question #2
Can optomechatronics design and control improve imaging quality of confocal laser

scanning microscopy with given aberrations due to undesirable measurement environ-

ments?

1.3 State of the Art
Since this thesis is focused on the confocal microscopy in both spatial and temporal res-
olution, the developments and techniques on the confocal microscopy is discussed first
in this section. Then learning control is discussed for the scanning control algorithms in
imaging techniques. Finally adaptive optics development for microscopy is discussed with
approaches of direct or indirect wavefront sensing.

1.3.1 Confocal Laser Scanning Microscopy
Fast Scanning and Imaging

The needs for high speed of the imaging, i.e. high temporal resolution of the microscopy,
are increasing as the knowledge of biology increases. From video-rate CLSM imaging of
the biological reactions such as cardiac cycle [11], sub-millisecond random access scan-
ning is required for the current biological researches such as Ca+ imaging of function of
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the brain tissue [43]. To improve temporal resolution, three approaches are discussed in
this subsections: software improvement of the popular galvanometer scanner, fast scanner
developments, and focal multiplexing.

Due to high flexibility to scanning and cost effective solution, default scanners of the
most commercial confocal microscopes are galvanometer scanners [1]. However due to
the inertia of the rotor and the sharp turnaround action, the speed of normal galvanometer
scanner usually have less than 1600 lines per second [44, 45]. In addition unidirectional
scanning is usually used to obtain a uniform and accurate line scan since dynamics due to
the mechanical structure causes phase mismatch between lines and stimulate the high order
modes that distorts the images [46]. For the fast scanning by galvanometer scanner Duma
et al studied smooth trajectories of turnaround for the bi-directional scan to improve the
accuracy of the scanning motion in high speed tracking [17, 47] and analyzed with optical
coherence tomography [45]. A line switching methods is studied to hide the difference
between trace and retrace scans while keeping the speed of bidirectional scanning at the
same time [48].

For the fast scanning and imaging new scanners are developed by removing turnaround
motion, using resonances of the scanners and exploiting a dynamic-free scanning method.
Since sharp turnaround at high scan rates needs large force, polygon mirrors [49, 50] and
spinning disks [13] are used for the fast scanning methods by removing turnaround motion
and rotating constantly. As a trade off, these types of scanners usually have less flexibil-
ity: range of imaging is fixed without optical zooming [10] and the configuration of the
pinholes are fixed [12]. Resonance dynamics of scanners can be used in the fast scanning,
e.g. resonance galvanometer scanners [12, 51], which is also commercially available over
8000 lines per second [44]. As a drawback the wavefront distortion due to deflection of the
mirror plate and the linearity of the scanning region is limited since the scanning trajectory
is sine like by only one mode at high frequency [12]. The other approach remove the inertia
in scanning principle such as acousto-optic deflectors (AOD), allowing extreme fast scan-
ning speed over 100 kHz [1, 52, 53]. Instead of moving structure for beam scanning, AOD
uses birefringent crystals and sound wave to control the deflections. Since the deflection
process is inertia free, AOD provides fast scanning in 2D [54] and 3D [55] imaging as well
as discontinuous (random, arbitrary) scanning modes [56].

As scanning speed becomes faster by new hardware and software, dwelling time per
each pixel is getting shorter to obtain sufficient number of photons per pixel [12, 43]. To
secure enough number of photon, imaging with multiple points at the same time, called focal
multiplexing, is necessary. The multiple illumination CLSM can be implemented by pinhole
arrays [57–59], micro-lenslet arrays [60], and micro mirror array [61]. For this multiple
illumination in high speed, wide field image detector such as electron multiplying charge
coupled device (EMCCD) are usually used to record the multiple point simultaneously [1].
Since this optical parallelism may cause interference in imaging, the specimen has to be
transparent and with small scattering, which limits imaging depth of the microscope [43].

Super Resolution

In biological images, the optical microscope can have about 200 nm resolution by diffraction
limit while the targeted bio-molecule such as protein and DNAs are usually only about
10 nm [1, 43, 62]. This hampers the imaging precisely a small biological structure such
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as virus and interactions in molecular scales (e.g. reactions hormones and chromatins)
while optical microscope has benefits for imaging living biological specimen [62]. From
this needs, several approaches to tackle the diffraction limit of the microscope are devised,
which is called super-resolution microscopy or optical nanoscopy [63, 64]. The approaches
for the super-resolution can be categorized into four based on the main concept to break
the diffraction limit: confined illumination, structured illumination, stimulated emission
depletion, and molecular switching.

One approach to break the diffraction limit is reduce the size of illumination by con-
fining the illumination by near field effect or evanescent light. Near-field scanning optical
microscopy (NSOM) is similar technique with scanning probe microscope but has optics at
the scanning probe that is smaller than the diffraction limit by the wavelength [8, 65]. The
optical probes are approached approximately 10-20 nm from the surface of the specimen
and illuminate only a small area to achieve high resolution (typically 20-50 nm) [43, 66].
NSOM is versatile with type of fluorophore while the possible objects for imaging are lim-
ited in depth because NSOM can measure only the surface of the specimen where the optical
probes can reach. The other technique with limited illumination is total internal reflection
fluorescence (TIRF) microscopy using evanescent waves. When total internal reflection
occur at the interface of two media, usually coverslip glass and the aqueous specimen, at
the surface of the reflection the evanescent wave are generated but attenuated quickly so
that only small depth approximately 100 nm are illuminated [1]. This allows high axial
resolution of the specimen but the object for imaging is defined by the surface of reflection.

Another approach uses modulations of the light fields to doubling the bandwidth of the
spatial frequencies of the specimen imaging. This technique is called structured illumina-
tion microscopy (SIM), which can achieve twice higher resolution in all axis of widefield
microscope than diffraction limit by imaging with multiple illumination (typically Moirè
patterns) pattern and processing the image afterwards [1, 67, 68]. The advantage of SIM
is that any fluorophore can be used for imaging and it can image also weak intensities of
fluorescence, leading to the commercialized product in the market now [43]. Since the con-
focal also improve the spatial frequency contents in doubled manner, confocal microscopy
can be regarded as a variant of the SIM [2]. In general, however, the contents at high spatial
frequencies are more emphasized with SIM, leading to the higher resolution than confocal
microscopy. In this regards, it can be said that SIM does not break the diffraction limit but
extend it with twice rich contents in frequency domain [2, 43, 62].

One of the successful super-resolution techniques is stimulated emission depletion (STED)
microscopy that literally break the diffraction limit in resolution [6, 69, 70]. Stimulated
emission depletion is a phenomenon that the energy level of excited fluorophore drops
near grounded state by given additional light (depletion laser), whose wavelength is usually
matched with downward transition of fluorophore [2]. This stimulated emission depletion
can be used to resize the point spread function up to 30 nm in lateral and 100 nm in axial by
depleting the fluorophore in the surrounding volume to the focus [6, 63]. In theory, STED
microscopy can provide infinitely small point spread function so that the diffraction limit
does not plays any role to the resolution. In practice there are problems of selecting proper
fluorescence dyes and high intensities of depletion laser but they does not limit the principle
and can be improved successively [62].

The last representative super-resolution technique is a fine localization with photo-
switchable fluorescence mutants, named as photoactivated localization microscopy (PALM)
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or stochastic optical reconstruction microscopy (STORM) [71–73]. Basically the localiza-
tion of the single fluorescence molecule can be much precise than the resolution of the
system but this highly precise localization is only available with sparse enough fluorophore
density, i.e. the distance in between fluorophore should be larger than diffraction limit [62].
With photoswitchable fluorophore that actively ‘turn on’ or ‘turn off’ the fluorescence, this
sparsity can be manipulated and the super-resolution can be attained sequentially turning
off the fluorophore. PALM and STORM is beneficial since the implementation is extremely
simple in optics and hardware while has also disadvantages because it needs special photo-
switchable dyes and the imaging time can be long since multiple images with different
activated fluorophore are used to generate a high resolution image [2].

Currently those super-resolution techniques are available in the markets for biologist and
produce much results for revealing the scientific questions in biology [62]. As the response
to the results, the development of STED microscopy and PALM are award the Nobel Prize in
Chemistry 2014 for “the development of super-resolved fluorescence microscopy”. Optical
nanoscopy is still young and on developing with new techniques and coverage in biology
[62].

Leica SP5 Confocal Laser Scanning Microscope

A Leica SP5 confocal microscope is used for experiments. In the Leica SP5 CLSM, two
galvanometer scanners are attached for lateral scanning and a galvanometer-driven z stage
can be used for fast axial scanning while motorized z stage also can be used for slow axial
imaging. The lateral scanning speed is 400 lines/s up to 1400 lines/s for 512 ⇥ 512 image,
i.e. the frame rate is up to 0.4 s. The dwelling time for each pixel is below 1.4 µs at 1400
lines/s (4.9 µs at 400 lines/s) considering turn-around of the x (fast) scanner.

1.3.2 Learning Control for Scanning Imaging System
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Figure 1.6: Operation of the iterative learning control. The new input is updated based
on the input and residual error of previous trials, which leads to the smaller
residual error. By increasing iteration, the properly design ILC adapt the input
signal for minimizing the error.

To boost the scanning speed and accuracy by managing dynamics of the scanner in
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CLSM, iterative learning control (ILC) has much potential as a scanning controller. ILC is
a feedforward type of control that compensates the periodic errors in the repetitive process
by learning from the error of the previous process. Fig. 1.6 shows the concept of the ILC,
in time and trial axis. Fist an input is applied in time axis and the error is recorded. Based
on the recorded residual error and the applied input in the previous trial, the new input
for the next trial is calculated and applied to the system for the better residual error. As
iterations increase, the tracking error can be minimized. Since ILC was firstly proposed by
Uchiyama in 1978 in Japanese [74] and introduced by Arimoto et al. in English [75], ILC
are applied in various applications of robotics, rotary systems, chemical process, actuators,
power electronics, and precision mechatronics [76].

Due to the learning nature of repetitive error, ILC sometimes confused with repetitive
control (RC). Longman [77] argued that they are not much different in practice while liter-
atures highlight the differences. Wang et al. [78] provides a comparison of ILC and RC in
various aspect, in problem, model, output, input and control structure. According to Wang,
the ILC problem is only batch process with the same initial condition, and the model is
in state space model while RC runs periodic continuous process and the model is usually
transfer function. Fleming and Leang [79] pointed out the ILC runs in the iteration domain
while RC runs in feedback manner in time domain with definite delay of period. They argue
that due to this structural difference between trial and time domain in control, i.e. offline
(ILC) and online (RC) manner of learning, the instability of ILC means divergence and ILC
can stop learning after the detection of divergence [80] while RC results in instability of the
system.

There are advantages of ILCs compared to the conventional feedback control in scanning
control. The benefit of ILC is that the bandwidth of the feedforward control can be wider
than the conventional closed loop control, enabling a fast and accurate scanning. That is be-
cause the stability is not limited by the gain or phase margin of the system, but the accuracy
of the system model, which is used in the learning filter design. ILC can also efficiently
remove the phase and gain mismatch in the tracking error and repetitive disturbances during
the scanning.

The learning control for galvanometer scanners of CLSM is firstly shown in [81]. While
the paper does not mention the exact term of ’learning control’, the technique for enhancing
the random scanning clearly shows main factors of learning control: a feedback by the mean
error of the receding horizon in the previous actual trajectories, improvement of the scan-
ning trajectories by a number of iterations, and stopping the iteration when the improvement
reach ’good enough’. The experiments with 600 Hz scanning shows less than 1.5 pixel error
compared to the raster images. Since this approach only changes the reference for feedback
control, the speed of the scanning is still bounded by the feedback control bandwidth. For
the piezoelectric optical scanners, ILC is also applied for accurate scanning while the scan-
ning speed is limited by the feedback control bandwidth by design. For different application
of the galvanometer scanner, iterative learning control is applied for a microvia drilling ma-
chine for precise integrated circuit correction to suppress vibration [82].

ILC as a scanning controller has been actively studied for scanning probe microscopy
(SPM) such as atomic force microscopy (AFM) [83–85] to gain a high control bandwidth
and compensate for the dynamics and nonlinearity of the piezoelectric actuators [86, 87].
Traditionally SPMs are slow in imaging, tens of lines per second, to achieve an accuracy
in nanometer scale even it uses piezoelectric actuators for high speed control. Using the
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wide control bandwidth in ILC over kHz, more than 100 Hz of scanning speed can be
achieved in nanometer scale error [84]. Nonlinearities of piezoelectric actuators can be
also compensated for by ILC [83]. To cope with specimen changes during experiments,
non-model based ILC in frequency domain is developed for maintain fast scanning image
[80].

1.3.3 Adaptive Optics
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Figure 1.7: (a) Concept of adaptive optics and (b) near-infrared images of Uranus without
adaptive optics (left) and with adaptive optics turned on (right). With adaptive
optics, a vague single ring turns out an assembly of multiple rings and the atmo-
spheric phenomena could be imaged from ground-based telescopes. Courtesy
of Heidi B. Hammel, Imke de Pater and the W.M. Keck Observatory [88].

Adaptive optics (AO) is a method that compensates aberrations to improve the imaging
quality. Aberrations of the beam degrade the focus, resulting in dark, blurry, and even
distorted images. These aberrations can be explained as a distortion of the wavefront, which
is a line at the same phase of the light in the pupil function and should be flat for the best
image performance. Fig. 1.7(a) illustrates the concept of adaptive optics that compensates
for incoming aberrations (wrinkled solid line) by deformable mirror with the inverse of
the aberrations (solid blue line), leading to the flat wavefront for improved sharp and clear
images. Fig. 1.7(b) shows near-infrared images of Uranus before adaptive optics applied
(left) and after (right), discovering more features and details of the planet [88].

Though adaptive optics (AO) is a quite recently developed technology proved late 1960s,
the idea dreamed up from the early 16th century that people know turbulence in atmosphere
imposes an serious limitation the angular resolution of telescopes for astronomy [89]. Isaac
Newton clearly mention this limitation by turbulence in his book, Optiks, published in 1704
[89] and Herschel practically suffered from the effect of the turbulence after building up
the 18.8 inch (0.48m) and the 48 inch (1.2m) telescopes [89]. The only ways to reduce
the optical disturbance by turbulence were finding a good site to observe the sky, e.g. high
mountains near the equator. Besides, measurements of the wavefront distortion by atmo-
sphere were studied from late 1850 based on Knife-edge test [89]. Hartmann test, which is
one of the popular wavefront sensing techniques, was developed in 1900, before the com-
plete development of the optics system.
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The first image compensation by AO technique was the Real-Time Atmospheric Com-
pensation system (RTAC), whose first operation is done in 1973, developed by Itek Optical
System [89, 90]. As other technologies such as telecommunication and cryptography, AO
were seriously investigated first for the military purpose. After huge success of the launch
of Sputnik I from Soviet Union, Unite States needed better images of satellites from ground,
as well as better images of the enemy’s territory from satellites to collect aerial intelligence
[90]. RTAC has a 21 channel monolithic piezoelectric deformable mirror and a shearing
interferometer for detecting wavefront distortion, and successfully demonstrated its perfor-
mance with a HeNe laser through 300m of ground distance. The success from RTAC led to
the next development of AO, Compensated Imaging System (CIS) with 168 actuators and
also a shearing interferometers. CIS was installed on the 1.6-meter telescope on top of Mt.
Haleakala on the island of Maui in Hawaii. After declassified in 1991, AO became a proven
technique for astronomical imaging as Fig 1.7(b) [91].

Currently adaptive optics are extensively investigated for various research fields and
industrial applications: optical microscopy [92], ophthalmoscopy [93], optical coherent to-
mography [94], optical tweezers [95], laser communications [96], and holographic data
storages [97].

Structure of Adaptive Optics and Wavefront Sensing
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Figure 1.8: (a) A closed loop AO system consisting of wavefront sensor, wavefront corrector,
and its control unit to achieve aberration corrected image at the camera. (b) A
schematic of Shack Hartmann wavefront sensor with wavefront reconstruction
process.

Adaptive optics system usually consists of three main components. Fig. 1.8(a) illus-
trates a closed loop AO system wavefront sensing, wavefront correction, and the control
unit [98]. After the light with aberration shines to the wavefront corrector, the wavefront
sensor measures residual aberrations of beam. The recorded image of the wavefront sensor
is interpreted by the controller. The controller also computes the desired correction in wave-
front and determines the input of the deformable mirror. By compensating in this loop, the
wavefront error is reduced in real time and the image quality at the camera can be improved.
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(b) Transmitted Adaptive Optics System: phase conjugation

Figure 1.9: Adaptive optics system of received and transmitted optical system.

Among those components, wavefront sensor is one key element that detects the aberra-
tions of the system. It can be direct or indirect, depending on the raw measurement. Direct
wavefront sensing uses an explicit wavefront sensor that directly measures the pupil func-
tion. Shack-Hartmann wavefront sensor (SHWFS) is one of the popular wavefront sensors
using a lenslet array, measuring local wavefront gradients by the displacements of the local
focal spots [98] as Fig 1.8(b) shows. Indirect wavefront sensing uses the measurement of
the image plane side such as intensity after point detector [99, 100], average image inten-
sity or image sharpness [101, 102]. There are also a technique known as phase diversity,
which retrieves wavefront information based on the multiple images with different known
aberrations, usually defocus, i.e. displacement of the focal plane [103, 104].

Adaptive Optics for Received and Transmitted Optical System

There are mainly two kinds of adaptive optics considering the objective of the optical system
and the location of the aberration: a received type and a transmitted type as shown in Fig. 1.9
[98]. The objective of the received type of optical systems is to image the light source
outside of the optical system through wavefront distortion media, while the objective of
transmitted optical system is to transfer the focused light power from the light source in the
optical system to the target. The main difference between them is the location of aberration
generation. A received optical system has the source light with applied aberrations while
transmitted optical system has a clear source light, which suffers from the future aberrations
before reaching the target. Since the objectives of each system are different, AO objective is
different: to generate the best image by compensate aberrations from the source light, and
to transmit the higher power to the target by predistortion of wavefront to the outgoing light.
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AO development for the received optical system is straight forward as discussed in pre-
vious subsection. For the transmitted optical system, however, the wavefront distortion in
the media is not available from the beam path of the optical system. Fig. 1.9(b) shows phase
conjugation technique for the transmitted optical system. The idea is using the glint like
reflection from the small area of the target for the wavefront sensing. The reflection of the
small area of the target can be regarded as a point source from the target and it contains the
same aberrations as the transmitted light.

For the received optical system, this phase conjugation technique is also used for over-
come its given limit, named “laser guide star (LGS)” in astronomical telescope application
[98]. For observation of dark stars in the sky, the received light can be insufficient for
wavefront sensing. To get photons for wavefront sensing, an artificial star is projected from
the laser on the ground to a certain layer of the atmosphere, e.g. sodium layers in the
mesosphere around 92 km from the ground [105–107]. Then measured wavefront distor-
tion from the LGS is used for compensation of the received dark star image, improving the
image quality.

Adaptive Optics for Microscopy

As discussed in Section 1.1.2, the diffraction limited imaging is hardly attainable for deep
imaging through the biological specimen due to the aberrations. Adaptive optics is sug-
gested as a solution of the such aberrations and received much attention in last decade
[92, 108]. Adaptive optics is applied to the various microscopy technique such as confocal
laser scanning microscopy (CLSM) [109, 110], multi-photon excitation (MPE) microscopy
[109], widefield microscopy [111–113], Harmonic generation microscopy (HGM) [114],
fluorescence spectroscopy [115], coherent anti-Stokes Raman spectroscopy (CARS) [116],
light sheet fluorescence microscopy (LSFM) [117]. Since aberrations are also problem-
atic in super-resolution microscopy, adaptive optics are investigated as a cure for image
degradation [118] in various structured illumination microscopy (SIM) [119], photo acti-
vated localization microscopy (PALM) [120], and Stimulated emission depletion (STED)
microscopy [121]. For the STED, adaptive optics technique is used for improving the point
spread function in both lateral and axial axis [121].

Indirect vs. Direct Wavefront Sensing in AO for Microscopy

The main challenge in AO for microscopy is the way to measure the aberrations that degrade
the microscope image [43]. Adaptive optics development for the microscopy can be catego-
rized by the wavefront sensing method: indirect and direct sensing [122]. Indirect wavefront
sensing, also called wavefront sensorless approach, does not use explicit wavefront sensors
but the information from the image to obtain the optimum image [101, 102, 109, 123–125].
Pupil segmentation can be regarded as indirect sensing since it does not have wavefront
sensor in AO system while its principle is similar with Shack Hartmann wavefront sensor
[126–129]. The benefits of the indirect sensing are less complex in system and optical path,
and no light loss since the light from the specimen can be fully used for the image. As a
drawback, the convergence is slow in general and needs many images to correct the aberra-
tions in quality, which may cause the photobleaching of the specimen during the aberration
correction.
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Direct wavefront sensing approach exploits the wavefront sensors such as interferome-
try and Shack Hartmann wavefront sensor that measures the aberrations from the specimen.
It can be categorized by the type of the wavefront sensor, the type of the light source for
wavefront sensing, and the method to refine the light only at the focal point. As light sources
for wavefront sensing, back-scattered light and fluorescence can be used and coherence-gate
and a pinhole can be used to restrict the light for wavefront sensing only from the focal point
[130]. Interferometry is applied based on coherent gaged back scattered light [131, 132] and
Shack Hartmann-based approach with pinhole [133, 134]. Based on the fluorescence guided
star technique, shack Hartmann wavefront sensor is used for the aberration measurement
from the fluorescence sample [110, 112, 117, 135–139]. These direct wavefront sensing
methods usually fast since aberrations in the system can be obtained from a single measure-
ment. This fast correction allows in less photobleaching and photo damage of the specimen
[137], and also real time compensation for dynamic changes of aberrations induced by liv-
ing specimen [138]. As a drawback the imaging quality after correction may not be the
optimum due to the alignment of the system [133] and error in reference of the wavefront
sensor. For the scattering light the sensitivity of odd-symmetry aberrations is usually weak
[134] and for fluorescence the intensity is usually weak and also signal intensity degraded
due to photobleaching [137].

A comparative study [133] of the indirect and direct sensing AO for microscope shows
the benefits and drawbacks of each method. Bourgenot et. al. shows transient responses of
image sharpness by the sensorless AO (Nedler-Mead simplex algorithm) and direct sensing
AO (Shack Hartmann wavefront sensor). The results shows that direct sensing AO con-
verges fast in 3 iteration with the suboptimal final image while indirect methods takes long,
250 iteration for the convergence. This convergence time can be improved by the modal
based algorithms [101] but at least N+1 is necessary where N denotes the number of modal
modes to compensate for [100]. (e.g. 16 iteration is necessary at least for correcting 15
Zernike modes) In this sense, direct wavefront sensing AO would be beneficial for the liv-
ing specimen imaging which need high temporal resolution or venerable fluorescence dyes
to photobleaching.

1.4 Contribution and Thesis Outline
Fig. 1.10 shows the outline of the thesis with the connections between chapters. The contri-
bution can be separated in 4 parts: fast scanning control of galvanometer scanner (Chapter
2 and 3), automated spherical aberration correction via motorized coverslip correction ring
(Chapter 4), general aberration measurement and compensation via adaptive optics system
(Chapter 5 and 6), and pupil function recovery via adjustable square pinhole. Each part
corresponds to the separate scientific questions and can be read independently.

• In Chapter 2, iterative learning control (ILC) for a galvanometer scanner is proposed
to achieve a high speed, linear, and accurate bidirectional scanning for scanning laser
microscopy. Experimental results verify the benefits of ILCs, achieving up to a 73
times smaller root mean square (RMS) error than a conventional feedback controller.
Research Question: Can ILC improve the speed and accuracy of the conventional
galvanometer scanners? How the performance can be improved by handling the non-
minimum phase zero of the galvanometer in design of learning filter?
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Reference: [140] Han Woong Yoo, Shingo Ito, Michel Verhaegen, and Georg Schit-
ter. Iterative Learn- ing Control of a Galvanometer Scanner for Fast and Accurate
Scanning Laser Microscopy. In Mechatronics 2012, 17-19 Sep, Linz, Austria, pages
537-543, 2012.
Han Woong Yoo, Shingo Ito, Michel Verhaegen, and Georg Schitter. Iterative Learn-
ing Control of a Galvanometer Scanner for Fast and Accurate Scanning Laser Mi-
croscopy. Mechatronics, submitted.

• In Chapter 3, transformation-based ILC approach is proposed to achieve accurate
image scanning for the non-collocated dynamics of a galvanometer scanner. Exper-
imental results with the proposed ILC show a 7.5 times better tracking accuracy in
RMS error as compared to the ILC design based on non-collocated sensing.
Research Question: Can reference transformation filter improve the accuracy of beam
scanning of the galvanometer scanner with ILC due to non-collocated sensing by the
encoder?
Reference: [141] Han Woong Yoo, Shingo Ito, Michel Verhaegen, and Georg Schitter.
Transformation-based iterative learning control for non-collocated sensing of a gal-
vanometer scanner. In 2013 European Control Conference (ECC), pages 1204-1209.
IEEE, July 2013.

• In Chapter 4, an automated adjustment of the coverslip correction collar is proposed
for scanning confocal microscopy. The benefits of the proposed automated correc-
tion are demonstrated with various coverslips with biological specimens, shows that
it tracks better image quality of the confocal microscope.
Research Question: How can the correction of coverslip mismatch be automized for
the coverslip with biological specimen?
Reference: [142] Han Woong Yoo, Michel Verhaegen, Martin E van Royen, and
Georg Schitter. Automated Adjustment of Aberration Correction in Scanning Confo-
cal Microscopy. In IEEE International Instrumentation and Measurement Technology
Conference, pages 1083-1088, 2012.
[143] Han Woong Yoo, Martin E van Royen, Wiggert A van Cappellen, Adriaan B
Houtsmuller, Michel Verhaegen, and Georg Schitter. Automated spherical aberra-
tion correction in scanning confocal microscopy. Review of Scientific Instruments,
85(12):123706, December 2014.

• In Chapter 5 and 6, an adaptive optics development for the commercial CLSM is dis-
cussed. The developed adaptive optics contains an adjustable pinhole, that can be
used in calibration of AO and evaluate the AO correction quality. Experimental re-
sults shows that the proposed referencing can improve the axial resolution of point
spread function. For 40 um deep in biological specimen, the axial resolutions are
improved with 5 AU, while for 1 AU pinhole the lateral resolutions are improved.
Research question: Is it feasible to build an interface between AO development and
the commercial Leica SP5 CLSM? Does developed AO system improves the reso-
lution? How can adjustable pinholes be used for the AO system for CLSM? Can
adjustable pinhole be used for evaluation of the aberration correction quality?
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• In Chapter 7 pupil function retrieval with the finite square pinhole is proposed from on
the complex pupil measurements. Simulation results with various pinhole size show
that the proposed pupil function retrieval reduce phase and magnitude error from the
original measurement.
Research question: Can the distortion of aberrations due to a small pinhole be recov-
ered by the measurement of complex pupil function? Can diversified measurements
improve the quality of recovery?

• Chapter 8 summarizes the developments and results of this thesis and outlines the
directions for the future research.

Fig, 1.11 shows the developments of the hardware and software in this thesis, as an
extension of the conventional CLSM block diagram in Fig. 1.2.
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Figure 1.11: Diagram of the system developments with respect to excitation and emission
path of the commercial Leica SP5 CLSM. There are four major developments
in terms of systems. They are the fast accurate scanning control system ([yel-
low] Fast Accurate Scanning), an automated coverslip correction system ([or-
ange] Motorized Correction collar, [yellow] Coverslip Correction), an adap-
tive optics system (All the other orange blocks, [yellow] Adaptive Optics),
and a phase retrieval algorithm with finite square pinhole ([yellow] Phase
Retrieval for CWFS). The fast scanning control and the phase retrieval algo-
rithm are not implemented with Leica SP5 and AO system, whose connections
are represented with dotted-dash lines.



Chapter 2

ILC of a Galvanometer Scanner
for Fast and Accurate Scanning
Laser Microscopy ⇤

Iterative learning control (ILC) for a galvanometer scanner is proposed to achieve high
speed, linear, and accurate bidirectional scanning for scanning laser microscopy. The marginally
stable galvanometer scanner is stabilized by a feedback control while ILC is applied for fast
scanning motion control at over 2000 lines per second. Two different approaches to com-
pute a stable inverse model of the non-minimum phase dynamics of the galvanometer are
derived and implemented for comparison. Experimental results verify the benefits of ILC,
enabling a faster, more linear and more accurate scanning without a phase lag and a gain
mismatch, where the root mean square (RMS) error can be reduced by a factor of up to 73 in
comparison with the feedback controlled galvanometer scanner of the commercial system.

2.1 Introduction
Galvanometer based scanning mirrors are the most widely used scanning systems for high-
precision in vivo biological imaging systems, such as scanning confocal and two-photon
excitation microscopes [1, 12, 144]. In principle, these microscopes record an image by
scanning a laser point by point to achieve a high spatial resolution. A high temporal reso-
lution of microscopic images is desirable for capturing rapid biological phenomena such as
a cardiac cycle [11] or tracking the single molecule movements in living organisms [145].
Fast imaging in scanning laser microscopes, however, is challenging in practice due to the
dynamic behavior of the scanner and limited bandwidth of the controller [43, 45]. To mini-
mize the imaging time and increase the temporal resolution, fast and accurate scanning is a

⇤Part of chapter is published,
H. W. Yoo, S. Ito, M. Verhaegen, and G. Schitter, Iterative Learning Control of a Galvanometer Scanner for Fast
and Accurate Scanning Laser Microscopy, In Mechatronics 2012, 17-19 Sep, Linz, Austria, pages 537-543, 2012.
H. W. Yoo, S. Ito, M. Verhaegen, and G. Schitter, Iterative Learning Control of a Galvanometer Scanner for Fast
and Accurate Scanning Laser Microscopy, Mechatronics, submitted.
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Unidirectional Bidirectional

Figure 2.1: Unidirectional scanning (left top) and bidirectional scanning (right top) of laser
scanning microscope imaging, which correspond to sawtooth scanning (left bot-
tom) and triangular scanning (right bottom) over the time t for the fast x-scan.
The focused laser beam is moved linearly over the specimen (gray squares) for
recording an image along the active scanning region (black solid line). Since
unidirectional scanning has to turn and retrace without imaging (red dotted
line), bidirectional scanning is advantageous in terms of a large active scan-
ning area with a small turnaround (red dotted line).

crucial requirement for galvanometer scanners.
Fig. 2.1 shows two ways of scanning: unidirectional and bidirectional scanning, which

are also called sawtooth and triangular scanning, respectively. For laser scanning micro-
scopes, unidirectional scanning is often used due to the long linear slope [45, 146]. How-
ever, retracing faster than tracing may cause overheating of the actuator and damage to the
scanning system. Furthermore beam blocking is necessary to avoid unnecessary bleaching
of the specimen while retracing [1]. In addition, a big retracing portion reduces the effective
exposure time per pixel in the active linear scan region, which would lead to a large photon
noise due to the reduced number of photons. Duma et al [17, 47] intensively studied var-
ious types of bidirectional scanning trajectories for a large linear scan area and compared
them to optical coherence tomography [45]. They point out that triangular scanning is de-
sirable comparing to unidirectional scanning, but it is difficult to obtain an accurate scan at
a high scanning speed in reality due to high frequencies induced by the sharp turnaround.
They also mention that the sharp turnaround at high scan rates causes nonlinearities which
decrease the linear active scan region. Furthermore, the phase lag of the scanner causes
a misalignment between the trace and retrace of the active scan region. A manufacturer
of scanning laser microscopes with a bidirectional scan option provides a phase correction
control bar for users to compensate for this mismatch manually [147]. However vibrational
dynamics of the scanner is completely ignored so far.

As a solution to compensate for these drawbacks of the triangular scanning motion, it-
erative learning control (ILC) can be applied, which is feed-forward control for tracking a
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Mirror 

Magnets 

Encoder 
Coils 

: Current ci
θ : Angle 

Figure 2.2: Mechanical structure of a moving-magnet galvanometer scanner. The rotor of a
galvanometer scanner consists of magnets, a mirror and an encoder connected
by a steel shaft, and coils surrounding the magnets. The Lorentz force induced
by the coil current ic with magnets rotates the mirror at one end and the encoder
at the other end measures the mirror angle ✓.

repetitive reference by updating the control signal based on tracking error measurements ob-
tained at previous trials. For fast scanning ILC has been applied to atomic force microscopy
[83–85] and to an optical scanning system [148] to compensate for the dynamics and non-
linearity of the piezoelectric actuators. For a galvanometer scanner, iterative optimization
methods have been proposed by Trepte and Liljeborg [81, 146] for a sawtooth, a triangular,
and an arbitrary scanning reference for a laser scanning microscope. They compensate for
a phase and trajectory error to obtain the optimal input for the closed-loop galvanometer
scanner. However, compensation of the vibrational modes due to the internal modes of the
galvanometer scanner for a fast and accurate scanning in optical microscopy has not been
studied much yet, which is the main contribution of this article.

The goal is to develop ILC for bidirectional scanning beyond 1 kHz, i.e. 2000 lines per
seconds, to be applied to fast and distortion-free laser scanning microscope imaging [140].
Section 2.2 describes the stabilized galvanometer scanner, consisting of the galvanometer
scanner and a feedback controller, and its linear model is derived. Based on the model
of the stabilized galvanometer scanner, ILC design is investigated in Section 2.3 and two
approaches for deriving a stable inversion of the non-minimum phase scanner dynamics
are presented. Experimental results verify the benefits of the proposed ILC approach in
Section 2.4, and conclusions are drawn in Section 2.5.

2.2 Stabilized Galvanometer Scanner

2.2.1 Galvanometer Scanner
For the experiments, a high performance galvanometer scanner (6210H, Cambridge Tech-
nology Inc., Lexington, MA, USA) is used, which is widely installed in commercial laser
confocal microscopes [1, 144]. The galvanometer scanner is a moving-magnet type as
shown in Fig. 3.1, i.e. magnets along the shaft are rotated by the Lorentz force created
by the current ic through the fixed coils. A scanning mirror is attached at one end of the
shaft for directing a laser beam. At the other end of the shaft an encoder is attached for
the precise angle measurement of the mirror by the passed light through the blocking but-
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Figure 2.3: Measured Bode plot of the galvanometer scanner from the system input to the
system output (red dash line) and the simulated frequency response of open-loop
transfer function with a tamed PD controller C( j!)P( j!) (blue solid line).

terfly [144]. The mechanical actuation range of the galvanometer scanner is ±5�, ±10� of
optical angle. The servo driver (MicroMax 671, Cambridge Technology Inc.) consists of a
current driver for the coil of the galvanometer scanner, the decoder for the encoder signal,
and a closed loop control. The system input and the system output are given by the input
to the current driver and the encoder signal through the decoder, respectively. The closed
loop control of the servo driver is only used as a benchmark for comparison with the ILC in
Section 2.4, but is disabled for all other experiments.

The galvanometer scanner is marginally stable since the rotor of the galvanometer can
be regarded as a floating mass with a weak stiffness and friction at low frequency. Fig. 2.3
shows the frequency response of the galvanometer G(s) from the control input to the encoder
output is measured by a Dynamic Signal Analyzer (HP3562, Agilent Technologies, Santa
Clara, CA, USA). The frequency response shows the dynamics between 300 Hz and 30 kHz
is dominated by the inertia of the rotor, providing a -40 dB/dec line in the Fig. 2.3. At low
frequencies, however, the magnitude does not show a slope of -40 dB/dec due to the friction,
stiction, and weak suspension springs. Due to the marginal stability and low-frequency drift,
a feedback controller is designed and implemented before ILC is applied.

2.2.2 Feedback Control Design for Stabilization
Fig. 2.4 illustrates the overall structure of the control system, where G, C, and ILC blocks
represent the galvanometer scanner, a stabilizing feedback controller, and the iterative learn-
ing controller, respectively. The ILC is applied in parallel to the servo driver with the stabi-
lizing feedback control by an analog summing amplifier with 1.5 MHz bandwidth (-3dB).
This structure allows a broad bandwidth of the ILC, regardless of the stabilizing feedback
controller. Before the ILC design a PD feedback controller is designed and implemented
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Figure 2.4: Overall architecture of the system with ILC. The galvanometer scanner G is sta-
bilized by the feedback controller C and forms a stabilized galvanometer-based
scanning system P, which is the process sensitivity P(s) = G(s)/(1+G(s)C(s)).
The control signal from ILC ui for high frequency scanning is summed with the
control signal from the feedback controller u f b, resulting in the total input utot

for the galvanometer. The total input, utot = u f b + ui, is applied to the current
driver.

for stabilizing the marginally stable galvanometer scanner.
For the stabilization of the galvanometer scanner, a lead compensator, i.e. a tamed PD

controller, is selected as the feedback controller C(s) for providing a phase margin around
the unit gain crossover frequency [149]. The controller is tuned, such that the cross-over
frequency of the open-loop transfer function G(s)C(s) is about 500 Hz with a sufficient
phase margin as shown in Fig. 2.3. The simulation shows that the gain of G(s)C(s) crosses
the 0 dB line at 500 Hz with a phase margin of 72 degrees and the gain margin is 36 dB.
The controller is implemented as an analog circuit with operational amplifiers and passive
components.

Note that the feedback controller is intentionally tuned to have a large gain and phase
margins, resulting in a relatively low control bandwidth. With this setting, uncertainties
at low frequencies such as a deflection dependent friction and drift are compensated by
the feedback control. In addition, the sensor noise, which gets more dominant with high
frequencies, stays low in the stabilized galvanometer scanner [150]. This is beneficial for
the ILC design since it makes the dynamics of the stabilized galvanometer scanner more
deterministic. Based on this ILC is applied to the stabilized galvanometer scanner to control
the fast scanning motion at high frequencies.

2.2.3 Linear System Modeling

For the design of inversion based ILC, the stabilized galvanometer scanner model P(s)
from the ILC input to the encoder output is necessary. Fig. 2.5 illustrates measured Bode
plot of the encoder output of the stabilized galvanometer scanner from the control input
by the Dynamic Signal Analyzer (HP3562, Agilent Technologies) and the Bode plot of its
manually fitted linear model. The manually fitted linear model is obtained based on multiple
second order systems by adjusting each natural frequency and damping parameter in Matlab
(The MathWorks, Inc., Natick, Massachusetts, USA). The transfer function from the system
input, given by the current through the coils of the galvanometer, to the encoder output is
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Figure 2.5: Measured Bode plots of the encoder output (solid black line) of the stabilized
galvanometer from the input for ILC (ui) and the Bode plot of the linear model
with non-minimum phase zeros (dash-dotted red line). The zoomed Bode plots
(violet dashed box in original Bode plot) shows the by resonance and anti-
resonances of the galvanometer scanner dynamics.

given as follows [140].

P̂(s) =

K
nz
’

iz=1
(s2 + 2⇣iz!iz s +!

2
iz)

np

’
ip=1

(s2 + 2⇣ip!ip s +!

2
ip
)

e-td⇥10-6s
, (2.1)

where K denotes a gain, td is a time delay in µs. np and nz denotes the number of pole and
zero pairs, respectively.

Table 2.1 provides all parameters for the transfer function in Eq. (3.41), and its Bode plot
is shown by the red dashed-dot line in Fig. 2.5. A pair of non-minimum phase zeros occurs
at 25 kHz. These non-minimum phase zeros provides a fundamental limit of the bandwidth
of the feedback controller in practice [150]. Non-minimum phase zeros are also problematic
in the feedforward control design such as ILC, but several stable design techniques are
available [82, 151, 152] to overcome the limit. By such design techniques ILC can achieve
a wide control bandwidth for high tracking performance in fast beam scanning. In the
following section ILCs using stable inversion methods are discussed for the fast and accurate
scanning of the galvanometer scanner.
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Table 2.1: Parameters of the Stabilized Galvanometer Scanner Model

Poles Zeros td K
!ip /2⇡ ⇣ip !iz /2⇡ ⇣iz

P(s)
250 0.65 25000 -0.85

1 2.64⇥10-430800 0.0087 33200 0.0069
41700 0.008 45500 0.0084
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Figure 2.6: A schematic diagram of the iterative learning controller. A learning filter L
calculates a required update �ui based on the error ei between the previous
system output yi and the reference trajectory yre f . The update �ui is added to
the current ILC input ui, which is saved in the memory, and used as a new ILC
ui+1 in the next iteration after a robustness filter Q is applied.

2.3 Iterative Learning Control Design
In this section a design of ILC is discussed for the control of the fast and accurate scanning
motion control based on the linear model of the galvanometer scanner. ILC is beneficial
for scanning motion control since non-unity magnitude and phase lags at each harmonics
can be corrected by its learning nature and periodic disturbances and nonlinearities can be
compensated for over a wide bandwidth. In the first half of this section, two design methods
of inversion based ILC are discussed for the linear model with non-minimum phase zeros.

2.3.1 Inversion based Iterative Learning Control with Non-minimum
Phase Zeros

Fig. 2.6 shows a schematic diagram of the iterative learning control with a learning filter L
and a Q-filter [153]. The structure leads to the following equation as

ui+1[k] = Q(q)
�

ui[k]+ L(q)ei[k]
�

, (2.2)

ei[k] = yre f [k]- yi[k], (2.3)
yi[k] = P(q)ui[k], (2.4)
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where ui[k], yi[k] and ei[k] denote the ILC input, output, and tracking error at the discrete
time k in ith trial. L(q), Q(q), and P(q) denote the LTI dynamics of the learning filter, Q-
filter, and the plant with the forward time-shift operator q, i.e. x[k + 1] = qx[k]. yre f [k] is the
desirable scanning trajectory at time k.

Then the error evolution equation in the frequency domain is as follows,

Ei+1(z) = Q(z)(1 - P(z)L(z))Ei(z)+ (1 - Q(z))Y re f (z), (2.5)

where Y re f (z) and Ei(z) are the z-transform of the reference trajectory and of the error at
ith trial with z = e j!Ts with sampling time Ts. This provides two well-known characteristics
of ILC. The first is that the straight forward solution for the learning filter design is the
inversion of the process dynamics P(z) to make the error zero [153]. In general, a learning
filter L(z) is designed with a learning gain ⇢ multiplied with an inverse dynamics, i.e. L(z) =
⇢P̂-1(z) where P̂(z) denotes the system dynamics model. As the learning gain gets smaller,
the robustness to modeling errors is improved, albeit sacrificing on the learning speed. The
second is that the ILC algorithm converges if the maximum spectral radius of the error
evolution operator in trial axis is smaller than 1, which leads to a following renowned ILC
convergence criterion [154],

|Q(z)(1 - P(z)L(z))| < 1, 8!. (2.6)

From Eq. (2.6), Q(z) denotes a robustness filter, also called Q-filter, which is usually de-
signed to suppress the modeling and design error of L compared to the actual dynamics P.
By considering the modeling error in phase, Eq. (2.6) for ⇢ = 1 leads to following necessary
condition as [84]

�

�arg(P̂(!))- arg(P(!))
�

�

<

⇡

2
, 8!, (2.7)

where arg(·) denotes the phase of the complex value. Eq. (2.7) means that the uncertainty
and modeling error of the system dynamic model should be less than ±90� in phase for the
convergence of ILC. For this reason the modeling error in phase needs to be small not only
in the magnitude but also the phase.

In this straightforward and inversion based design of the learning filter L(z), one of
the major challenges lies on the stable inversion of the plant model P̂-1(z) when the plant
has non-minimum phase zeros. Fig. 2.7 shows pole-zero plots of the discretized stabilized
galvanometer scanner model (black x and o marks at the locations of poles and zeros, re-
spectively), and the non-minimum phase zeroes at 25 kHz (black o marks in black dotted
line box) are observed outside of the unit circle. Direct inversion of such non-minimum
phase zeros leads to an unstable learning filter. Among the stable inversion methods [155],
zero phase approximation and time delay approximation are chosen due to their simplicity
[156, 157] and discussed for stable L filter design in the following subsections.

Zero Phase (ZP) Approximation

To cope with non-minimum phase zeros, the idea of zero phase error tracking control
(ZPETC) can be used for a stable inversion [151]. Assume that the numerator of the plant
model can be factorized by the terms of minimum phase zeros Bs(z) and non-minimum
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Figure 2.7: Pole-zero plot of the stabilized galvanometer scanner model P̂(z) with non-
minimum phase zeros (Bu(z), black dotted line box), zero phase approximation
P̂zp(z) with stable poles (Bu(z-1), red dashed-dot line box) and an invertible
model with minimum phase zeros (B̂u(z), blue dashed line box) for the delay
approximation P̂td(z).

phase zeros Bu(z), i.e.

P̂(z) =
Bu(z)Bs(z)z-kd

A(z)
, (2.8)

with the denominator A(z) and the time delay in discrete time kd = round(td/(Ts ⇥ 106)),
where round(·) denotes the round-off of the time delay into the integer delay in discrete
time. Then a zero-phase approximation of the stable model inversion is given as follows,

P̂-1
zp (z) =

A(z)Bu(z-1)zkd

Bs(z)(Bu(1))2 . (2.9)

It is note that the time delay is changed into the time advance by the inversion. In the ILC
implementation the time advance can be a simply applied by shifting the input signal of
next trial or output signal of the previous trial. In this paper, the increment of input for the
update is shifted for realization of the time advance.

In Fig. 2.7 this approximation can be observed by minimum-phase poles (red x marks in
red dashed-dot line box) in lieu of original non-minimum phase zeros. This leads to the zero
phase error in the model inversion, but the magnitude error of the model inversion increases
at the rate of 40 dB per decade from the frequency of the pair of non-minimum phase zeros
onwards. The Bode plot of the zero phase approximation (green dashed-dot line) in Fig. 2.8
shows the identical phase with the original model with the non-minimum phase zeros (red
solid line) while the magnitude does not fit anymore at frequencies higher than the replaced
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Figure 2.8: Bode plots of a model with non-minimum phase zeros (red solid line), zero phase
approximation of ZPETC (green dashed-dot line), delay approximation method
without time delay (dark yellow dashed lines in phase diagram) and with time
delay (blue dashed line). The arrows of 20 and 42 kHz represent the cutoff
frequency of the ILC designs with the zero-phase and delay approximations,
respectively

non-minimum phase zeros. This magnitude mismatch can violate the convergence crite-
rion (2.6) of the ILC and mainly limits the bandwidth of the ILCs, degrading the tracking
performance.

Time Delay (TD) Approximation

Another approach to treat the non-minimum phase zeros for a stable model inversion is a
time delay approximation [82, 158]. The system with non-minimum phase zeros can be
approximated by a system with minimum phase zeros and a time delay as follows [82, 152,
159]

P̂-1
td (z) =

A(z)zkd+ka

Bs(z)B̂u(z)
, (2.10)

where B̂u(z) is an approximated minimum phase zeros (blue o marks in blue dashed line
box) instead of non-minimum phase zeros as shown in Fig. 2.7,and ka denotes the dis-
cretized delay of an additional input delay ta in µs for the phase adjustment by phase
correction, i.e. ka = round((td + ta)/(Ts ⇥ 106)) - kd . This inversion can provide a small
magnitude error as shown in Fig. 2.8 (blue dashed line) [156, 158]. In contrast to the zero
phase approximation, the phase error can be large without delay (dark yellow dashed line
in Fig. 2.8) which may cause divergence of the ILC by Eq. (2.7). By adding a time delay to
the approximated model the phase lead due to the stable zeros can be compensated up to a
certain frequency, providing a good approximation of the model in a wide frequency range
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(blue dashed line in Fig. 2.8). At high frequencies, i.e. beyond the ILC bandwidth the phase
lag starts to diverge from the dynamics of the galvanometer.

In practice B̂u(z) and td are determined in a trade off between the magnitude and phase
error of the model inversion for satisfying the convergence criterion Eq. (2.6) and Eq. (2.7).
For high performance of ILC, B̂u(z) can be initially chosen by Bu(z-1) for the zero magni-
tude error [156, 159] and further finely tuned referring to the frequency responses for better
fitting. Then the time delay is chosen to compensate the phase lead by the zeros [158].
Compared to the optimization [152] and online adaptation [159] of the time sequences, and
system identification with a delay [82], the delay is simply chosen by frequency responses
to satisfy Eq. (2.7) until the desired frequency, which is the upper bound of the control
bandwidth of ILC considering convergence. As a result, the time delay approximation in
Fig. 2.7 and Fig. 2.8 is obtained by replacing damping coefficient -0.85 with 0.6 for the
zeros at 25 kHz (See Table 2.1) and the total input delay, td + ta, is chosen as 18.5 µs, which
corresponds the zero phase error crossing at 36 kHz to the original model to secure wider
bandwidth. This time delay can be applied as a time advance as the zero phase approxima-
tion case.

2.3.2 Iterative Learning Control Design

Since the stabilized galvanometer scanner model P(z) has a pair of non-minimum phase
zeros, the model are approximated for the stable inversion methods. Zero-phase approxi-
mation ILCZP and the stable inversion with an input delay ILCT D are investigated in this
section. The ILC design is divided into two steps: stable learning filters L for the gal-
vanometer scanner and Q filter design based on the modeling error.

For the design of inversion-based ILCs, the learning filters are designed by two dif-
ferent stable inversion methods. ILCZP is designed by Eq. (2.9) from the model with non-
minimum phase zeros. For the conversion of continuous time model P̂(s) to the discrete time
model P̂(z), Tustin’s method is used since the stable region of the s-plane is exactly mapped
into the stable region of the z plane. The learning filter of the zero-phase approximation
is obtained by Eq. (2.9), i.e. LZP(z) = P̂-1

zp (z). ILCT D uses the time delay approximation
model with only minimum phase zeros in Eq. (2.10), i.e LT D(z) = P̂-1

td (z). This time delay
approximation is designed in the continuous time domain P̂(s) and the approximated con-
tinuous time model is converted to the discrete time model by Tustin’s method as ILCZP.
The learning gain ⇢ is set to 1 in both cases.

For the Q filter design of each ILC, a zero-phase 8th order Butterworth IIR filter is used
as shown in Fig. 2.9. The frequency response of the robustness filter Q(z) is designed to
satisfy the convergence criterion (2.6) for all frequencies. Based on the measured Bode
plot and the model error, the cutoff frequencies of the Q-filters for ILCZP and ILCT D are
determined as 20 kHz and 42 kHz, respectively, as marked in Fig. 2.8. The higher band-
width is achieved with ILCT D due to a smaller stable inversion error than the zero phase
error approximation in ILCZP. The benefits of the broader control bandwidth of ILC are
demonstrated in the following section.
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Figure 2.9: Q filter for ILCZP and ILCT D, which are 8th order Butterworth IIR filter with
20 kHz and 42 kHz, respectively.

2.4 Experimental Results

2.4.1 Implementation of ILC
For ILC implementation for the galvanometer scanner, a data acquisition system consisting
of a DAQ card (DAQ-2010, ADLink Technology Inc., New Taipei City, Taiwan) is used.
The measurement data are processed in Labview (National Instruments Co., Austin, Texas,
USA) that is capable of the seamless streaming of the scanning signal [160] while calculat-
ing the updated scanning signal via ILC in Matlab. The angle of the mirror is sampled and
recorded from the encoder output at a sampling frequency fs of 526 kHz, i.e. the sampling
time Ts of 1.9 µs. Accordingly, the delays in the discrete time learning filters are set as
kd = 1 and ka = 9 samples.

For output measurements for the ILC update, the encoder signals of 512 triangular scans
are averaged to reduce the influence of measurement noise [85]. The reference trajectory
yre f is used for the initial ILC input u0, and the learning of ILC stops at the 20th iteration,
when ILC is already converged to its error limit.

2.4.2 Preparation of the Triangular Scanning Reference
A triangular scanning reference is desirable for a fast scanning, however, it include high fre-
quency components due to the sharp turnaround [149, 161], which can lead to errors in the
active scan area and a large input peak [161]. To reduce the unwanted high frequency errors,
input-shaping methods [162, 163] can be used. For high speed atomic force microscopy, an
input shaping method reduces the resonance in the active scan area and results in less image
distortion [164]. For the galvanometer scanner, polynomials and triangular functions are
studied for the effective turnaround [47].

To reduce the high frequency content of the reference signal, an input shaping filter is
implemented in the form of an finite impulse response (FIR) filter for the triangular scanning
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reference [161, 162]. FIR filters have desirable properties such as a linear phase all over the
frequency and a constant group delay, which can be easily corrected by zero phase filtering
in advance. The innate finite response structure, only finite number of samples near the
turnaround is smoothened while the active scanning region is kept linear.

In the experiments, a 5th order FIR filter is used as follows

R(z) =
10
32

z-3 + 5
32

z-2 + 1
32

z-1 + 1
32

z0 + 5
32

z1 + 10
32

z2
. (2.11)

This FIR filter has the first zero at 63 kHz and the magnitude is -6.3dB at 42 kHz. This FIR
filter only change ±5 samples of the linear scan region near the turnaround.

For evaluation of ILC three pre-filtered triangular reference signals with a scanning rate
of 1.03 kHz (512 samples per a triangular scan), 2.06 kHz (256 samples per a triangular
scan) and 4.11 kHz (128 samples per a triangular scan) are examined, which corresponds
to 2056, 4112, and 8224 lines per second for scanning laser microscopes. The scanning
amplitudes in optical angle are 0.235�, 0.185� and 0.111�, respectively.

2.4.3 Tracking Results
Experimental results of the designed ILCZP and ILCT D are presented for the galvanometer
scanner and compared with the closed-loop controller (CLCUC, CLCCP) of the conventional
servo driver.

Fig. 3.8 shows the scanning angle and error trajectory for each controller at the 2.06 kHz
scan rate, i.e. 4112 lines per second. Fig. 3.8(a) shows the final angle trajectory of ILCT D
(black solid line), ILCZP (magenta dashed line), and CLCUC (green dash-dot line). First,
both ILCs automatically track the trajectory without any phase lag and magnitude error
while the CLCUC has about a 74 µs time lag and 40% gain mismatch. Both ILC can com-
pensate this phase and gain mismatch while the performance of ILC can outperform the
conventional feedback controller, even when this gain and phase margin is compensated by
prior knowledge in advance [146]. Therefore, the closed loop controller with the phase and
magnitude mismatch compensation, denoted by CLCCP (blue dash-dot line in Fig. 3.8(a)),
is used for further comparison. The gain and phase lag are compensated based on the posi-
tion and average gradient of 11 data points that are centered closely to the zero degree line,
denoting the center of the scanning laser microscope image. Assuming that the system is
linear, CLCCP obtains the same results shifting the reference and gain adjustments.

Though the phase and gain errors are compensated for CLCCP, ILCs outperform CLCCP
with a better tracking performance by a smaller RMS error as well as a smaller peak to peak
tracking error. Fig. 3.8(b) shows that the error trajectory of ILCT D and ILCZP are much
smaller than CLCCP. The high bandwidth of ILCT D leads to the smallest error, followed
by ILCZP and the largest error for CLCCP in all cases. The peak to peak errors of ILCT D
and ILCZP are up to 46 and 8 times smaller than that of CLCCP, respectively. For the
RMS errors the improvements are even better. At 2.06 kHz scan rate, the RMS error of
ILCT D is 73 times smaller than that of CLCCP. ILCZP shows less improvement of tracking
performance than ILCT D, but its RMS errors are also up to 10 times smaller than that of
CLCCP.

Not only does ILC result in smaller errors, but it also enables the rejection of periodic
disturbance and nonlinearity compensation. The control signals as shown in Fig. 3.8(c) il-
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(c) Zoomed residual error trajectory

Figure 2.10: Output and error trajectories of ILCT D (black solid line), ILCZP (magenta
dashed line), CLCCP (blue dash-dot line) and CLCUC (green dash-dot line) at
a 2.06kHz scanning frequency (4112 lines per second). The error trajectory is
zoomed to better compare the error between ILCT D and ILCZP.
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Figure 2.11: Input trajectories of ILCT D (black solid line) and ILCZP (magenta dashed line)
at a 2.06kHz scanning frequency.
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Table 2.2: The final RMS error (erms) and peak to peak error (epp) for different controllers,
taken with respect to the amplitude of the reference triangle command at three
different scan rates.

erms (epp) [%] 1.03 kHz 2.06 kHz 4.11 kHz
CLCUC 15.84 (56.48) 24.04 (58.41) 38.22 (53.84)
CLCCP 0.64 (4.85) 2.59 (11.93) 5.29 (11.70)
ILCZP 0.090 (0.88) 0.24 (1.35) 0.83 (2.02)
ILCT D 0.026 (0.13) 0.035 (0.25) 0.11 (0.36)

lustrate that the final inputs between the trace and retrace scan region are asymmetric. This
indicates that there are nonlinearities or a periodic disturbance in the galvanometer actua-
tion. Besides, the error trajectories of the CLCCP in Fig. 3.8(b) illustrates the asymmetrical
residual errors between the trace and retrace scan region, which leads to a misalignment of
the individual lines in the image.

Fig. 3.9 illustrates the evolution of the RMS error along the iteration axis for ILC at
2.06 kHz scan rate. Four to five more iterations are required for ILCT D to reach the final
value in all cases than for ILCZP, but the convergence speed of both ILC is similar and
ILCT D can attain the smaller RMS error. The RMS errors of the CLCUC and CLCCP are
given for comparison. The final RMS errors and peak to peak errors of 1.03 kHz, 2.03 kHz,
and 4.03 kHz is summarized in Table 4.1. For the case of ILCT D scanning at 4112 lines per
second the RMS error is a factor of 73 smaller than controlling the galvanometer scanner
with the conventional feedback controller, clearly demonstrating that ILC enables scanning
at a high speed with a significantly reduced tracking error.

2.5 Conclusion
Iterative learning control (ILC) schemes are proposed for a galvanometer scanner in scan-
ning laser microscopy, achieving a fast, linear, and accurate bidirectional scanning. Two in-
version types of ILC, zero phase approximation ILCZP and delay approximation ILCT D, are
designed based on the linear model of the stabilized galvanometer scanner system with non-
minimum phase zeros and implemented with a control bandwidth of 20 kHz and 42 kHz,
respectively. The designed ILCs are evaluated using a high performance galvanometer scan-
ner at high scanning speed, and are compared to a conventional closed loop controller. Both
ILCs outperform the conventional closed loop control in terms of the root mean square
(RMS) error and peak to peak tracking error. ILCT D show an RMS error that is up to 73
times smaller as compared to the gain and phase corrected closed loop control CLCCP of the
commercial system. ILCZP, which has a narrower control bandwidth than ILCT D, outper-
forms the CLCCP by an up to 10 times smaller RMS error. This result clearly demonstrates
the potential of ILC for fast and accurate motion control of the galvanometer scanner at
scanning speeds, enabling distortion free imaging at improved temporal resolution in con-
ventional scanning laser microscopy.



Chapter 3

Transformation based ILC of
Galvanometer Scanner ⇤

A transformation-based iterative learning control (ILC) approach is proposed to achieve
accurate image scanning for the non-collocated dynamics of a galvanometer scanner. The
non-collocation between the encoder and beam scanning mirror results in a tracking error of
the actual beam position although the encoder measurement matches the reference signal.
The proposed ILC is extended from the conventional ILC design by adding a reference
transformation filter, which is based on the transfer functions between the measured and
the controlled output. An error analysis shows that the proposed method can reduce the
error of the actual controlled output, especially for applications of a large tracking reference
such as image scanning. Experimental results with the proposed ILC show a better tracking
accuracy as compared to conventional ILC design with non-collocated sensing.

3.1 Introduction
Temporal resolution of confocal laser scanning microscopy has been improved for recording
rapid biological processes such as a cardiac activity and the growth of intracellular structures
[11, 12, 145]. To achieve the high temporal resolution, fast scanning devices such as a
resonance scanner [51], a spinning disk [13], an acousto-optic deflector [52] have been
applied. Changing the pinhole structure for a multiple illumination and detection has also
been studied for fast imaging [11, 58, 59, 165].

In addition, there are approaches that improve control for fast confocal imaging with a
conventional galvanometer based optical scanner. Galvanometer based optical scanners are
most popular scanning systems for biological laser scanning confocal microscopes, which
are usually provided as a default scanner [1, 144]. A modified bidirectional scanning func-
tion is studied for fast and undistorted imaging and applied to optical coherent tomography

⇤Part of chapter is published,
H. W. Yoo, S. Ito, M. Verhaegen, and G. Schitter. Transformation-based iterative learning control for non-
collocated sensing of a galvanometer scanner. In 2013 European Control Conference (ECC), pages 1204-1209.
IEEE, July 2013.
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Figure 3.1: A mechanical model of a moving magnet galvanometer scanner. The rotor of a
galvanometer scanner consists of a magnet, a mirror and an encoder connected
by the shaft. This shaft can be regarded as a spring (K12 and K13) with damping
(B12 and B13) causing non-collocation between the encoder and the mirror.

[17, 45, 47]. In a controller design of the galvanometer scanner, an indirect run to run
(R2R) digital control has been studied for more accurate unidirectional, bidirectional, ar-
bitrary scanning functions [81, 146]. Iterative learning control (ILC) is proposed for fast
and accurate scanning confocal microscopy [140]. Due to non-collocation between the
galvanometer scanner’s encoder sensor and the actual scanning mirror, however, the beam
position corresponding to the scanning mirror shows a distinct mismatch from the encoder
sensor output at a high frequency, which results in image distortion in high speed micro-
scope imaging with a galvanometer scanner. For measuring the actual beam position, an
additional sensor requires not only cost and space, but a beam sampler is also not suitable
for biological confocal fluorescence microscopy, because of the limited number of photons
in fluorescence imaging and the risk of photobleaching when increasing the laser power for
a better image contrast.

In this chapter, a transformation-based iterative learning control is proposed to compen-
sate for the non-collocated sensing when applying iterative learning control [141]. Non-
collocation between the desired and the measured output has been studied by an observer-
based structure in [166, 167] and applied to a robot control. Their method estimates the
controlled output from the measured output by applying the transfer function between these
two outputs, and their tracking error performance is intensively analyzed. Instead of fil-
tering the output or adding an observer, the proposed method modifies the reference sig-
nal to the desired measured output reference based on the internal model theorem [168].
This approach is simple in design, as the ILC and the reference transformation filter can
be designed separately, even though the convergence criterion is still the same with con-
ventional ILC. The proposed method is also computationally efficient since the reference
transformation can be done once and in advance for a given reference. The final error with
a bounded measurement uncertainty is analyzed. Experimental results with a commercial
galvanometer scanner demonstrate the benefits of the proposed ILC, and are compared to
the conventional ILC based on both the measured and controlled output directly.
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Figure 3.2: Bode plot of the encoder and mirror position of the closed loop galvanometer
with respect to the galvanometer input. The position of the anti-resonances
varies for the two different outputs, which shows that the mirror position is not
collocated with the encoder. The DC offset of the mirror position is adjusted.
The fitted model for each output is discussed in Section 3.4.2.

3.2 Non-collocated Dynamics of Galvanometer Scanner

3.2.1 Structure of Galvanometer Scanner
Fig. 3.1 shows a mechanical model of a moving-magnet galvanometer scanner, which is
typically used in confocal laser scanning microscopy [1, 144]. A scanning mirror is attached
at one end of the shaft for beam positioning. At the other end, an encoder is placed for the
measurement of the deflection angle. The magnets with the encoder and the mirror are
rotated by the Lorentz force exerted by the current through the surrounded fixed coils.

Fig. 3.2 illustrates measured Bode plots of the encoder output and mirror position of
the stabilized galvanometer scanner of Fig. 3.1, measured by a Dynamic Signal Analyzer
(HP3562, Agilent Technologies, Santa Clara, CA, USA) using a swept-sine signal as an
input. At a low frequency, the shaft is stiff enough and both output signals follow the mass
line of the total mass. At high frequencies, however, the encoder and the scanning mirror are
decoupled due to limited stiffness of the shaft as shown in Fig. 3.1. This can be explained by
a combination of multi-body dynamical systems [169], which is discussed in the following
subsection.

3.2.2 Model of Galvanometer Scanner
For the analytical description of three-body structure in Fig. 3.1, the balance of force for
each body is derived as the two body mass spring system [149]. The magnet is the source
of the input by the current ic with a torque constant ⌧ , while the encoder and the mirror
follows the motion of the magnet. By the second law of Newton, these motions lead to the
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following second order ordinary differential equations as

J1
d2

✓1

dt2 = ⌧ ic - b12

✓

d✓1

dt
- d✓2

dt

◆

- b13

✓

d✓1

dt
- d✓3

dt

◆

- k12 (✓1 -✓2)- k13 (✓1 -✓3) , (3.1)

J2
d2

✓2

dt2 = -b12

✓

d✓2

dt
- d✓1

dt

◆

- k12(✓2 -✓1), (3.2)

J3
d2

✓3

dt2 = -b13

✓

d✓3

dt
- d✓1

dt

◆

- k13(✓3 -✓1). (3.3)

By applying Laplace transform to (3.1)-(3.3), the transfer functions from the current to the
each angle of the magnet, mirror, and encoder are as follows,

⇥1(s)
Ic(s)

=
⌧(J2s2 + b12s + k12))(J3s2 + b13s + k13)

s2 (↵s4 +�s3 +�s2 + �s + ✏)
, (3.4)

⇥2(s)
Ic(s)

=
⌧(k12 + b12s)(J3s2 + b13s + k13)

s2 (↵s4 +�s3 +�s2 + �s + ✏)
, (3.5)

⇥3(s)
Ic(s)

=
⌧(k13 + b13s)(J2s2 + b12s + k12))

s2 (↵s4 +�s3 +�s2 + �s + ✏)
, (3.6)

where

↵ = J1J2J3, (3.7)
� = (J1(J2b13 + J3b12)+ J2J3(b12 + b13)) , (3.8)
� = (J1(J2k13 + J3k12)+ J2J3(k12 + k13)+ b12b13(J1 + J2 + J3)) , (3.9)
� = (J1 + J2 + J3)(b12k13 + b13k12), (3.10)
✏ = k12k13 (J1 + J2 + J3) . (3.11)

At low frequencies, i.e. s is small, all the transfer functions show the standard mass-line by
the sum of all inertias as

⇥1(s)
Ic(s)

�

�

�

�

s!0
⇡ ⇥2(s)

Ic(s)

�

�

�

�

s!0
⇡ ⇥3(s)

Ic(s)

�

�

�

�

s!0
⇡ 1

s2(J1 + J2 + J3)
. (3.12)

By assuming that a small damping in the each connection compared to the stiffness, i.e.
b12 ⌧ k12 and b13 ⌧ k12. The transfer functions at high frequencies, i.e. at high values of
s, are approximately by

⇥1(s)
Ic(s)

�

�

�

�

s!•
⇡ 1

J1s2 ,

⇥2(s)
Ic(s)

�

�

�

�

s!•
⇡ k12

J1J2s4 ,

⇥3(s)
Ic(s)

�

�

�

�

s!•
⇡ k13

J1J3s4 . (3.13)

This means that the angles of the magnet, the mirror, and the encoder are synchronized at
the low frequencies, while the encoder and mirror at the high frequencies unable to follow
the rotation of the magnet, i.e. decoupling of the mirror and the encoder. From (3.5)-(3.6)
the anti-resonance of the angle of the encoder ✓2 and the mirror ✓3 is determined by the
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other side of inertia as

fa✓2
=

1
2⇡

s

k13

J3
, fa✓3

=
1

2⇡

r

k12

J2
(3.14)

where fa✓2
and fa✓3

denote the anti-resonance frequency of the mirror angle ✓2 and the
encoder angle ✓3. This means that the order of decoupling of the mirror and the encoder
from the magnet is determined by the inertia and the stiffness of the other end, i.e. the
encoder and the mirror, respectively. For example, by assuming that the stiffness of the shaft
is similar at the both end, i.e. k12 ⇡ k13, the anti-resonance frequency is solely determined
by the inertia of the mirror J2 and the encoder J3. In this case the body with large inertia
will cause the first anti-resonance at the lower frequency and the anti-resonance is measured
in the motion of the body with the small inertia. Similarly, the second anti-resonance at the
higher frequency is caused by the body with small inertia and is measured in the motion of
the body with the large inertia.

The resonances in (3.4)-(3.6) is difficult to analyze as it is since it is 4th order equation
with full parameters. Assume that the torsional stiffness and damping of the connection to
the mirror and the encoder with the magnet, i.e. k12 = k13 = kl and b12 = b13 = blmass are
only factor that influence the resonances and anti-resonances. Without changing the roots of
the characteristic equation of (3.4)-(3.6), define new coefficients by applying 1/(J1 + J2 + J3)
for all coefficients in (3.7)-(3.11) as

1
J1 + J2 + J3

�

↵s4 +�s3 +�s2 + �s + ✏

�

=
�

↵ss4 +�ss3 +�ss2 + �ss + ✏s
�

, (3.15)

where

↵s =
J1J2J3

(J1 + J2 + J3)
, (3.16)

�s = bl
(J1J2 + J1J3 + 2J2J3)

(J1 + J2 + J3)
, (3.17)

�s = kl
(J1J2 + J1J3 + 2J2J3)

(J1 + J2 + J3)
+ b2

l , (3.18)

�s = 2blkl , (3.19)
✏s = k2

l , (3.20)

Let define effective inertias JM1 and JM2 and assume that the characteristics equation is
given as the following form,

�

JM1s2 + bls + kl
��

JM2s2 + bls + kl
�

= JM1JM2s4 + b(JM1 + JM2)s3 + (k(JM1 + JM2)+ b2
l )s

2 + 2blkls + k2
l . (3.21)

Since (3.15) is the same with (3.21), JM1 and JM2 are the solutions of the following second
order equation as

0 = (J1 + J2 + J3)x2 - (J1J2 + J1J3 + 2J2J3)x + J1J2J3, (3.22)
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and the solutions are given (3.24)-(3.26). Since ⌅ > 0 for all positive J1, J2, and J3, all the
transfer functions (3.4)-(3.6) always has two distinctive pairs of resonances as (3.24) and
(3.26).

fr1 =
1

2⇡

r

kl

JM1
, fr2 =

1
2⇡

r

kl

JM2
, (3.23)

where

JM1 =
(J1J2 + J1J3 + 2J2J3)+

p
⌅

2(J1 + J2 + J3)
, (3.24)

JM2 =
(J1J2 + J1J3 + 2J2J3)-

p
⌅

2(J1 + J2 + J3)
, (3.25)

⌅ = J2
1 (J2 - J3)

2 + 4J2
2 J2

3 . (3.26)

Since the first effective inertia is larger than the second effective inertia, JM1 > JM2 >

0, the resonances frequencies from the first effective inertia is lower than the resonance
frequencies from the second effective inertia, i.e. fr1 < fr2.
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Figure 3.3: The simulated Bode plot of the system with k13 = 2k12 and J1 = 3.876J2. The
resonance peaks are 30.8 kHz and 41.7 kHz, which are identical to the reso-
nance and antiresonance peaks of the measurements in Fig. 3.2.
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Figure 3.4: A structure of transform-based iterative learning control with non-collocated
sensing. The stabilized galvanometer scanning system has two outputs, a mea-
sured output from an encoder and a controlled output from an actual beam po-
sition. The differences in dynamics are represented by each transfer functions,
Pm, Pc. The reference transformation filter Ĥ is applied to achieve the desired
reference of controlled output yre f

c using an ILC with measured output.

In practice, the spring constant and damping constants of each link are not equal and
need a refinement by relaxing the condition of k12 = k13. Fig. 3.3 shows a simulated Bode
plot of the galvanometer scanner with k13 = 2k12 and J1 = 3.876J2, which are obtained
by matching the distance between resonances and adjusting the relative spring constants of
each end. For example by increasing k13 compared to k12, the first resonance moves toward
the first anti-resonance. J1 is chosen based on the distance of the two resonances. The
resonance peaks are 30.8 kHz and 41.7 kHz, which is identical to the measured resonance
peaks in Fig. 3.2. This results in complete fitting of the resonances and anti-resonances
based on the lumped model (3.4)-(3.6) for the actual galvanometer scanner from two bode
plot measurements of the encoder ✓2 and the mirror ✓3.

This analysis explains resonance and anti-resonances in Fig. 3.2, showing that the en-
coder output and the scanning mirror angle may not have the same response, resulting in
non-collocated sensing. The difference become evident as the frequency is getting higher,
beyond 20 kHz, where the ILC tries to compensate the harmonics. Especially the anti-
resonance at 33 kHz appears only in the Bode plot for the mirror output, which is the
clear evidence of this decoupling. This non-collocated sensing from the encoder output
causes uncompensatable errors by a common ILC, limiting its tracking performance. A
transformation-based ILC is proposed in the following section, given with an error analysis.
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tracking error anymore by iteration, the controlled output also converges to the
desired reference by the non-collocation between two systems of the measured
and controlled output.

3.3 Transformation-based Iterative Learning Control for
Non-collocated Sensing

Fig. 3.4 shows the structure of the transformation-based iterative learning control with a
stabilized galvanometer scanner [140, 153]. The structure leads to the following equations

ui+1[k] = Q(q)
�

ui[k]+⇢L(q)
�

ei
m[k]- vi

m[k]
��

, (3.27)

ei
m[k] = ŷre f

m [k]- yi
m[k], (3.28)

ei
c[k] = yre f

c [k]- yi
c[k], (3.29)

yi
m[k] = Pm(q)ui[k], (3.30)

yi
c[k] = Pc(q)ui[k], (3.31)

where ui[k], yi
c[k], yi

m[k], ei
c[k] and ei

m[k] denote the ILC input, controlled output, measured
output, tracking error of the beam position, and measured tracking error of the encoder
signal at the discrete time k in the i-th trial. ⇢L(q), Q(q), and Pm(q) denote the LTI dynamics
of the learning filter with a scalar learning gain ⇢, the Q-filter, and the dynamics of the
galvanometer scanner with the forward time-shift operator q, i.e. x[k + 1] = qx[k]. ŷre f

m and
yre f

c are the desired reference trajectories for the measured output and controlled output,
respectively. vi

m[k] is a measurement noise at the measured output. It is assumed that the
magnitude of the measurement noise at any frequency w and any iteration i is bounded by
an arbitrary function �, i.e. |ni

m(!)| < �(!),8! and 8i [170]. The design of the learning
filter L(q) of a minimum phase SISO plant dynamics is simply obtained by the inversion of
the system, which is called an inversion based ILC. The Q filter is designed to cut off the
learning at a certain frequency considering the convergence of ILC [154].

The goal of the transformation-based ILC is to minimize the tracking error of the beam
position output via controlling the encoder measurement output by designing a reference
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transformation filter Ĥ(q), i.e.

ŷre f
m [k] = Ĥ(q)yre f

c [k]. (3.32)

Fig. 3.5 illustrates the concept of the transformation-based ILC. Based on the desired
trajectory for the laser beam, the reference transformation filter generates a new reference
for the encoder measured output. Once the ILC designed for the measured output converges
to the transformed reference, the output representing the beam position follows the actual
desired reference yre f

c . The boundedness of the final error of the ILC and of the bounded
measurement noise is studied in Lemma 1 of [170]. Based on that, the following lemma
provides the bounded final error of the proposed method.

Lemma 3.1 The limit of residual controlled output error is bounded by the following
affine function of the reference function yre f

c ( j!) and the noise effect �(w),

|e•
c ( j!)| = lim

i!•
|ei

c( j!)|


✓

�

�

�

�

H-1( j!)Ĥ( j!)
1 - Q( j!)

1 -�( j!)

�

�

�

�

+
�

�1 - H-1 ( jw) Ĥ( j!)
�

�

◆

|yre f
c ( j!)|

+
�

�

�

�

H-1( j!)
Pm( j!)Q( j!)L( j!)

1 -�( j!)

�

�

�

�

�(w), (3.33)

H( j!) = Pm( j!)P-1
c ( j!), (3.34)

provided that the ILC with the measured output converges, i.e.

�( j!) = Q( j!)(1 -⇢Pm( j!)L( j!)) < 1,8!. (3.35)

2

Proof : From (3.28), (3.30) and (3.27), the measured error dynamics along iteration axis is
given as follows.

ei+1
m [k] = Q(q)(1 -⇢Pm(q)L(q))ei

m[k]
+ Ĥ(q)(1 - Q(q))yre f

c [k]
+ ⇢Pm(q)Q(q)L(q)vi

m[k], (3.36)

(3.34) can be rewritten by yi
c = H-1yi

m from (3.30) and (3.31). Based on this, the controlled
tracking error (3.29) can be rewritten by the measured tracking error (3.28) regarding the
transformed reference (3.32) as

ei
c[k] = H-1(q)ei

m[k]+
�

1 - H-1(q)Ĥ(q)
�

yre f
c [k]. (3.37)

Assuming that the ILC converges, the final controlled tracking error in the frequency domain
can be bounded as follows [170].

lim
i!•

ei
m( j!)  Ĥ( j!)

1 - Q( j!)

1 -�( j!)
yre f

c ( j!)
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+ Pm( j!)Q( j!)L( j!)

1 -�( j!)
�(w). (3.38)

Substituting (3.38) with (3.37), the final controlled output error is obtained,

lim
i!•

ei
c( j!)  H-1( j!)Ĥ( j!)

1 - Q( j!)

1 -�( j!)
yre f

c ( j!)

+
�

1 - H-1( j!)Ĥ( j!)
�

yre f
c ( j!)

+ H-1( j!)
Pm( j!)Q( j!)L( j!)

1 -�( j!)
�(w). (3.39)

By triangular inequality, (3.33) is obtained from (3.39). 2

Remark 3.2 Assuming that the desired controlled output reference and the complement of
Q filter are orthogonal by design, i.e. (1 - Q( jw))yre f

c ( j!) = 0,8!, the design of Ĥ( j!) is
simply obtained by H( j!). 2

Remark 3.3 The final tracking error of the non-collocated system with a conventional ILC
is obtained by applying Ĥ( j!) = 1. Assuming an ideal case that a best design of the ILC
is given with the perfect knowledge of the system Pm( j!), the reference being designed to
be orthogonal to the Q filter and Ĥ = H, and zero noise vi

m[k] = 0, 8i and 8k, the error by
non-collocation sensing is rewritten as follows:

|e⇤
c( j!)|  |e⇤

m( j!)|+ |1 - H-1( j!)||yre f
c ( j!)|, (3.40)

where e⇤
c and e⇤

m denote the optimal tracking errors of the controlled output and measured
output. This corresponds to the results presented in [166]. 2

Remark 3.4 Since H( j!) represents the difference in dynamics between the measured
output and the controlled output, in conventional ILC whose measured output equals to the
controlled output, (3.34) degenerates H( j!) = 1. With Ĥ( j!) = 1, this cancels the second
term in (3.33), i.e. 1 - H-1( j!)Ĥ( j!) = 0, which leads to (5) in [170]. 2

Corollary 3.3 shows that the reference transformation filter can provide a smaller er-
ror than conventional ILC when the filter is designed appropriately. Moreover, it also im-
plies that the error of non-collocated sensing depends on not only the mismatch by non-
collocation between measured and controlled output but also on the tracking reference. This
means that the proposed reference transformation filter is more beneficial with a large vary-
ing tracking reference such as an imaging scanning application.

In implementation, the proposed reference transformation method is beneficial because
of the simplicity of the design, without online computation for a given reference. The ILC
can be designed and verified separately with the reference transformation filter, reducing
the design effort and complexity. In addition, the computation of the transformation is only
necessary when the reference changes. The following section presents experimental results
for a fast and accurate beam scanning application with a high performance galvanometer
scanner.
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Figure 3.6: (a) A diagram of the overall system with a PD stabilized scanning system. The
marginally stable galvanometer scanner is stabilized by a tamed PD controller,
which regulates the galvanometer at less than 1kHz. ILC is applied to the feed-
back stabilized galvanometer scanner up to a bandwidth of 42 kHz, i.e. far
beyond the feedback bandwidth. The reference transformation filter Ĥ is ap-
plied to the desired reference of the controlled output yre f

c . (b) Schematic of a
beam scanning system to measure the mirror angle (✓2) directly. The beam is
filtered by a pinhole and expanded by the lenses L1 and L2 before and after
the pinhole . The mirror angle is projected onto a lateral beam position at the
position sensitive detector (PSD) by the lens L3.

3.4 Experimental Results
The transformation-based ILC is examined for a high performance galvanometer scanner
(6210H, Cambridge Technology Inc., Lexington, MA, USA), which is a moving magnet
type. Aforementioned, the encoder and actual mirror position, which is measured by the
beam position, are non-collocated and show different dynamics. To illustrate the benefits
of the transformation based ILC (ILC-PSDEst), a conventional ILC based on the encoder
output without reference transformation (ILC-ENC) and based on the directly measured
beam position output (ILC-PSD) are examined for comparison.

3.4.1 Experimental Setup

A high performance galvanometer scanner (6210H, Cambridge Technology Inc., Lexington,
MA, USA) with a mirror for a laser beam diameter of 3mm is used, which is applied as laser
scanning system in commercial laser confocal microscopes [1]. As shown in Fig. 3.6(a),
the galvanometer is driven by a servo driver (MicroMax 671, Cambridge Tech). The server
driver applies the total input utot as a coil current, which is the summation of the ILC signal
ui and the output of the analog tamed PD controller u f b.

Fig. 3.6(b) shows a beam scanning system to measure the mirror angle of the galvanome-
ter, ✓2, directly. A red laser is emitted from a laser diode and passes through the pinhole (25
µm, Edmund optics) with collimating lenses L1 (Aspheric Lens, f = 11 mm, Thorlabs) and
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Figure 3.7: A picture of the experimental setup

L2 (plano convex lens, f = 40 mm, Thorlabs). Then the beam is reflected by the scanning
mirror and collimated to a position sensitive detector (PSD, S3932, Hamamatsu Photonics
K.K., Hamamatsu, Japan) by the lens L3 (Plastic Aspheric, f =17.50 mm, Edmund optics).
Fig. 3.7 shows a picture of the experimental setup.

Both encoder output and PSD output are sampled with fs = 526 kHz, Ts = 1.9 µs by
a data acquisition card (DAQ-2010, ADLink Technology Inc., New Taipei City, Taiwan).
The measurements are processed in Labview (National Instruments Co., Austin, TX, USA)
that manages the seamless streaming of the scanning signal while calculating the updated
scanning signal via ILC in Matlab. A 2.06 kHz FIR-filtered triangular signal with a scanning
amplitude for an optical angle of 0.190� is used as a reference yre f [140].

3.4.2 System Modeling and Inversion-based ILC Design

For design of an inversion based ILC, the plant models of encoder output Penc and PSD
output Ppsd are necessary. From the measured Bode plots shown in Fig. 3.2, the models are
obtained by manually fitting multiple second order systems with a time delay. For example,
the transfer function from the system input, given by the current through the coils of the
galvanometer, to the encoder output Penc is given as follows [140].

Penc(s) =

K
nz
’

iz=1
(s2 + 2⇣iz!iz s +!

2
iz)

np

’
ip=1

(s2 + 2⇣ip!ip s +!

2
ip
)

e-td⇥10-6s
,
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Table 3.1: Parameters of the Galvanometer Scanner Output Models

Poles Zeros td K
!ip /2⇡ ⇣ip !iz /2⇡ ⇣iz

PENC

280 0.65 25000 0.6

18.5 3.32⇥10-430800 0.0087 33200 0.0069
41700 0.008 45500 0.0084

PPSD

250 0.65 29900 0.0069

5.5 2.81⇥101830900 0.0087 55000 0.07
42200 0.008
66000 0.015

Table 3.2: The Final RMS Errors of ILC-ENC, ILC-PSD, and ILC-PSDEST

ILC-ENC ILC-PSD ILC-PSDEst
RMS Error [10-3 �] 5.193 0.416 0.686

(3.41)

where K denotes a gain, td is a time delay in µs. np and nz denotes the number of poles
and zero, respectively. The transfer function from the same input to the actual position of
the laser beam Ppsd is represented in the same way with different parameters. Table 3.1
provides all parameters for each transfer function, and their Bode plots are shown by the
magenta and the green dashed-dot line in Fig. 3.2.

The learning filter L is designed by inverting the respective model. The learning filter of
Lenc of ILC-ENC and ILC-PSDEst is obtained by the inversion of Penc [140]. The learning
filter of ILC-PSD, Lpsd is the inversion of the beam position model, P-1

psd . For designing the
Q-filter, a zero-phase 8th order Butterworth IIR filter with a bandwidth of 42kHz is used in
all case, which is the position of the second resonance shown in Fig. 3.2. The learning gains
of ILC-ENC, ILC-PSD, and ILC-PSDEst are set as 1, 0.2, and 0.5 respectively, considering
the convergence of each ILC. The final trajectory is chosen where the ILC cannot improve
the tracking performance anymore. The final iteration is chosen at the 30th iteration in ILC-
ENC and ILC-PSDEst. For ILC-PSD, the 60th iteration is chosen, considering the slower
convergence due to the smaller learning gain. The reference transformation filter is designed
by dividing two models, i.e. Ĥ = Penc/Ppsd .

3.4.3 Tracking Results

Fig. 3.8 shows the tracking result of ILC-ENC (magenta dashed line), ILC-PSD (blue dash-
dot line), and ILC-PSDEst (black solid line) at the final iteration. The final root mean square
(RMS) tracking error of each ILC is summarized in Table 4.1. Not only ILC-PSD but also
ILC-PSDEst in Fig. 3.8(a) tracks without phase-lag while ILC-ENC has a constant lag
which is mainly due the the time delay of the encoder sensor output discussed in Section
II. Fig. 3.8(b) and Table 4.1 shows that ILC-PSDEst results in a 7.5 times smaller tracking
error than ILC-ENC. However, the tracking error is still 1.65 times larger than ILC-PSD.
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Figure 3.8: Final trajectories of ILC - PSDEst (black solid line), ILC - PSD (blue dash-dot
line), and ILC - ENC (magenta dashed line) at a 2.06kHz scanning frequency.
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Figure 3.9: RMS beam position error along ILC iterations. The variation in the convergence
speed is due to different learning gains, depending on the stability conditions
for the various ILC inputs.

This is expected because ILC-PSD exploits full information of the desired output of the
laser beam position, while ILC-PSDEst does not. ILC-PSDEst is still practically advanta-
geous considering the fact that this beam position output is not available during operation
of the confocal microscope. The control signal obtained via ILC also show that the input of
ILC-PSDEst is more similar with ILC-PSD than ILC-ENC. The proposed ILC-PSD and its
alternative solution ILC-PSDEst for the galvanometer scanner is beneficial for a fast and ac-
curate imaging of scanning microscopes providing high temporal resolution and distortion
free imaging.

3.5 Conclusion
In this chapter, a transformation-based iterative learning control approach is proposed for
non-collocated sensing of a galvanometer scanner. The dynamic mismatch introduced by
the non-collocation of the galvanometer scanner’s outputs is addressed as a bottleneck of
iterative learning control design. An analysis of multi-body dynamics of the galvanometer
scanner is given based on the measured Bode plots. The proposed transformation-based
iterative learning control improves the tracking performance of the beam position output
using the measured encoder output, by transforming the desired scanning reference. The
upper bound of the final tracking error is analyzed, and the desired transformation filter is
driven derived under the assumption of zero output noise. Experimental results show that
the proposed transformation-based ILC, ILC-PSDEst, reduces the tracking error up to 7.5
times as compared to ILC based directly on the encoder output, ILC-ENC, and is only 1.65
times larger than ILC with the directly measured laser beam position, which is used only for
this evaluation but is not available when operating the confocal microscope. This proposed
ILC is suitable for fast and distortion-free imaging in scanning confocal microscopy.





Chapter 4

Automated Adjustment of
Spherical Aberration Correction ⇤

Mismatch between the refractive indices of immersion media and glass coverslips intro-
duces spherical aberrations in microscopes especially for high numerical aperture (NA)
objectives. This chapter demonstrates an automated adjustment of the coverslip correc-
tion collar in scanning confocal microscopy to compensate for spherical aberrations due to
coverslip thickness mismatch. With a motorized coverslip correction collar, the adjustment
procedure consists of xz image scans, image processing, correction quality evaluation, the
mismatch estimation, and eventually the optimal adjustment of the correction collar. For fast
correction with less photodamage, coarse-fine Gaussian fitting algorithms are proposed and
evaluated with various specimen for their estimation accuracy. The benefits of the proposed
automated correction are demonstrated for various coverslips with biological specimens,
showing the optimized resolution of the confocal microscope.

4.1 Introduction
Like most optical microscopy, the optimal resolution of confocal microscopy is theoretically
limited by the diffraction of the light [1, 2]. Since the diffraction limit is defined by the
wavelength and numerical aperture of the objective lens, high-numerical-aperture objective
lenses are used for fining specimen imaging to obtain high spatial resolution. In a practical
setting, however, the diffraction limited resolution can be hardly obtained for such high-
numerical-aperture objective lenses due to the aberrations induced by mismatch between
the refractive index of the objective lens and the refractive index of the specimen [19, 171].

One common aberration occurring in optical microscopy is spherical aberration, mainly

⇤Part of chapter is published,
Han Woong Yoo, Michel Verhaegen, Martin E van Royen, and Georg Schitter. Automated Adjustment of Aber-
ration Correction in Scanning Confocal Microscopy. In IEEE International Instrumentation and Measurement
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Georg Schitter. Automated spherical aberration correction in scanning confocal microscopy. Review of Scientific
Instruments, 85(12):123706, December 2014.

53



54 4 Automated Adjustment of Spherical Aberration Correction ⇤

Figure 4.1: Geometrical optics interpretation of the spherical aberrations caused by focus-
ing a beam through two media (n2 > n1). The designed focal point of the lens
in medium 1 (black dot) is diverged into two foci (red and blue dots), leading to
image degradation.

introduced by layered structures such as coverslip glass and skin[171–173]. Fig. 4.1 shows
a spherical aberration generated by focusing through two different media. With a water
immersion objective, for example, the refraction index mismatch between the immersion
medium (water) and the coverslip (glass) generates spherical aberrations. Perfect compen-
sation is difficult to achieve by a static objective design since the level of spherical aber-
rations is mainly fluctuated by the thickness variation of the coverslip. To cope with the
varying spherical aberrations induced by coverslip thickness mismatch, microscope manu-
facturers provide an objective lens with a coverslip correction collar that allows adjustment
of a lens block in the objective [174], which can be motorized [175]. Microscope manu-
facturers recommend users to maximize the intensity of the interface reflection between the
coverslip and specimen to find the best adjustment [171]. Some commercial systems utilize
additional sensors that measure the coverslip thickness [176] or the spherical aberrations
directly [177] to adjust the correction collar. Another approach adds a relay optics between
the objective and tube lens for correcting spherical aberrations for deep specimen imaging
[178]. However the sensors do not use the same optical path of microscope imaging, and the
auxiliary sensors and devices add complexity to the microscope system. A correction based
on image quality measures of these reflection is defined and evaluated without biological
specimen by maximizing image sharpness find the optimal adjustment by Gaussian fitting
[179]. However, the manual adjustment is difficult, imprecise and time consuming, causing
photodamage to the specimen. Moreover, the spatial fluctuation of reflection by specimen
makes it difficult for users to find the best correction.

In this chapter an automated correction of spherical aberrations is proposed based on a
motor driven correction collar [142, 143] in combination with algorithms on a generalized
correction quality measure. The chapter is organized as follows: Section 4.2 describes the
setup with a new motorized correction collar. In Section 4.3, an axial image model is de-
rived to design a noise reduction filter and to analyze the residual spherical aberration. A
sequence of normalized axial images is recorded and the optimal correction collar adjust-
ment is determined by the correction quality measures and correction methods presented
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Figure 4.2: A diagram of the automated adjustment system for coverslip thickness mismatch
correction.

in Section 4.4. Section 4.5 demonstrates the performance of the correction methods and
improved image resolution of fluorescent specimen by experimental results obtained by the
automatically adjusted confocal microscope.

4.2 System Description
The overall structure of the automatic coverslip thickness mismatch correction system is
illustrated in Fig. 4.2. An excitation laser is focused by an objective lens (HCX PL �BL
APO 63⇥ 1.20 NA water immersion, Leica Microsystems, Mannheim, Germany). The
reflections between the coverslip and specimen are collected by the same objective lens, and
detected by the photo multiplier tube (PMT) with a wavelength window between 485 µm
and 491 µm in the confocal scanhead (TCS SP5, Leica Microsystems). For obtaining axial
scans, the specimen slide is linearly translated by a galvanometer-driven z-stage (Super Z-
Galvo Stage, Leica Microsystems). The axial images are recorded by a computer, which
also controls the microscope. To actuate the coverslip correction collar, a stepper motor
(15HS-012, Mclennan Servo Supplies Ltd., Surrey, United Kingdom) driven by a pulse
generator (Stellaris Stepper Motor Reference Design Kit, Texas Instruments, Dallas, TX,
USA) adjusts the angle of the coverslip correction collar r through a timing belt with a gear
ratio of 1/6, providing a resolution of 0.33�/step over the full rotational range of 115� of
the correction collar.

4.3 Axial Image Model of the Coverslip Mismatch Prob-
lem

4.3.1 Axial Image Model of the Reflective Planar Interface
Imaging with coverslip mismatch can be modeled as imaging through two different media
as shown in Fig. 4.1, where n1 is the reflective index of the immersion media, and n2 is that
of the coverslip [1, 19, 20, 180, 181]. An axial scan model, based on the aberration model
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[180], is derived for a matched filter design (cf. Section 4.4).
The imaging intensity of a uniform reflective plane in confocal microscopy depends on

the point spread function (PSF) and is given as follows [2],

I(x,y,z, f ) = k-2|⇣|2⌦IL PSF(2�z, f ), (4.1)

where x, y, and z are the coordinates at the imaged point as depicted in Fig. 4.1. PSF(z, f )
denotes the one-dimensional point spread function along the z axis through two media and f
denotes the actual focal depth in the second medium, which is the distance from the media
interface to the actual focus position. � denotes the vertical direction ratio between the
shifted actual focus position f , and the nominal focus position f1 of the lens in medium 1,
i.e. f = � f1, approximated to � = n2

n1
[182]. The term �z reflects the compression of the

actual axial profile in the second medium [183, 184] due to the shift of the z position by
the galvanometer-driven z-stage as seen in Fig. 4.2. The scaling factor of 2 is obtained by
the imaged focus movements against the reflective mirroric surface. The wave vector k, the
reflectance ⇣ at the interface, the solid angle ⌦ of the aperture pupil as seen from either the
object or image plane, and the illumination intensity IL at pupil are assumed to be constant.

Applying the Debye approximation [180], the axial PSF with aberrations of a linearly
polarized light source is obtained as follows,

PSF(z, f ) = A2I0(z, f )Ī0(z, f ), (4.2)

where I0 denotes a diffraction integral (see Eq. 4.3), and Ī0 denotes the complex conjugate of
I0. A is a constant amplitude factor determined by the focal length of the lens in vacuo and
the wavenumber of the first medium. The diffraction integral can be simplified as follows,

I0(z, f ) =
Z 1

cos↵
F0(�)eik0 (�, f ,z)d�, (4.3)

where

F0(�) = 2
p

�
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, (4.4a)

 (�, f ,z) = n1 { f (⌘(�)-�)+ z⌘(�)} , (4.4b)

⌘(�) =
p

�

2 +�

2 - 1, (4.4c)

with � = cos�1, corresponding to the radial coordinate in the pupil plane (back focal plane).
As shown in Fig. 4.1, �1 is the incident angle of the original focal point neglecting the
refraction at the second medium. ↵ is the maximum angle of �1, which is determined by
the numerical aperture (NA) of the objective lens and the refractive index of the immersion
medium n1.  (�, f ,z) is called the aberration function, representing the wavefront along
the radial coordinate � at the axial position z with the actual focal depth f in the second
medium. Here, the aberration function  represents spherical aberrations only, since  is
solely dependent on the radial coordinate �.

From Eq. (4.3), it can be seen that the actual focal depth through the second medium
influences the amplitude of the aberration function  . By adjustment of the angular posi-
tion r of the coverslip correction collar, it should compensate for this nominal focal depth
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Figure 4.3: Axial xz images of the reflection of the coverslip interface with (a) pure water as
specimen, (b) a specimen of convallaria majalis rhizome (CMR), (c) a specimen
of fixed mouse embryonic fibroblasts (MEFs). Each image consists of three in-
terface images at the optimal correction (center), -12.8 µm (left), and +12.8 µm
mismatch (right). The axial image is the brightest and sharpest at the optimal
correction although the axial images with biological specimen fluctuated over
x axis due to the inhomogeneous optical structure of the specimen.

at the reflective surface between coverslip and specimen. A linear relation between the ad-
justment r and the thickness of the coverslip d is assumed [174]. Then, the effective actual
focal depth for the spherical aberration can be rewritten as

f = d - d0
| {z }

dm

+br +�z, (4.5)

where b denotes the coefficient between the correction collar angle and the coverslip thick-
ness mismatch. For the objective in Fig. 4.2 b = 0.5 µm/

�. dm is the residual mismatch at
r = 0 and z = 0, where the intensity along the z axis is at its maximum. This can be obtained
by d with an initial coverslip mismatch correction at r = 0, defined by d0. �z denotes the
compressed focus movement due to vertical displacements.

Substituting Eq. (4.5) into Eq. (4.1), the xz image, as recorded by the microscope, can
be modeled as

Ixz(x,z,r,dm) = k-2|⇣|2⌦IL PSF(2�z,dm + br +�z), (4.6)

where PSF(·, ·) is defined in Eq. (4.2) and Eq. (4.3).

4.3.2 Sample Induced Distortion in Axial Image Measurements

Considering the gain and offset of the detector, the axial imaging intensity of Eq. (4.6) can
be rewritten as

Îxz(x,z,r,dm) = Kg

n

Ixz(x,z,r,dm)+ v(x,z)
o

+ Ko f f (r), (4.7)

where Kg and Ko f f denote a gain and offset of the detector and the term v(x,z) represents
the noise in the image, such as dark current and readout noise [40].

Fig. 4.3 illustrates measured axial images of the coverslip specimen interface with (a)
pure water as specimen, (b) a specimen of convallaria majalis rhizome (CMR)[142], and (c)
a specimen of fixed mouse embryonic fibroblasts (MEFs, cf. Section 4.5). Each reflection
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Figure 4.4: Adjustment procedure of the proposed system. The small squares represent in-
dividual pixels of the image, the pixel colors (red, yellow, green, violet) indicate
different adjustment angles r of the correction collar and the shadowing of each
pixel color represents the intensity fluctuation and noise. First, a specified num-
ber of xz images are recorded at different adjustment angles r. Each xz image is
compressed into a z image vector by averaging in x, followed by matched filter-
ing. The z image vectors are normalized to remove influences of measurement
conditions. Finally, the z image vectors are evaluated with quality functions and
a fitting algorithm is applied to find the best adjustment angle r⇤.

of specimen contains three sets of the coverslip correction collar setting, which are optimal
correction (center), -12.8 µm (left), and +12.8 µm mismatch (right), corresponding to r =
±25.2�. All images are made with the same laser power and detector gain setting and
the pinhole at 1 airy unit. For all specimen the reflection is the brightest at the optimal
adjustment of the correction collar and blurred interference patterns are observed with a
coverslip mismatch. Axial images with biological specimens Fig. 4.3(b) and Fig. 4.3(c)
show a large noise level along the x axis, which is mainly caused by fluctuations in the
refractive index of the specimen. The varying reflection due to the specimen, shown as
bright irregular spots in Fig. 4.3, may cause erroneous mismatch estimates. In order to
avoid signal saturation and low signal to noise ratio (SNR), which can cause an estimation
error, measurement conditions such as laser intensity and detector gain need to be adjusted
during the automated correction. To cope with these practical problems and to automate
the spherical aberration correction, image processing steps are discussed in the following
section.

4.4 Automated Adjustments of Coverslip Thickness Mis-
match

The proposed automation of the coverslip mismatch correction should enable a fast and reli-
able correction with as low as possible photodamage to the specimen. Therefore the number
of axial scans that have to be recorded should be small only. For reliable correction, the cor-
rection accuracy should not depend on the kind of specimen and the measurement noise.
Recording only a small number of image for obtaining the correction reduces the adjust-
ment time while it also minimizes photodamage and photobleaching[102]. In addition, the
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axial scans for correction should use low laser intensity to reduces the photodamage while
low laser intensity leads to low SNR.

Fig. 4.4 illustrates the overall workflow for obtaining the best adjustment angle r⇤ ob-
tained from a set of noisy xz images. A specified number of xz images are recorded at
different adjustment angles r. These images are further processed by two filters. The first
filter averages the images along the x axis, reducing the x-position dependent intensity fluc-
tuations. The second filter is a matched filter that reduces high frequency noise, which
cannot be imaged by diffraction. Then a normalizer decreases the influence of the measure-
ment conditions in order to provide comparable axial images. Finally, the correction quality
of the filtered and normalized images are evaluated, and the optimal adjustment angle r⇤ of
the correction collar is obtained by a fitting algorithm.

4.4.1 Noise Reduction and Image Alignment
To improve the SNR of the measured axial image, an averaging filter and a matched filter
[185] are applied with an offset rejection. The offset-corrected filtered image can be written
as

Ih(z,r,dm) =

✓

1
2xm

Z xm

-xm
Îxz(x,z,r,dm)dx

◆

⇤hm(z)- K̂o f f , (4.8)

where xm denotes the half of the averaging range of the x axis, ⇤ is the convolution operator,
hm(z) is a matched filter, and K̂o f f is the offset to be corrected for. The matched filter hm(z)
is designed based on the axial image model without mismatch, i.e. hm(z) = PSF(2�z,0).
This is because the spatial frequency response of axial images is bounded by the spatial
frequency response of mismatch free images

For every xz image, averaging over x axis is applied along the x axis, generating a z image
vector per each adjustment r, reducing the x dependency due to inhomogeneous specimen.
Additionally, the averaging filter also reduces the noise term v(x,z) of Eq. (4.7). .

To compare the obtained z image vectors, their maximum intensity position are aligned
along the center (z = 0), and the edges of each axial image is removed symmetrically from
a distance zm. An offset rejector subtracts the background offset K̂o f f of the detector, which
is obtained by the mean intensity at either ends of the respective z image. An rz image is
generated by stitching the z image vectors along the collar angle r to illustrate the evolution
of the z image along r as Fig. 4.4. For the rz image generation, 71 xz images that are equally
spaced along the correction collar’s full angular range are recorded and processed.

Fig. 4.5 illustrates the rz images and corresponding correction quality measures (c.f.
Section 4.4.3) without any noise filter (left), only with an averaging filter (center), and with
averaging and matched filters (right image). For comparison the correction measures are
rescaled between 0 and 1. Filtering smoothens the noisy rz images and many local minima
in the quality measures reduces. Therefore this is advantageous to determine the optimal
correction.

4.4.2 Normalization of the Axial Image
Saturation and low signal intensity may affect the evaluation of z images during the mea-
surement of the xz images. At a lower signal intensity, i.e. the detection gain or the laser
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Figure 4.5: rz images and corresponding correction quality measures of the Leica standard
sample of Convallaria majalis rhizome in case of (a) no filtering, (b) averaging
filter only, (c) both averaging filter and matched filter. The averaging size is 50
pixels, which corresponds to 4 µm.

intensity are low, the detector noise dominates the evaluation of z images. Detector satu-
ration can occur during the correction due to the increased intensity by correction, which
means loss of information at the peak of the image and results in wrong mismatch estima-
tion as well. To solve this problem, a normalizer based on the integration of the axial image
is applied as follows [186],

In(z,r,dm) =
Ih(z,r,dm)R zm

-zm
Ih(z,r,dm)dz

. (4.9)

The integral in the denominator corresponds to the summation of the axial image, i.e.
the magnitude of zero frequency of optical transfer function [2]. With a normalizer, the
detector gain can be freely adjusted to prevent a low signal as well as detector saturation.
In addition, a normalizer also allows a comparison between measurements with specimen
dependent intensity fluctuation.

Fig. 4.6 shows rz images with a fixed detection gain (left) and with the detection gain ad-
justment (center) and with the detection gain adjustment after applying a normalizer (right).
In Fig. 4.6(b), the gain of the detector is adjusted during the sweep of the correction col-
lar r in order to avoid detector saturation and low signal intensity. Abrupt changes of the
maximum intensity along the r axis depict the modification of the detector gain. Fig. 4.6(c)
shows that a normalizer removes the dependency on the detection gain, resulting in a pattern
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Figure 4.6: rz image of coverslip (a) fixed detection gain and (b) with a detection gain
adjustment and (c) after applying the normalizer with the detection gain ad-
justement. The normalized rz image (right) shows a similar diffraction pattern
to the rz image with the fixed detector gain (left) [142]. This allows mismatch
estimation and correction regardless of detection gain and laser intensity.

similar to the image with the fixed detection gain in Fig. 4.6(a).

4.4.3 Correction Quality Measures

For the evaluation of the correction quality of the filtered and normalized axial images, three
quality measures are defined, L• and L2 norm, as well as entropy. A generalized quality
measure, combining these three quality measures, is introduced.

Lp norms are proposed as a correction quality measure for a coverslip correction prob-
lem [179], and have been tested for L2. We evaluate L2 as well as L•, which are given
as

J•(r,dm) = lim
p!•

✓Z +zm

-zm
Ip
n (z,r,dm)dz

◆1/p

, (4.10)

J2(r,dm) =

✓Z +zm

-zm
I2
n (z,r,dm)dz

◆1/2
. (4.11)

The maximum intensity J• corresponds to the Strehl ratio of the imaging system, which is
defined as the ratio between the maximum intensity with and without aberrations [89]. J2 is
known as a measure for image sharpness [187, 188].

The entropy is proposed as a correction quality measure of the coverslip mismatch cor-
rection, which is defined as [189, 190],

Jent(r,dm) = -
Z +zm

-zm
In(z,r,dm) ln In(z,r,dm)dz. (4.12)

An entropy measure can only be used with a normalizer since normalized intensity can
be interpreted as a probability density function of the reflection from the interface. Since
entropy is known as information of the axial image, a smaller entropy correction measure
means less uncertainty of the microscope image regarding the true object. Jent is a concave
function with its minimum as optimum, in contrast to the J• and J2 being optimal at the



62 4 Automated Adjustment of Spherical Aberration Correction ⇤

corresponding maximum..
In theory, the optimal correction position of the correction quality measures of L•, L2

and entropy should be the same without aberrations but in practice the optimum are dif-
ferent due to the intensity fluctuation by the specimen and the residual aberrations at the
optimal correction. A generalized correction quality measure is proposed as a weighted
linear combination of L•, L2, and inverse entropy measure, defined as

J(r,dm) = q1J•(r,dm)+ q2J2(r,dm)+ q3J-1
ent(r,dm), (4.13)

where q1, q2, and q3 are the weighting for each quality measure. Since each quality measure
has different of its value, this weighting can be used for the equalization of the influence of
each quality measure. It can be used to emphasize the important quality measure as well.
Considering only the image sharpness L2 for example the weights are chosen as q2 = 1 and
q1 = q3 = 0.

4.4.4 Mismatch Estimation and Optimal Adjustment of Correction Col-
lar

It is desirable to find the optimal correction collar angle based on a low number of xz images
to be recorded. Three adjustment algorithms are discussed in detail and evaluated with
specimen in the following section.

Sweep Method

For the sweep method, xz images are recorded at different correction collar positions r. This
allows to extract a correction quality measure for each collar position and to determine the
optimal adjustment by detecting the maximum quality measure [142].

The sweep method is simple and easy to implement but it is time consuming as more
xz images have to be recorded. The precision is inversely proportional to the number of
sweeping steps. For the above mentioned 71 measurements the correction collar angle can
be detected with a resolution of 1.65�, corresponding to 0.8 µm coverslip thickness mis-
match.

Gaussian Fitting Method

The Gaussian fitting (GF) method can be understood as an extension of the sweep method.
Instead of increasing the accuracy by recording additional images, the optimal correction
position is estimated by fitting a Gaussian function, given as [179]

r⇤ = arg
r

min
ŝ,r

mg-1

Â
t=0

kJ(rt ,dm)- (ŝ1e-(rt -r)2
/ŝ2

3 + ŝ2)k2
, (4.14)

where mg is the number of axial images used, ŝ =
⇥

ŝ1 ŝ2 ŝ2
⇤

is a parameter vector,
and rt denotes the correction collar position defined by rt = t�g where�g is the size of the
sweeping step for Gaussian fitting. Gaussian fitting allows to interpolate between measure-
ment points in order to reduce the number of axial images, however, it can also lead to a
large estimation error when the Gaussian model does not match the real measured data.
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Coarse-Fine Gaussian Fitting and Mixed Gaussian Fitting Method

To minimize the model mismatch of the Gaussian model, an algorithm that is composed of
two steps is proposed. In the first step, a coarse sweep of mc xz images with a sweeping
step size of �c is performed to estimate the coarse optimum r⇤

c . In the second step, ad-
ditional xz images are recorded around the coarse optimum and the optimal adjustment is
determined. The correction optimum r⇤ is found by fine fitting of the nonlinear least squares
problem

r⇤ = arg
r

min
✓̂,r

m f -1

Â
p=0

kJ(rp,dm)- (✓̂1Ĵ(rp - r)+ ✓̂2)k2
, (4.15)

where Ĵ denotes a model of the correction quality measure in (4.13) near the optimal cor-
rection under ideal measurement conditions. To this end measurements of coverslip with
pure water as specimen have been recorded in advance in the range of 16.5� near the opti-
mal adjustments. The model Ĵ is generated based on the ideal images of the simulation of
(4.1) and by applying to the Curve Fitting Toolbox of Matlab to the measurement data. Two
methods are defined by the choice of the fitting function, which are coarse-fine Gaussian
fitting method (CF-GF) and coarse-fine mixed Gaussian fitting method (CF-MGF) using
Gaussian and mixed Gaussian function, respectively. ✓̂ =

⇥

✓̂1 ✓̂2
⇤

is a parameter vector
of a gain and offset of the model. rp denotes the correction collar position for fine fitting as

rp = r⇤
c +

2p - m f + 1
m f - 1

�c. (4.16)

m f is an odd number of xz images used for the fine fitting, with m f � 5. If m f = 5, for
example, {r0,r1,r2,r3,r4} = {r⇤

c -�c,r⇤
c - 0.5,r⇤

c ,r⇤
c + 0.5�c,r⇤

c +�c} are used for the fine
fitting. The total number of recorded images are mc + m f - 3 because 3 images of r⇤

c and
r⇤

c ±�c are already taken in the coarse sweep. With this two step algorithm significantly
less images have to be recorded as compared to the sweep methods while the optimum can
be detected at least with the same precision, which is experimentally validated in the next
section.

4.5 Experiment Results

4.5.1 Evaluation of the Automatic Coverslip Correction Algorithms

To evaluate the proposed mismatch correction methods, various samples are listed in Ta-
ble 4.1 are examined. First, two coverslips with pure water as specimen in Section 4.4 are
examined as a reference. To demonstrate the robustness of the algorithms against specimen-
induced intensity fluctuations, 5 coverslips with specimens are examined, gold particles on
poly-L-lysine (GP), Convallaria majalis rhizome (CMR), fixed mouse embryonic fibroblasts
(MEFs), and fixed human hepatocellular carcinoma cell line (Hep3B-AR). Particularity for
Hep3B-AR, two slides are produced with different coverslips of standard thickness No. 1
(Hep3B-AR #1) and No. 1.5 (Hep3B-AR #1.5) for the comparison.

To obtain the optimal setting of the correction collar and to compare the adjustment
methods, a set of 71 xz images at every 1.65� of the correction collar r are recorded. For
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Table 4.1: Mean and standard deviation of the estimated optimal correction with sweep
method, Gaussian fitting (GF) method, coarse-fine Gaussian fitting (CF-GF)
method, and coarse-fine mixed Gaussian fitting (CF-MGF) method. Sweep
method provides the reference measured optimum while the other methods es-
timate the optimal correction. Root mean square (RMS) of mean error and stan-
dard deviation describes the accuracy and the precision of the algorithms in
differnt specimens.

[�] Sweep GF CF-GF CF-MGF
Mean (Error) STD Mean (Error) STD Mean (Error) STD

Coverslip #1 77.55 69.42 (-8.13) 1.03 75.36 (-2.19) 0.68 77.45 (-0.10) 0.25
Coverslip #1.5 52.8 51.46 (-1.34) 0.87 52.72 (-0.08) 0.69 54.57 (1.77) 0.25
GP 77.55 74.3 (-3.25) 2.33 77.15 (-0.4) 0.61 78.67 (1.12) 0.28
CMR 80.85 72.82 (-8.03) 4.07 78.94 (-1.91) 1.34 78.47 (-2.38) 0.83
MEFs 89.10 101.21 (12.11) 15.52 89.05 (-0.05) 0.83 88.41 (-0.69) 0.98
Hep3B-AR #1 74.25 68.64 (-5.61) 0.87 75.62 (1.37) 0.86 74.29 (0.04) 0.73
Hep3B-AR #1.5 54.45 55.69 (1.24) 1.92 55.38 (0.93) 0.71 54.24 (-0.21) 0.29
RMS Performance ... (6.79) 6.20 ... (1.27) 0.85 ... (1.23) 0.59

the axial images the 488 nm Ar laser is used as light source, except for the Hep3B-AR
specimens, where the reflections of the 514 nm Ar laser are recorded since this wavelength
is used for yellow fluorescent protein (YFP) excitation. The generalized correction quality
measure Eq. (4.13) is used to evaluate the quality of correction with coefficients q1 = 2.8,
q2 = 4.2, and q3 = 1, which are chosen set all three correction quality measures equal.

Three correction methods in Section 4.4 are evaluated with the following conditions.
First, the entire set of xz images processed directly by the sweep method for its optimum,
which is set as reference. Secondly, 6 image subsets with 11 axial images are selected to
evaluate the accuracy of the Gaussian fitting (GF) method. To simulate slightly different
coverslip thicknesses and the corresponding shift in the rz image, the subsets are equally
spaced over r with mg = 11 and �g = 9.9�. Finally in the coarse-fine Gaussian fitting (CF-
GF) and mixed Gaussian fitting method (CF-MGF), 10 subsets of 6 axial images, mc = 6 and
�c = 16.5�, are chosen for the coarse correction. The optimization of Eq. (4.15) is done with
the correction measures of the m f = 5, i.e. with two additional axial images between the
selected three images in the coarse correction. Therefore, the coarse-fine correction method
uses in total 8 xz images, which significantly reduces the recording time as compared to the
71 images of the sweep method.

Table 4.1 shows the mean and standard deviation (STD) of the estimated optimal adjust-
ments each sample. The optimal adjustment obtained by the sweep method is considered
as reference since it has a known accuracy of ±1.65�. From the results, the specimen can
be categorized into two groups, thin coverslips (Coverslip #1, GP, CMR, MEFs, Hep3B-AR
#1) and thick coverslips (Coverslip #1.5, Hep3B-AR #1.5). GF method shows a large esti-
mation errors for thin coverslips and its standard deviation is always the largest except for
Hep3B-AR #1. The estimated optimal adjustment of CF-GF and CF-MGF shows a better
accuracy with a small mean error, and the standard deviation of CF-MGF is smaller than CF-
GF except for the case of MEFs. To evaluate the overall performance among the different
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Figure 4.7: xz reflection images of a 20 nm gold particle with (c) the optimal adjustment,
(a,b) -13.2 µm mismatch and (d,e) +13.2 µm mismatch, corresponding to
±26.4� of the correction collar angle. The detector gain is fixed in (b), (c), and
(d) , while (a) and (e) are recorded with an increased detector gain to achieve
the same maximum intensity as in (c). The difference in the PSF size is clearly
visible among (a), (c), and (e).

Table 4.2: Relative maximum intensity with respect to the optimal adjustments and lateral
and axial full width at half maximum (FWHM) of the measured point spread
function.

Optimum 13.2 µm -13.2 µm
Relative maximum intensity 1 0.30 0.24
Lateral FWHM [µm] 0.20 0.24 0.22
Axial FWHM [µm] 0.52 0.78 0.94

specimen, root mean square (RMS) is used for the mean errors and the standard deviation
[189]. RMS of the mean error and RMS of the standard deviation represent the accuracy and
the precision of the algorithm, respectively. It shows that the proposed coarse-fine correc-
tion methods (CF-GF, CF-MGF) provide the RMS mean error less than the sweep methods
step, which is used as a reference and the precision with the smallest RMS mean error and
standard deviation, only with 8 xz images while the sweep method and the Gaussian fitting
method (GF) need 74 and 11 images.

4.5.2 Imaging Examples
Evaluating the PSF

In order to determine the PSF, 20 nm gold particles (Gold Colloid, BBInternational, Cardiff,
UK), which are sparsely distributed on a Poly-L-Lysine coated coverslip are used as the first
specimen, because the refection of particles smaller than the wavelength of the laser shows
a squared PSF with spherical aberrations [2]. In addition, gold particles do not bleach so
that reflection intensity does not degrade by the former measurement trials, i.e. aberrations
are the only factor that degrades the image. An Ar laser with a wavelength of 488 nm is
used for imaging.

Fig. 4.7 shows axial images of a gold particle recorded with the confocal microscope
(c) with the optimal adjustment of the correction collar and (a, b, d, e) with a mismatch of
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±26.5� in the correction collar angle, corresponding to a thickness mismatch of ⌥13.2 µm.
The gain is fixed in (b), (c), and (d) to show the low intensity of the PSF in (b) and (d) due
to spherical aberrations. (a) and (e) are recorded at the same condition of the correction
collar as in (b) and (d) but with the detector gain adjusted to obtain brighter images, clearly
illustrating the enlarged shape of the PSF. This is based on a scenario that users frequently
do: not adjusting the correction collar but the detector gain in order to obtain the confocal
microscope image with enough brightness. These gain adjusted PSFs are close to the images
of inexperienced microscope users who usually adjust the detector gain or the laser intensity
to make the image bright rather than manually adjusting the correction collar. Table 4.2
summarizes relative maximum intensity as compared to the optimal adjustments, as well as
the lateral and axial full width at half maximum (FWHM) of the measured particle images.
It is observed that in the uncompensated case the maximum intensity drops by up to 76%
and the axial FWHM also increases significantly by up to 80%.

Automated Optimal Adjustment Correction Collar in Multicolor Images

To demonstrate the improved image quality for the optimally adjusted correction collar,
fixed mouse embryonic fibroblasts (MEFs) are used as the second specimen. The cy-
toskeleton of MEFs is visualized by means of immunofluorescent labeling of beta-tubulin
(Alexa488) and with a chromatin staining (DAPI) [191] that are excited by a 488nm Ar
laser and a 405nm diode laser and recorded by each PMT simultaneously. Beta-tubulin as
a dimer with alpha-tubulin assemble in cells into a hollow cylindrical structure of approxi-
mately 24 nm diameter, the microtubules [192]. This is smaller than the diffraction limit of
the confocal microscope and can be a useful indicator with a high sensitivity to aberrations.

For a comparison of fluorescence images of MEFs between a spherically aberrated case
and the optimally adjusted microscope, the optimal adjustment of Hep3B-AR #1.5 is cho-
sen as the unadjusted case for. This scenario is likely when multiple users share the same
microscope and the objective lens but use different coverslips for their experiments. Fig. 4.8
shows rz images and the corresponding generalized correction quality of Hep3B-AR #1.5
and MEFs. The optimal adjustments of Hep3B-AR #1.5 and MEFs, r⇤

H and r⇤
M , differ by

34.7� as shown in rz images (a) and (b), corresponding to 17.3 µm thickness mismatch. 3D
images of MEFs for the uncompensated and compensated case are taken to have the same
voxel height z as width in x and y. The 3D images of the compensated and uncompensated
cases are aligned based on the maximization of the cross-correlation between two 3D im-
ages, in order to locate the same position as well as to remove the effect of defocus by a
different z position. Microtubule images are used for the alignment of images, because of
their complex pattern.

Fig. 4.9 shows lateral xy fluorescence images and axial xz fluorescence images of chro-
matin (DAPI, Cyan) and beta-tubulin (Alexa488, Green) for (a) the uncompensated case and
(b) the optimally adjusted correction collar. In the uncompensated case, the image intensity
of both chromatin and beta-tubulin clearly degrades in the lateral image. In the xz image,
in addition, the image of both fluorophores are elongated and dispersed. Furthermore, a
misalignment in the axial position between the images of each color can be observed in
the uncompensated case. This denotes that the fluorescence images of different excitation
wavelengths have a shifted axial focus when a spherical aberration due to the coverslip
thickness mismatch exists. In case of the optimally adjusted correction collar (b), the image
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Figure 4.8: Measured rz image of a slide of (a) a fixed human hepatocellular carcinoma cell
line with a coverslip of standard thickness No. 1.5 (Hep3B-AR #1.5) and (b) a
fixed mouse embryonic fibroblasts (MEFs). The optimal adjustment of Hep3B-
AR #1.5, r⇤

H (dashed line), is different from that of MEFs, r⇤
M (dashed dot line),

indicating the necessity of individual adjustment of the correction collar before
imaging each sample. (c) The generalized correction quality clearly shows the
different maxima in correction quality along r axis.

Figure 4.9: Fluorescence images of chromatin (DAPI, Cyan) and beta-tubulin (Alexa488,
Green) in fixed mouse embryonic fibroblasts (MEFs) with (a) uncompensated
spherical aberrations (r⇤

H) and (b) optimally compensated r⇤
M. The image degra-

dation is significant in axial xz images, and the axial location of the chromatic
cluster is aligned with the beta-tubulin image in (b) while it is not aligned in
(a).

intensity, sharpness, as well as the alignment is improved, which is clearly visible in the
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Figure 4.10: Images of fluorescently labeled androgen receptor (YFP, Yellow) in the nucleus
of a fixed human Hep3B-AR cell. Spherical aberrations are (a) uncompensated
(r⇤

M), (b) also uncompensated with an adjusted detector gain, and (c) optimally
compensated (r⇤

H). Details of fluorescent clusters are blurred in the uncompen-
sated images and cannot be enhanced by increasing the detector gain.

lateral as well as axial images.

Optimal Adjustment of Correction Collar vs Adjustment of Detection Gain

To demonstrate the improvement in image quality by optimally adjusting the correction col-
lar as compared to enhancing the detection gain (cf. Fig 4.7) in a real imaging example,
a fixed human hepatocellular carcinoma cell line (Hep3B-AR) is imaged with the confocal
microscope. Hep3B-AR is grown on coverslips with the standard thickness No. 1.5 (sam-
ple Hep3B-AR #1.5), stably expressing the androgen receptor (AR), double labeled with
yellow fluorescent protein (YFP) at the N-terminus and cyan fluorescent protein (CFP) at
the C-terminus of the protein [193]. The AR is a hormone activated transcription factor
that regulates the expression of genes involved in the development and maintenance of the
male phenotype as well as prostate cancer growth. The hormone (R1881) activated AR
shows a typical sprinkled distribution which is correlated with transient binding to DNA
and is linked to the spatial distribution of transcriptional activity [194]. An Ar laser with a
wavelength of 514nm is used to excite YFP.

3D images of YFP-labeled AR of Hep3B-AR #1.5 are recorded with the uncompensated
system and the optimally adjusted correction collar, respectively, by stacking 320 xz image
layers to obtain the same y voxel width as for the xz voxel width and height and aligned
by the maximization of the cross-correlation. In the uncompensated case, the images are
recorded with two detector gains, which is once the same gain as in the compensated case
and once with an adjusted gain for similar brightness as in the compensated case. The
uncompensated image with an adjusted detector gain is quite likely in practical imaging
application (cf. Fig 4.7).

Fig. 4.10 shows lateral xy images and corresponding sectional xz image slices of the
fluorescently labeled AR (Yellow) in Hep3B-AR cells (coverslip #1.5) with (a) the uncom-
pensated case, (b) the uncompensated case with adjusted detector gain, and (c) the optimally
adjusted correction collar. The image degradation is more significant in the axial images due
to the shape of the PSF (cf. Fig. 4.7). The elongated and dispersed features are observed,
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making their localization difficult while the sample details in the uncompensated images are
blurred and distorted.

In summary the automated and optimal adjustment of the correction collar proposed here
minimizes the spherical aberrations and enables sharp and bright images with the scanning
confocal microscope.

4.6 Conclusion
This chapter presents the automatic adjustment of spherical aberration correction with a mo-
torized correction collar. The proposed approach is evaluated for compensation of spherical
aberrations due to coverslip mismatch. After noise filtering and normalization, the mea-
sured axial images are evaluated by general correction quality measures, including the max-
imum intensity, image sharpness, and image entropy. For searching the optimal correction
the sweep method, Gaussian fitting method, and coarse-fine Gaussian fitting method are
discussed. These algorithms are evaluated with 7 specimens and it is shown that the coarse-
fine Gaussian correction has the best adjustment accuracy with least number of images to
be recorded, which minimize the adjustment time as well as bleaching of the sample. In a
practical lab scenario it is shown that the proposed automated adjustment minimizes spheri-
cal aberrations, resulting in the smallest PSF, the highest intensity, and the best alignment of
multi-color images. This enables recording of the sharpest lateral as well as axial resolution
with a minimized distortion of the confocal microscope images.





Chapter 5

Adaptive Optics Development for
Leica SP5 CLSM

As the other optical microscopy, the resolution of the confocal laser scanning microscopy
(CLSM) is theoretically defined by diffraction limits. In non-idealistic imaging conditions,
however, the theoretical resolution may not be attained due to aberrations and such chance
become frequent by emerging needs in biology for deep imaging through the living tissues
[43, 108]. As a candidate of the solutions, adaptive optics have recently received much
attentions over the last decade and some results shows the improvement of the images by
correcting aberrations [108, 122].

In this chapter an AO development is discussed for a commercial CLMS, Leica SP5.
The development of AO for the Leica SP5 CLSM is conducted in four parts. First, a general
design consideration of AO for CLSM is discussed for its aberrations and optical structure.
Based on the literature analysis, design considerations such as the locations of AO com-
ponents, confocal wavefront sensing, and anisoplanatism are drawn and analyzed. From
the literature, the aberrations of AO for CLSM is discussed and analyzed for derive the
requirements of AO system to verify the its concept. Second part of the development is a
modification of the Leica SP5 scanhead that interfaces the developed AO system. For the
design of AO for PSF-engineering at specimen and detection pinhole, multi functional port
(MFP) is selected as an interface for AO and Leica SP5 CLSM. An external detector is
specially ordered for the sensitive measurement of fluorescence over 650 nm, which is de-
signed for experiments. Third the AO components such as a deformable mirror (DM) and a
wavefront sensor are selected based on the budget analysis. A 19ch piezoelectric DM is se-
lected for the AO system design considering the derived requirements from the model. For
wavefront sensing, a cooled CCD sensor is selected for weak fluorescence imaging due to
its high quantum efficiency (QE) and low thermal noise. An adjustable pinhole is adapted
with the wavefront sensor to remove the out of focus light and for a study on the trade
off between out of focus light rejection and the wavefront distortion. Finally, verification
experiments illustrate the selected components and interface for Leica SP5 can influence
the image quality and point spread function of CLSM imaging and measure the wavefront
information from the fluorescence, which allows a complete AO system in the Chapter 6.

71



72 5 Adaptive Optics Development for Leica SP5 CLSM

5.1 Adaptive Optics Design for CLSM

5.1.1 Interface of the Adaptive Optics to CLSM
To design an adaptive optics system to CLSM, the location of two main components of
wavefront correctors and wavefront sensors is analyzed. The location of the wavefront
corrector directly discussed first for the correction ability of the excitation and detector
path. Then the location of the wavefront sensor is discussed based on the decided location
of the wavefront corrector.

Wavefront Corrector of AO for CLSM

The early study for AO development for CLSM [109] raises three possible locations of
wavefront corrector in only excitation path, only illumination path, or both paths. Fig. 5.1
shows three possible implementations for CLSM of epi-illumination type. As discussed in
1.3, deep imaging through specimen causes various aberrations that blur the point spread
function at the specimen as well as the point spread function at the pinhole detector. The
aberrations are the same in both path since the fluorescence itself at the specimen acts as
a point-like source without aberrations and the fluorescence pass exactly same optical path
of the excitation light. For the confocal design, correction of the each path as Fig. 5.1(a)
and Fig. 5.1(b) does not complete the image correction. For the epi-illumination type, the
common path between scanning system and dichroic mirror is desirable for the wavefront
corrector to can both point spread functions [109]. Most AO design for CLSM use this
common paths for the wavefront correctors[109, 110, 135].

This is based on the assumption that both excitation paths suffer the same aberrations
due to the same optical path in the specimen. Therefore the difference in aberrations in both
path may cause the degrades the correction quality. For example, chromatic aberrations
of the specimen due to different wavelength of excitation laser and fluorescence should be
negligible compared to the common aberrations. This assumption is practically proven from
the AO with fluorescence guided stars [110], which uses different wavelength to measure
and compensate the aberrations.

Wavefront Sensors of AO for CLSM

To determine the aberrations to compensate the aberrations due to specimen should be mea-
sured and the position of the wavefront sensor determines the correction method. For di-
rect measurement of aberrations of specimen, a light source should be point like at the
focal point [134]. Scattered light from the specimen [131, 134, 195] and the fluorescence
[110, 112, 117, 135–137, 139] can be used. Scattered light has benefit in retaining signal
intensity due to no bleaching effect, while the structure of the specimen influences scatter-
ing and selection the scattering at focus from other reflections may need special technique
such as coherence gating [131, 195]. Fluorescence-based wavefront sensing, also called
fluorescence guided star methods, uses the fluorescence light at the focus. The fluorescence
source can be injected and expressed in the specimen by user’s intention [110, 136] and
easily separated from the reflection by a dichroic filter while its intensity is usually weak
compared to the excitation light and due to photobleaching the signal intensity degraded
during the measurement. In this research fluorescence based wavefront sensing is chosen
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Figure 5.1: The location of wavefront corrector at (a) emission (detection) path only (b)
illumination (excitation) path only (c) both excitation and detection path. The
correction of either excitation and detection path corrects the point spread func-
tion at the specimen or at the detection pinhole while correction at the both path
can improve both point spread function.
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Figure 5.2: Schematics of confocal wavefront sensor. In confocal microscope fluorescence
molecule of in the light path, shown as blue triangles in the specimen, are ex-
cited and generate fluorescence in a volume, which degrades the wavefront sen-
sor spot images. By adding a pinhole in front of wavefront sensor, fluorescence
molecules at the focal region are selected for wavefront sensing and out-of-focus
fluorescence are rejected, as the principle of confocal microscopy.

due to the benefits aforementioned and because the dichroic filters for the separation of the
fluorescence can be reused for the imaging path.

Fig. 5.1(c) also illustrates possible wavefront sensor locations with selected wavefront
corrector position. [A] shows fluorescence between the scanning system and the wavefront
corrector, [B] is for fluorescence between the dichroic mirror and the detection pinhole, and
[C] is for fluorescence after the detection pinhole. At the location [A], wavefront sensors
can measure the aberrations from the specimen directly while at [B] and [C] measures the
compensated aberrations by the wavefront corrector. The closed loop control configuration,
[B] and [C] is proper location for the wavefront sensing. The position [C], called confo-
cal wavefront, is better for wavefront sensing by rejecting out-of-focus light, discussed in
Chap. 5.1.2.

5.1.2 Confocal Wavefront Sensor
For correct measurements of the wavefront distortion for confocal microscopy, the light
at the focal point should be used for the wavefront sensing [134]. however, in confocal
microscopy all the fluorophore at both in-focus and out-of-focus are excited and emit the
fluorescence and this in-focus light has to be selected. As the confocal microscopy principle,
a pinhole can select the light from the plane and the wavefront sensor with pinhole is called
confocal wavefront sensor [196].
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(b)(a) (a’)

Figure 5.3: Spot images of Shack Hartmann wavefront sensor (Coolsnap HQ2 CCD Cam-
era, Photometrics, Tucson, AZ, USA, with a lenslet array of 300 µm pitch f
= 18 mm hexagonal grid, Flexible Optical B.V) (a) without pinhole (b) with
3 AU of pinhole. The light sources are fluorescence beads dispersed in 3D in
polyacrylamide (PA) gel (refractive index = 1.38). An oil immersion objective
(HCX PL APO 40⇥/1.25 NA , 506179, Leica Microsystems) is used. For detail
experimental setup, see Chap. 5.4.2.

Fig. 5.2 illustrates the function of confocal wavefront sensor with sparse fluorescence
beads specimen in a 3D stack. Without pinhole, the fluorescence from the out-of-focus are
imaged with in-focus light and degrades the wavefront sensing performance by extending
spot images. Confocal wavefront sensor can reject the fluorescence from the out of fo-
cus, and maintain the fluorescence at the focus. Fig 5.3 shows the measured WFS images
with and without pinhole from fluorescence beads (FluoSpheres Carboxylate-Modified Mi-
crospheres, 0.2µm, crimson fluorescent (625/645), Life Technologies, Carlbad, CA, USA)
distributed in 3D in polyacrylamide (PA) gel. The fluorescence from the out-of-focus plane
blur and superpose the spot images of the lenslet while the pinhole shows the clear spot
images for the lenslet image, providing a correct measurement of wavefront error.

The size of the pinhole should be selected carefully considering the trade-off of the
sectioning ability and intensity degradation and wavefront distortion. The optical section-
ing thickness, the range of the in-focus light defined by axial full width at half maximum,
decreases by reducing pinhole size while the transmitted the signal intensity reduced as
well[196]. More problem with a small pinhole is that the pinhole also rejects the light with
aberrations, smoothing the measured wavefront [134, 196]. This smoothened wavefront
also generates wavefront measurement errors with respect to the actual aberrations of the
specimen.

Fig. 5.4 shows this trade off in terms of (a) average optical sectioning thickness (Fig.6(a)
in [196]) and (b) average wavefront error caused by the finite size of the pinhole. In
Fig. 5.4(a), u is normalized defocus unit defined by u = z4knsin2(sin-1(NA/n)/2), where
z denotes axial displacement, NA is numerical aperture of objective with refractive index
n, and wavenumber k. For example, the optical thickness with 5 airy unit (AU) of pinhole
size provides 59 to 75 normalized defocus, corresponding to 4.54 - 5.77 µm optical sec-
tion thickness for aberrations up to 0.5� RMS wavefront error with 1.25 NA oil immersion
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Figure 5.4: Sectioning ability by the pinhole size (Figure is adapted from [196]) and wave-
front error caused by the finite size pinhole. The sectioning thickness decreases
as the pinhole size decreases while the wavefront error by pinhole increases,
leading to the measurement error.

objective and 633 nm HeNe laser. Fig. 5.4(b) shows average wavefront error according to
the actual RMS wavefront error caused by finite size pinhole. For 5 AU of the pinhole, the
wavefront errors caused by the pinhole are less than 20 % of the original aberrations.

5.1.3 Anisoplanatism: Correction region of AO
Aberration correction point by point is difficult since the pixel rate is more than 0.5 MHz
while the deformable mirror has kHz bandwidth. In addition wavefront sensing from weak
fluorescence may take fractions of a second or even seconds to collect sufficient number of
photons. By this reason, an AO correction per image is applied in the most AO developments
[101, 102, 110, 125, 135]. However, the aberrations are not the same for the wide range
because of different optical structure due to the specimen location and the different optical
path by beam scanning points [22]. This inconsistency of aberrations by image translation
is called anisoplanatism and much studied in adaptive optics to examine the coverage of
guided star techniques [89, 197]. Isoplanatic angle (range) can be defined as [89, 136]

�� = k (x,0)- (x,�)k = 1 rad, (5.1)

where � is the size of the range, whose RMS wavefront error due to anisoplanatism equals
1 radian.

Besides its importance, there are a few work that measures the isoplanatism for mi-
croscopy. In [136] the isoplanatic range is measured from the three points measurements.
The radius of anisoplanatism 19±5.57 µm for ⇥40, 0.75 NA objective lens. This concludes
that a guide star for wavefront sensing can be effective approximately the range of 20µm
circle for an AO correction [108, 136]. Although this range can be different by the objective
and measurement conditions, the radius of 20µm (40 µm diameter) can be used as a rule of
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thumb for the first AO development with commercial CLSM.

5.1.4 Wavefront Sensing with Scanning
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Figure 5.5: Concept of the scanning beam during wavefront sensing. The wavefront sensor
corrects fluorescence from the multiple beads while the excitation light (violet
double cone) is translated by the beam scanning system. By scanning, the ex-
citation time per beads can be reduced, i.e. photobleaching per fluorophore is
decresed.

As discussed in Chap. 1.3.3, fluorescence has advantages as an artificial guide star since
fluorescence can be independent from the aberrations of the excitation light and can be ar-
bitrary controlled by users using various techniques such as the bead injection technique
[136] and labeling with fluorescent protein [138]. However the intensity of fluorescence is
relatively weak and is even decreased due to photobleaching during the aberration correc-
tion. This signal loss leads to the low signal to noise ratio (SNR) with relatively high noise
in the wavefront sensing measurements and limits the running time of AO system.

To reduce the photobleaching during the wavefront measurements, a beam scanning
during wavefront sensing is proposed. For wavefront sensing from the back scattered light,
the wavefront sensing during beam scanning shows to reduce the intensity fluctuation over
the pupil function [134]. Fig. 5.5 shows the concept of the wavefront sensing during the
scanning. The wavefront sensor accumulates photons from the multiple fluorophores while
the scanning mirror stirs the excitation beam (violet double cone) in the specimen. By
the scanning the exposure of the excitation beam per fluorophore can be reduced, and the
AO correction time can be extended. The expected drawback is the range of scanning has
to be sufficiently small so that fluorescence from multiple fluorophore can image similar
aberrations.

5.1.5 Aberrations in Confocal Microscopy

The aberrations in the microscope can be categorized in two parts: system aberrations and
specimen induced aberrations [108]. System aberrations are caused by the imperfect optical
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system design, manufacturing tolerances, and implementation. The aberrations during scan-
ning can be a part of system aberration since it depends on the optics design of isoplanatism.
The specimen induced aberrations are aberrations by the measurement procedure depend-
ing on the specimen. These specimen induced aberrations can be categorized by refractive
index mismatch, e.g. depth-dependent aberrations (between immersion media and average
refractive index of specimen) and coverslip mismatch (between immersion media and cov-
erslip glass), as well as field dependent fluctuation due to a non-homogeneous refractive
index of the imaged specimen.

Specimen induced aberrations are studied by both theoretical simulation and practical
measurements. The aberrations generated by a specific shape of specimen such as a lay-
ered tissue like skin and a cylindrical shape is simulated and considered for the aberration
corrections [20, 172, 198]. Two deformable mirrors are analyzed and evaluated for its cor-
rection qualities regarding simulated depth dependent aberrations [173]. The measurement
methods for the aberrations in microscopy are investigated using phase stepping interfer-
ometry [199], Shack Hartmann wavefront sensor [136], image quality maximization [200].
This spatial band-limited behavior is also studied as framework of atmospheric aberration
description [201, 202].

In addition to the aberrations in CLSM, an aberrations can be added by implementing
adaptive optics. By wavefront corrector, a fitting error is expected due to the correction
principle, structure, and spacing of the wavefront corrector. For example, spatial light mod-
ulator has limited stroke and for the wrapping for the large stroke may cause high order
aberrations similar to Fresnel lenses. For deformable mirror, the spacing and structure of
the actuator design define the number of modes that mirror can correct and result in the dif-
ferent fitting error characteristics [89, 203]. For confocal wavefront sensor, the wavefront
measurement contains error proportional to the total aberrations due to the confocal pinhole
of a finite size �ph, besides the measurement noise of the sensor [134, 196, 204].

Assuming that the most aberration sources in microscope are all independent, then the
total variance of aberrations �

2
tot of confocal microscope imaging can be approximated as

the sum of the variances corresponding to the specific sources as

�

2
tot ⇡ �

2
sys +�

2
scan +�

2
cvsl +�

2
depth +�

2
f luc +�

2
f it +�

2
delay, (5.2)

where �

2
sys is the variance of system aberrations generated by misalignments and design er-

ror of the optical system, �

2
scan denotes the variance of aberrations by anisoplanatism during

lateral or axial scanning, �

2
cvsl denotes the variance of aberrations due to refractive index

mismatch of coverslip and immersion media, �

2
depth denotes the variance of aberrations in-

duced by imaging depth through specimen, and �

2
f luc denotes the variance of aberrations

induced by fluctuations of the optical structure of the specimen. �

2
f it denotes the variance

of fitting errors by wavefront corrector, and �

2
delay is the temporal error variance by the

feedback control for time-varying aberrations. For the confocal wavefront sensors, the mea-
surement error �

2
meas also depends on the pinhole at the focus as

�

2
meas ⇡ g(�2

tot ,�ph)+�

2
meas, (5.3)

where g(·, ·) is a complex smoothing function of wavefront by confocal wavefront sensing
by the finite-size pinhole (cf. See Chap. 7 for more discussion), �

2
meas denotes the measure-
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Mean (STD) [rad] Z5 - Z45 Z16 - Z45 Z29 - Z45

RMS Error 1.94(0.39) 1.00(0.13) 0.6232(0.10)

Table 5.1: Simulated RMS wavefront error in the range of modes based on the measurement
model in [196].

ment noise of the wavefront sensor.
One common observation on the aberrations in microscopy is that the Zernike coeffi-

cients tend to decrease as its order increases, as the aberrations in astronomical telescopes
do. The aberration correction only with low order aberrations can increase the correction
quality even though the diffraction limited resolution is not guaranteed [136, 196]. To esti-
mate the impact of low order correction, a hundred random aberrations are generated based
on the measurement model until Z45 of C. elegans specimens in [196] and is evaluated the
root mean square (RMS) error according to the low order corrections. Table 5.1 shows the
original RMS errors of the mode (Z5 -Z45) and the RMS error of the perfect correction until
Z15 (Z16 - Z45) and Z28 (Z29 - Z45). By correction until Z15 can reduce the half of the orig-
inal aberrations while the improvement can drop by the order increases. For verifying the
concept of AO with the first design, a deformable mirror with low order correction could be
sufficient as in [136].

From the simulation, peak to peak difference of the aberrations are also obtained as
2.24 (±0.4) µm. This can be used for the required stroke of the actuators in the deformable
mirror.

5.2 Modifications in Leica SP5
A commercial CLSM of Leica SP5 is used for the base of the development in this thesis.
Fig 5.6 shows the optical path in the Leica SP5 scanhead. The microscope contains visual
light lasers such as Ar ion laser (458nm-514nm), DPSS laser (561nm), and HeNe laser
(594nm and 633nm) and UV diode laser (405nm) as a light source for excitation. The laser
is passing through the scanner module and is focused to the specimen by the objective.
There are three detectors of PMT in the system: internal detectors with a detection pinhole,
reflection light detector (RLD), and transmission light detector (TLD). Multi functional port
(MFP) is usually an interface for an infrared laser for multi-photon excitation microscopy.
TLD and RLD are the detector for the reflection and transmission of the excitation lasers,
which are in general visual lasers.

For the adaptive optics development, MFP is chosen for the interface to the Leica SP5
CLSM. For the confocal microscopy, the wavefront correction has to be done in both exci-
tation and illumination path [109]. MFP is usually used only for the excitation path while
it is also possible to have both, excitation and illumination path design, outside of the scan-
head by setting a mirror at the MFP slide (See Fig. 5.6). RLD is used as a detector for the
developed AO system since it can be detached from the main microscope frame and placed
freely on the optical table. This structure allows full utilization of the given Leica SP5 con-
focal microscope with a Leica software. Since those MFP and RLD are not with a designed
purpose of the current AO development, which has different requirements mainly due to
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Figure 5.6: Diagram of a Leica SP5 confocal scanhead, including the beam path from
source to detector (Original diagram is from Manual of SP5, Leica Microsys-
tems).

wavelength difference, modifications are necessary. The following subsections briefly ex-
plain the performed modifications.

5.2.1 Multi Functional Port

Since the multi functional port (MFP) usually is used as an interface for the excitation path
of the infrared laser, the first mirror at the MFP is initially an infrared mirror and the MFP
slides consist of two short pass dichroic mirrors with a threshold of 650 nm and 750 nm and
a metallic broadband mirror. Since more than 80% of the HeNe laser power is lost at the first
mirror, it is replaced with a broadband dielectric mirror for the visual spectrum (400-850 nm,
BB05-E02,Thorlabs) for both the excitation and the emission path. In the MFP slides, a
dichroic mirror for reflection of the 633nm HeNe Laser and the transmission of fluorescence
is also installed (Hereby LP650, 645nm cut on/off, zt633rdc, Chroma Technology, Chroma).
This provides a strong excitation from the external HeNe laser, while the internal detector
can still collect the fluorescence from the specimen.
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Figure 5.7: The coordination of actuator of the piezoelectric deformable mirror. The red
dotted-lined circle shows a recommendable pupil size and position for prevent-
ing the aberrations due to the print-through of the actuator on the mirror sur-
face.

5.2.2 Reflection Light Detector
The PMT in RLD is a custom-made for detecting fluorescence whose wavelength is longer
than 650 nm. RLD can usually detect the light with a wavelength under 650 nm, which is
common bound for the excitation laser lines for CLSM. The RLD is connected to the Leica
SP5 scanhead and can be directly operated by the microscope software, which is convenient
for generating and processing images.

5.3 Components of the Developed AO System

5.3.1 Piezoelectric Deformable Mirror
The adaptive optics system uses a piezoelectric deformable mirror (30 mm 19 channel PDM,
Flexible Optical B.V., Rijswijk, the Netherlands), which has a special coordination special-
ized for the correction of low order aberrations [203]. As Fig. 5.7 shows, piezoelectric
actuators are attached to the 30 mm circular mirror, one at the center and each 9 actuators
on two concentric circles. The mirror is intended to use the pupil smaller than the inner
concentric actuator circle, which prevents the aberrations due to the print-through of the
actuators on the active mirror surface, an uncorrectable innate high order aberrations of the
deformable mirror. This unique coordinate shows the less fitting wavefront error for the
low order aberrations under 15th Zernike mode except tetrafoil Z±4

4 [203] The stroke of
actuators is sufficient for the simulated aberration model in Chap. 5.1.5 since the stroke of
piezoelectric actuator is 8 µm, Drawback of this PDM structure is that the effective strokes
are reduced when the pupil size is getting smaller. Small number of actuators also limits
the possible mirror shapes in high order mode errors. Because of piezoelectric actuators,
nonlinearities such as hysteresis and creep can be weakness of this PDM in feedforward
operations such as the identification of an influence matrix. The measurement of this non-
linearities and further discussions are summarized in Appendix B.
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5.3.2 A Cooled CCD for Wavefront Sensing
For measuring the wavefront from the weak fluorescence, a CCD camera with high quan-
tum efficiency (QE), low noise, and allows long exposure time is necessary. Regarding
wavefront sensing with SH lenslet array, the total number of photon from the fluorescence
is divided by the number of lenslet, which leads to hundreds times less numbers of photons
per each lenslet. For example, a given CCD for wavefront sensor (UEye UI-2210SE, IDS
Imaging Development Systems GmbH) cannot be used for fluorescence due to low QE and
a limited exposure time shorter than 0.64 second. In addition, high readout noise also blocks
the accumulation of the small intensity of the fluorescence. In literature for the wavefront
sensing from fluorescence, a cooled CCD [113, 136] and an electron multiplying CCD [110]
are used. In this research, a cooled CCD (Coolsnap HQ2 CCD Camera, Photometrics, Tuc-
son, Arizona, USA) is used and considering high QE about 60% and low read noise and
dark current, which also allows a long exposure time to collect enough number of photon
from the fluorescence. The cooled CCD is controlled by the Matlab (Matlab 2013a, The
MathWorks, Inc., Natick, Massachusetts, USA) through the Micro-manager [205] and Java
interface.

5.3.3 Adjustable Pinhole

Figure 5.8: Adjustable square pinhole from Leica SP2, attached to the stages. The shining
white LED in the backside shows that the shape of the pinhole is square.

For the experimental setup, a square adjustable pinhole in Fig. 5.8, a part of a commer-
cial confocal microscope (Leica SP2, Leica Microsystems, Mannheim, Germany), is used
for filtering out of focus light [206]. This allows a flexibility of the trade-off between out-
of-focus light rejection and distortion of the aberration. In addition, by the narrow opening
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of the pinhole in a certain extend, it can be used as a targeted point reference that can be
used for correction. The peak intensity ratio between wide opening and narrow opening
of the pinhole can be used a measure of the correction as well. These are discussed in the
following chapter.

The adjustable pinhole module includes a stepper motor, which is operated by a stepper
driver (Stellaris Stepper Motor Reference Design Kit, Texas Instruments, Dallas, TX, USA)
controlled by Matlab. The size of the pinhole is controlled in open loop manner based
on the calibration by a digital microscope (VHX-100, Keyence, Osaka, Japan) in advance.
The initialization of the pinhole position is informed by an LED indicator connected to the
photo-coupler in the pinhole module.

5.4 Verification of AO Developments
Before the first integration of the complete AO system, the PDM as well as the WFS with
the cooled CCD are evaluated for the verification of the interface to the microscope and
their functions. First the PDM is installed and verified to influence the image by flattening
the wavefront and shaping point spread function based on the reference flat mirror. For
the verification of the wavefront sensor, known aberrations such as defocus and spherical
aberrations. The defocus can be obtained by z position error and spherical aberrations are
generated by adjusting the coverslip correction collar.

5.4.1 Verification of DM
Since the interface via MFP is developed for an AO system, it should be verified for in-
fluencing the point spread function of the Leica CLSM, as intended. Fig. 5.9 shows the
schematic of the experimental setup for the MFP and PDM verification. The external HeNe
laser (633 nm, 7 mW , 1125P, JDSU) is focused on the pinhole (10 µm, Thorlabs). In front
of the DM, a non-polarization cube beam splitter (50 % transmission and 50 % reflection,
BS013, Thorlabs) separates the laser into two paths, to the deformable mirror and the ref-
erence flat mirror for alignment and calibration. After that, another non-polarization cube
beam splitter (50 % transmission and 50 % reflection, BS013, Thorlabs) separates the input
beam to the microscope and to the wavefront sensor. The MFP slide is set by the long pass
dichroic mirror with a cutoff wavelength of 650 nm (LP650) for high input beam power at
the objective and fluorescence detection with the internal PMT.

The first verification is an image enhancement by compensating the initial aberrations
of the DM with respect to the flat reference mirror. Fig. 5.10 shows a specimen slide of
convallaria majalis rhizome (CMR) with an initial distortion of DM and the flatten DM with
respect to the reference mirror. A 0.4 NA dry objective is used for this imaging. It is shown
that the intensity increases drastically when the initial aberrations are compensated.

The second verification is a point spread function engineering by introducing some
astigmatism. An astigmatism can be applied to get an additional depth information of the
fluorescence [207]. The specimen are red fluorescence beads (FluoSpheres Carboxylate-
Modified Microspheres, 0.2 µm, crimson fluorescent (625/645), 2% solid, Life Technolo-
gies, Carlbad, CA, USA) sprinkled on both the coverslip and the objective glass using a
poly-L-lysine coating, which is 1µm distance each other by adjusting the water in the gap.
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Figure 5.9: Schematics of the experimental setup for the verification of deformable mirror
and MFP interface. The multi functional port slide is set as a long pass dichroic
mirror (LP650) such that external HeNe laser is reflected while the fluorescence
from the specimen can be imaged through the internal detectors.

a b

c d

Figure 5.10: Lateral and axial images of convallaria majalis rhizome (CMR) with an inital
distortion of the DM (a,c) and with the flattened DM based on the reference
mirror (b,d). A 0.4 NA dry objective is used and the detection gain is the same
for both images.
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Figure 5.11: Verification of deformable mirror with an astigmatism and two layers of fluo-
rescence beads specimen. Each layer of fluorescence is attached on the cov-
erslip glass and objective glass. The distance between the layers is about a
micrometer. The images at both layers and at the middle of two layers show
the shape of the bead image along the positive and negative depth of the orig-
inal beads position. Green dotted circles represent the beads on the first layer,
blue dotted circles show the beads from the second layer, and yellow dotted
circles contain beads image from both layers.

A 1.4 NA oil immersion objective is used for imaging. For PSF engineering, the PDM gen-
erates an astigmatism Z5 with the coefficient of 1 radian. Fig. 5.11 shows (a) the applied
astigmatism in radian, (b) the axial image of the specimen with the flattened mirror, and
(c-e) the results of the experiments.
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5.4.2 Verification of Wavefront Sensing from Fluorescence
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Figure 5.12: Experimental setup for the verification of the wavefront sensing from fluores-
cence via MFP. MFP slide is set as a short pass dichroic mirror over 650 nm
(SP650) so that internal HeNe laser can be transmitted to specimen while the
fluorescence can be measured with the wavefront sensor outside of the scan-
head. The amount of fluorescence that measured by internal detector is sig-
nificantly reduced due to the dichroic mirror but the fluorescence still can be
imaged.

As the DM shows that it can influence the aberrations in the CLSM image via the de-
signed MFP interface, the wavefront sensor is verified by measuring known aberrations
from the fluorescence through the MFP interface. Fig. 5.12 shows the schematic of the ex-
perimental setup for the wavefront sensor verification. The internal HeNe laser is used for
the fluorescence imaging, which is a fixed source while the fluorescence is collected to the
SHWFS through the adjustable pinhole of 5 airy unit (AU). For the imaging, a 1.2 NA wa-
ter immersion objective with a coverslip correction collar (HCX PL �BL APO 63⇥ 1.20 NA
water immersion, Leica Microsystems, Mannheim, Germany) is used. The specimen slides
is also red fluorescence beads as used for the DM verification, but only on the coverslip
glass. The SHWFS collects the light while the scanning is running with a small region of
3.84⇥3.84 µm. For the known aberration measurements, defocus and spherical aberrations
are measured based on the z stage translation and the coverslip correction ring manipula-
tion. Fig. 5.13 shows the changes of the measured aberrations by the z stage movements and
the coverslip correction collar manipulation. A directional defocus is observed by moving
the specimen closer to the objective (-0.6 µm z movement) and away from the objective
(+0.6 µm z movement). The introduced spherical aberration via the coverslip correction
collar can also be measured by the SHWFS via the MFP. During the spherical aberration
measurements induced by the coverslip correction collar, the axial position (defocus) is ad-
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Figure 5.13: Verification of the wavefront sensor with the known aberration of defocus by
the axial displacements and spherical aberrations by coverslip mismatch in-
duced by coverslip correction collar. It is also observed that the image inten-
sity is dropped with defocus and spherical aberrations.

justed according to the maximum intensity of the image. The results also show a directional
spherical aberrations with a shape of the simulation. This proves the function of MFP inter-
face and the SHWFS for the complete AO development, which is described in the following
chapter.

5.5 Summary
For the design of AO for commercial CLSM, design choices and considerations are inves-
tigated. Based on the analysis, MFP and RLD of the Leica SP5 scan head are modified for
the interface to the designed AO system. For main AO components a 19 channel PDM is
chosen considering the design requirements and efficiency. For weak the fluorescence, a
Coolsnap HQ2 CCD camera is chosen for wavefront sensor due to its high QE, low noise,
and the capability for long exposure time because of the weak fluorescence. An adjustable
pinhole from Leica SP2 confocal scanhead is installed for rejecting the out of focus light.
By the experiments, the main components of AO through designed interface are verified for
the complete AO developments in the following chapter.





Chapter 6

Adaptive Optics for CLSM with
Adjustable Pinhole

In this chapter, an adaptive optics (AO) for the commercial confocal laser scanning mi-
croscopy (CLSM) is developed and evaluated for aberration compensation induced by bio-
logical specimen. The AO system consists of a 19ch piezoelectric deformable mirror and
two Shack Hartmann wavefront sensor (SH-WFS) associate with an excitation HeNe laser
and fluorescence from the specimen. The AO system is equipped with an adjustable pinhole,
which can used for referencing SH-WFS. In addition a quality measure is defined based on
maximum intensities with different pinhole size, which can be easily implementable with
adjustable pinhole. Experimental results with fluorescence beads on the coverslip and 40 µm
deep into the sphere cell cluster shows that the proposed AO system, calibration algorithm
can improve the resolution up to 33.7% in axial full width at half maximum (FWHM). The
proposed quality measure with different pinhole size illustrates the improvement as well.

6.1 Introduction
A pinhole is an unique component in CLSM, providing axial resolution of the images by
rejecting out of focus light. This sectioning ability allows 3D imaging of the specimen,
making CLSM popular in biological fluorescence imaging [1]. The size of the pinhole is
directly influence the resolution and the intensity of the image [2, 208]: a bigger pinhole
provides more intensity while the resolution of CLSM gets worse. For this trade-off, mi-
croscope manufactures provide adjustable pinholes in their CLSMs for users to choose the
pinhole size based on their specimen condition [206].

The pinhole also plays an important role in AO for CLSM. The sensorless AO design
uses the images of the microscope while the pinhole is always installed for the confocal
image. The size of pinhole influences the final correction quality of the sensorless AO
correction, and the small enough pinhole is necessary to achieve the high Strehl ratio [209].
For the AO with wavefront sensors such as Shack Hartmann wavefront sensors (SH-WFS),
the pinhole is also important to reject out of focus light, which can cause malfunction of
the SH-WFS by degraded spot image as Fig. 5.3. By this reason, the pinhole is usually

89
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installed in most AO developments for CLSM in front of the SH-WFS for separating the
targeted light source from the other sources around [112] and suppressing the light from the
uninteresting out of focus region [134, 135, 138, 139, 204]. This type of wavefront sensors
with pinhole are called confocal wavefront sensor (CWFS) [196]. For CWFS the selection
of the size of the pinhole is also important design parameter as CLSM. For decision of
the pinhole size, researchers in [135, 138] consider the maximum spatial frequency of the
targeted aberrations [135, 138] and researchers in [196] uses optical sectioning ability in
wavefront sensing, while they all uses a fixed size pinhole based on calculation.

In this chapter, an AO development is discussed for the commercial confocal laser scan-
ning fluorescence microscopy to compensate for the aberration in the specimen. The AO
system contains an adjustable pinhole in front of the detection path which leads to the wave-
front sensor and imaging detector. Using the adjustable pinhole, a calibration method for
AO system is proposed to compensate for the system aberrations in the designed light paths
by improve referencing quality. A pinhole intensity ratio is also proposed to evaluate the
improvement by AO, which can be easily applied for the commercial CLSMs. Experimental
results with fluorescence beads on the coverslip shows the benefits of the proposed calibra-
tion methods with an adjustable pinhole. The beads in 40 µm deep into the sphere cell
cluster shows that the developed AO can improve the full width half maximum (FWHM).
The proposed pinhole intensity ratio with different pinhole size also clearly supports the
results with FWHM.

The rest of chapter organized as follows. In Section 6.2, the design of the optical system
and its control of the developed AO system is described. Then the AO calibration method
using adjustable pinhole is discussed in Section 6.3. Pinhole intensity ratio for AO eval-
uation is given in Section 6.4. In Section 6.5 describes the experimental results for the
evaluation of the calibration methods and AO correction in the specimen.

6.2 System Description

6.2.1 Optical System Design

Fig. 6.1 and Fig. 6.2 shows an experimental setup for the AO for Leica SP5 confocal micro-
scope. The light source for excitation path is a HeNe laser (633 nm, 7 mW, 1125P, JDSU)
with a polarizer for changing the intensity. L1 ( f =11 mm, A397TM-A, Thorlabs, Newton,
NJ, USA) and L2 ( f =60 mm, AC254-060-A-ML, Thorlabs) with a fixed pinhole (10 µm,
Thorlabs) generate a clear Gaussian pupil at the aperture (D1). This beam is expanded to
23 mm for a 19 channel piezoelectric actuated deformable mirror PDM (30 mm 19 channel,
Flexible Optical B.V.) by L3 ( f =200 mm, AC254-200-A-ML, Thorlabs) and L4 ( f =750 mm,
AC508-750-A-ML, Thorlabs). The size of the beam is adjusted by the aperture after L2.
After a wavefront modification by PDM, the beam is contracted by L5 ( f =500 mm, AC508-
500-A-ML, Thorlabs) and L6 ( f =150 mm, AC254-150-A-ML, Thorlabs). Then the beam
is split into two by a non-polarization cube beam splitter BS1 (90% transmission and 10%
reflection, BS025, Thorlabs), for the sampled beam (10% reflection) is used for the wave-
front measurement by Shack Hartmann wavefront sensor WFS2 (200 µm pitch f = 10 mm
orthogonal grid lenslet array, APO-Q-P192-F3.17, UEye UI-2210SE CCD camera, Flexible
Optical B.V., Rijswijk, the Netherlands), which is conjugated with PDM by L9 ( f =300 mm,
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Figure 6.3: Configuration of the AO system with Leica software.

AC254-300-A-ML, Thorlabs), L10 ( f =150 mm, AC254-150-A-ML, Thorlabs). The trans-
mitted beam is contracted by L7 ( f =750 mm, AC508-750-A-ML, Thorlabs), L8 ( f =300 mm,
AC254-300-A-ML, Thorlabs) and used for the excitation of the fluorescence in the speci-
men through Leica multi functional port (MFP). Through MFP, the PDM is conjugated with
the back focal plane of the objective.

The emission of fluorescence from specimen follows the same path until a dichroic mir-
ror DcM (651 nm cut on/off, zt638rdc, Chroma Technology). After dichroic mirror the flu-
orescence pass through L11 ( f =500 mm, AC254-500-A-ML, Thorlabs) and the adjustable
square pinhole (20-600 µm, TCS MR2, a part of Leica SP2 confocal microscope, Leica
Microssystems). The beam after the adjustable pinhole is collimated by L12 ( f =400 mm,
AC254-400-A-ML, Thorlabs). This collimated emission beam is spectrally filtered by an
emission filter (650 nm cut on/off, ET650LP, Chroma Technology, Bellows Falls, VT, USA)
and separated into two paths by a non-polarization cube beam splitter BS2 (50% transmis-
sion and 50% reflection, BS013, Thorlabs). These two separated beams are collected to
photomultiplier tube PMT (RLD type non-descanned detector, an order-made for fluores-
cence detection, Leica Microsystems) and Shack Hartmann wavefront sensor WFS1 (Cool-
snap HQ2 CCD Camera, Photometrics, Tucson, AZ, USA, with a lenslet array of 300 µm
pitch f = 18 mm orthogonal grid, Flexible Optical B.V). The WFS1 is also conjugated with
PDM as WFS2. Fig. 6.3 shows the designed interface with user for running AO system and
pinhole controller in parallel with Leica SP5 confocal microscope.
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Figure 6.4: A diagram of the AO system and the feedback controller.

6.2.2 Control System Design

To run the AO system the deformable mirror has to be controlled by WFS1 from the flu-
orescence in the specimen. In this section a conventional wavefront reconstruction and
influence matrices are discussed as the control design [190, 197, 210]. For the control
design, the geometry matrix of WFS and the influence matrix of the DM are necessary
to calculate the wavefront reconstruction and DM control matrices. Define the output of
the WFS1 y[k] 2 Rn in Zernike modes without piston mode Z1 at the trial k, i.e. y[k] =
⇥

yZ2 [k] yZ3 [k] · · · yZn+1 [k]
⇤T where yZi [k] denotes the output i-th Zernike mode from

WFS1. Then the output of WFS1 can be modeled by following linear equations as [197,
211],

x[k] = w + Bu[k], (6.1)
s[k] = Cx[k]+ v1[k], (6.2)
y[k] = Es[k], (6.3)

where u[k] 2 Rm denotes actuator input at the trial k and x[k] denotes residual aberrations
of the system with WFS1. C denotes the geometry matrices of the WFS1 and B denotes
influence matrix which are unknown at this moment. w is residual aberrations of each WFS
for the zero input u = 0. For the calculation of the geometry matrices C, a modal Zernike
based reconstruction is used [212]. E denotes the wavefront reconstruction matrix, usually
obtained by the pseudo inverse of the geometry matrix E = (CCT )-1CT [190]. Then the
output y is simplified into a linear equation as,

y[k] = ECw +
|{z}

B

ECBu[k], (6.4)

where B is a linear approximation from u[k] to y[k]. Regarding the calculation of B from the
WFS1, a filtered pseudo random input is used for the calculation of 19ch PDM. To reduce
hysteresis of PDM, the every feedforward input is applied after a degauss function, which
reduces hysteresis of piezoelectric actuators and provide a better linearity (See Appendix B
for details) [203]. The degauss function is redesigned as a linearly attenuated sinusoidal
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signal to reduces an abrupt change of the piezoelectric actuators, which may cause a possible
degradation of DM. Then B is obtained by optimization problems as,

B = arg
B̃

min
B̃,b̃z

�

�

�

�

Y1[1 : Nk]-
h

B̃ b̃z

i



U [1 : Nk]
11:Nk

�

�

�

�

�

F
, (6.5)

where Y [1 : Nk],and U [1 : Nk] are stacked output of WFS1 and actuator input from 1st trial
to the Nk-th trial as,

Y [1 : Nk] =
⇥

y[1] y[2] · · · y[Nk]
⇤

, (6.6)
U [1 : Nk] =

⇥

u[1] u[2] · · · u[k]
⇤

, (6.7)
11:k =

⇥

| {z }

Nk

1 1 · · · 1
⇤

.

(6.8)

and bz are constant initial aberrations that make the output biased [125].
Then the control is given as

u[k + 1] = u[k]+ Ky[k] (6.9)

where K are control gains regarding each wavefront sensor output. For the control, the
matrix gains are applied as,

K = -kgB‡Mc, (6.10)
Mc = diag(

⇥

| {z }

3

0 · · ·0
| {z }

32

1 · · ·1
⇤

), (6.11)

where B‡ is a control matrix using a stable pseudo inverse of B by truncation of small
singular values [197]. kg is a constant gain for each WFS outputs and Mc is a selection
matrices of Zernike modes output of WFS1, with zeros for tip, tilt and defocus. This tip,
tilt and defocus are usually ignored in the wavefront error compensation for microscopy
application to remove the specimen-dependency in the wavefront measurements from the
specimen, [200, 213]. Therefore, the AO is controlled based on WFS1 measurements except
tip, tilt, and defocus.

6.3 WFS Calibration via Adjustable Pinhole
The quality of the reference wavefront image directly results in the compensation quality
of the AO system with wavefront sensor. By principle, taking a good reference image for
SH-WFS is important since it measures the relative displacement of the measurement from
the reference wavefront image. This is important for the high numerical aperture objective
whose image quality is sensitive to the aberrations.

Calibration of AO for the beam path from excitation laser source to the fluorescence
detector, however, is not simple. One technique uses a ideal light source from the excitation
beam path described by dotted black line in Fig. 6.1. It provides a flat wavefront to the
wavefront sensor WFS2 and helps to calibrate the mirror surface to zero aberrations. This
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allows a flat wavefront until the beam splitter BS1, however, the aberration in the optics
from L8 to objective and the specimen is not considered. In addition, the optical system
error from BS1 to the specimen can cause an additional error to the excitation path. This
aberration in the designed optical system should be measured and calibrated to attain better
quality of the microscope images.

The proposed calibration method uses an adjustable pinhole. Assume that the edge
effect can be ignored, which means that the aperture is big enough comparing to the wave-
length. By Fresnel approximation, the influence of the pinhole to the output pupil function
is given as follows [214] (See also Chap. 7 for more detail)

Pout(~⇢,�0) = F {Pph(~r,�0)}⇤Pin(~⇠). (6.12)

where Pin, Pout is the complex pupil function of input and output pupil before and after the
adjustable square pinhole with size �0 = [�x0 �y0 ], and Pph denotes the pupil function of the
adjustable square pinhole as

Pph(~r,�0) =

⇢

1 |rx| < �x0 and |ry| < �y0
0 otherwise. (6.13)

⇢, r, and ⇠ are coordination of the each pupil (c.f. See Fig. 7.1). Applying inverse Fourier
transform to the both sides, we have the following as

F -1{Pout(~⇢,�0)} = Pph(~r,�0)⇥F -1{Pin(~⇠)}. (6.14)

This means that the spatial frequency bandwidth of the input pupil function can be filtered
by the pupil function of the pinhole. For instance, an extremely small pinhole, a delta
function, can generates an flat wavefront except tip, tilt, and defocus regardless of the input
pupil function. For the implementation, the size of the adjustable pinhole should be bigger
than a certain size to collect enough number of photon for the wavefront sensor. It is clearly
expected from (6.14) that the wavefront after a small enough pinhole can be used as a flat
wavefront reference and can improve the quality of the imaging. (cf. see simulation results
in Chap. 7)

Based on this fact and idea, the small pinhole referencing algorithm can be described as
follows.

1. Set a spot and reference grid for SH-WFS with a big pinhole.

2. Measure the pupil function with a small pinhole, and regard as a reference of SH-WFS

3. With a big pinhole, compensate the aberrations toward the reference with small pin-
hole with a closed loop control

Big and small pinhole is selected by the aberrations in the system and the intensity of the
pupil. In this chapter, 5 airy unit (AU) and 1 AU pinhole, corresponding to 556.1 µm and
111.2 µm are used as a big and small pinhole, respectively.
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Figure 6.5: Simulation results of pinhole intensity ratio with a square adjustable pinhole for
the single Zernike aberrations. The simulated small pinhole size is 3 AU, 1 AU
and 0.5 AU while the size of big small pinhole is set by 5 AU. In simulation the
maximum is chosen in the lateral image, i.e. 2D imaging is assumed.

6.4 Image Quality Measure using Adjustable Pinhole

Image intensity and full width at half maximum (FWHM) are traditionally used for the eval-
uation of the image quality [135, 138, 215]. Pinhole intensity ratio, a new quality measure
of aberration for confocal microscopy, is proposed from two 3D scanned image with two
different pinhole size as

Jr =
max Is(x,y,z)
max Ib(x,y,z)

, (6.15)

This quality criterion uses a ratio of maximum intensities of the images with a big pin-
hole and a small pinhole, Ib and Is, respectively. Assuming that the source is point-like,
this pinhole provides the ratio between low order term of the aberrations comparing to the
aberrations as

Jr =

RR
Pout(~⇢,�s)d~⇢RR
Pout(~⇢,�b)d~⇢

=

RR
F {Pph(~r,�s)}⇤Pin(~⇠)d~⇢

RR
F {Pph(~r,�b)}⇤Pin(~⇠)d~⇢

(6.16)

=

RR
Pph(~r,�s)⇥F -1{Pin(~⇠)}d ~f⇢

RR
Pph(~r,�b)⇥F -1{Pin(~⇠)}d ~f⇢

(6.17)

where ~f⇢ is the frequency components of the plane ~⇢ and the equality between (6.16) and
(6.17) holds by Parseval’s theorem [216]. Similar to Strehl ratio, this quality measure usu-
ally decreased as the intensity increased since the low frequency component of the Fourier
domain is dominant with low aberrations. Fig. 6.5 shows simulation results of the pinhole
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intensity ratio between 5 AU and 1 AU pinhole with respect to the Zernike modes. It shows
that the pinhole intensity ratio decreases with increased aberrations.

The benefit of the this measure is the amount of aberration is obtained by manipulating
the motorized pinhole size. Tip and tilt does not influence this quality if the evaluation is
done with 2D scanned images. By including z axis by 3D imaging, the defocus also does
not influence the pinhole intensity measure.

6.5 Experimental Results
In this section the developed AO is tested with biological specimen. The referencing al-
gorithm using an adjustable pinhole and the pinhole intensity ratio with AO for CLSM are
evaluated. In the first case, the system aberration until the coverslip is compensated based on
the beads on the coverslip, and the second case illustrate the compensation of deep imaging
through the biological specimen. In each case, a feedback control is applied using WFS1,
fluorescence from the beads. After the analysis of the image, the pinhole intensity ratio in
(6.15). is applied for the evaluation of AO correction.

In the experiments, a 1.25 NA oil immersion objective (HCX PL APO 40⇥, 506179,
Leica Microsystems) is used for the imaging. kg = 0.5 and 2 second of exposure time
for the wavefront sensor while the fluorescence beads are scanned in the given area. the
correction loop stop after 20 steps of correction, which regarded sufficient to be in steady
state.

6.5.1 Specimen for Evaluation

(a) Speicmen, widefield

Red fluorescent beads

Cell spheroid

Cover glass

20-90 mm

Cell monolayer

(b) Specimen Structure

Figure 6.6: Specimen for evaluation of developed AO system for system aberration cor-
rection and specimen-induced aberration correction. (Left) a wide field image
of the cellular spheroid with an overlap of confocal image of the fluorescence
beads (sprinkled as red in the image). The focus is at the coverslip glass. (Right)
an illustration about the cellular structure and fluorescence beads (red dots).
Provided courtesy of M.E. van Royen
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Figure 6.7: Measured point spread function (PSF) from 0.2µm fluorescence beads on the
coverslip glass. The size of the adjustable pinhole is set with 5, 3, and 1 airy
unit (AU) is set for the imaging of PSF.

Before proceeding further on the experimental results, the information of the specimen
is given in this section. The specimen is developed using the cellular spheroids attached to
the coverslip glass. This specimen allows to measure the aberrations in a depth of tissue
consisting of a uniform cell lines. On this tissue like structure, fluorescence beads (Flu-
oSpheres Carboxylate-Modified Microspheres, 0.2µm, crimson fluorescent (625/645), 2%
solid, Life Technologies, Carlbad, CA, USA) are sprinkled over the specimen for measur-
ing point spread functions. Beads can be found inside the spheroid, which can be useful for
the tests. Fig. 6.6(a) shows the widefield image of the sphere overlapped with a confocal
fluorescence image of the beads and Fig. 6.6(b) shows the structure of the spheroid attached
to the coverslip. For the detail information of the specimen preparation, see Appendix A.

6.5.2 Evaluation of the Calibration Method with the Adjustable Pin-
hole

To calibrate the AO system, compensate for the system aberrations all optics before the
specimen, a small pinhole referencing method is evaluated with the beads on the coverslip,
which are regarded as light sources without specimen induced aberrations. 1 AU of pinhole
is used for the reference image of WFS1 as a small pinhole calibration in Section 6.3, and 5
AU of pinhole is used for AO correction afterword. For the uncalibrated setting, DM is set
to shape the flat for WFS2 as the reference beam (black dotted line in Fig. 6.1), which is a
conventional calibration method.

Figure 6.7 shows the lateral and axial images of the fluorescence beads with uncalibrated
and AO calibrated case with 1 AU pinhole setting. After AO calibration the pinhole size of
1 AU, 3 AU and 5 AU are applied for the beads imaging to evaluate the benefits along the
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pinhole size. Since different group of beads are imaged to avoid to the photobleaching,
the absolute intensity in Fig 6.7 is not important but the shape and size of the measured
PSF are more important for the improvement evaluation. The uncalibrated PSF shows non-
symmetric and skewed in z axis while the axial PSF is symmetry after AO compensation in z
axis. Fig 6.12 show the residual wavefront error and the final mirror shape of the calibration
process.

To evaluate the calibration performance quantitively, full width at half maximum (FWHM)
and pinhole intensity ratio is used for the beads on coverslip glass. For that shot noise need
to be reduced because both performance measures uses maximum intensity of the images.
Before the performance evaluation, a 3D Gaussian FIR filter is applied to smoothen shot
noise in the intensity measurement [40]. The filter is designed with the filter size of 3⇥3⇥3
and � = 0.56. This 3D filtering helps analysis with FWHM more reliable by reducing sen-
sitive of FWHM to shot noises. As a drawback, the peak intensity are smoothed, decreasing
the ratio in peak intensity and widening the FWHM. Since it is relative comparison between
uncalibrated and calibrated case, the measurement is still valuable for the comparison.

Measured FWHM shows the resolution improvement using a small pinhole calibration.
Table 6.1 shows the mean and standard deviation (STD) of FWHM. 18 and 13 beads are
used for the evaluation of the uncalibrated case and AO calibrated case. It shows that the im-
provement of axial FWHM by the AO correction is reduced as the pinhole size gets smaller.
For the 5 AU of pinhole size, the FWHM in z axis is improved from 1.35 µm to 1.02 µm
after AO correction, corresponding to 24.9% reduction. For the 3 AU, the improvement is
still 11.0% but for 1 AU it is 4.81% worse than before the correction. This shows that the
resolution improvement of AO correction is less as the pinhole gets smaller. The lateral res-
olution does not shows the drastic improvement as axial resolution, but more improvement
by AO correction is shows when the pinhole is small. Up to 4.9% improvement is shown
in the lateral FWHM with 1 AU of the pinhole size. Fig. 6.9 shows the cross-section of the
measured lateral (y) and axial (z) PSF for FWHM calculation, shows the detail shape of the
PSF. The skewness of the uncalibrated PSF is also observed compared to the PSF after AO
correction.

FWHM [µm] 5 AU 3 AU 1 AU
x y z x y z x y z

Mean
Uncalibrated 0.399 0.452 1.354 0.387 0.463 1.166 0.347 0.402 0.901

AO calibrated 0.406 0.436 1.018 0.396 0.442 1.038 0.340 0.382 0.944
STD

Uncalibrated 0.018 0.022 0.043 0.017 0.020 0.068 0.013 0.019 0.097
AO calibrated 0.024 0.028 0.034 0.032 0.016 0.055 0.023 0.019 0.025

Table 6.1: Measured FWHM of the beads on the coverslip glass.

Pinhole intensity ratio of (6.15) also shows the improvement by AO correction. Table 6.2
shows the measured pinhole intensity ratio with 3 AU and 1 AU as a small pinhole and 5
AU as a big pinhole. The improvement of the pinhole intensity ratio is higher with a smaller
pinhole. The pinhole intensity ratio is increased only 4.4% for 3 AU and 30.9% for 1 AU.
This improvements show that the AO calibration with a small pinhole allows a less drop of
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maximum intensity by the confocal detection pinhole, i.e. less light loss in detection path,
besides the smaller point spread function. This shows that the maximum intensity difference
between small and big pinhole is less significant after an AO correction.

Small PH Size 3 AU 1 AU
AO Status Uncompensated AO corrected Uncompensated AO corrected

Mean 0.85 0.89 0.47 0.61
STD 0.026 0.019 0.015 0.019

Table 6.2: Measured pinhole intensity ratio of the beads on glass between 5 AU and 1 AU
pinhole
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Figure 6.8: Residual WF and DM shape of the AO Control based on WFS1 measurement.
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Figure 6.9: Lateral (y) and axial (z) profile of the measured point spread function from
0.2µm fluorescence beads on coverslip.
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Figure 6.10: Overview at 40 µm deep in the cellular spheroid with fluorescence beads as
Fig. 6.6. The yellow box represents the scope of the correction and imaging
with developed AO.

6.5.3 Specimen Induced Aberration Correction at 40 µm Deep in the
Cellular Spheroid

To demonstrate the correction with the developed AO system the fluorescence beads in
the deep cellular spheroid is chosen as an test specimen for specimen induced aberrations.
Fig. 6.10 shows an overview of the fluorescence beads at the 40 µm deep from the cov-
erslip glass. The uncompensated case is the set of the DM that is calibrated using small
pinhole method. Three beads in the yellows box are the scope of the wavefront detection
and correction and imaging example.

Fig. 6.11 shows the lateral and axial imaging results before the AO correction and the af-
ter AO correction. Note that the intensity increase is not the indicator of improvement since
the detector gain is increased after correction for the compensation of weak fluorescence by
photobleaching. In the xy image of the uncompensated case with 5 AU pinhole, a ghosting
diffraction pattern is observed at the right side of the main lobe, while it is improved by AO
correction. Fig 6.12 shows the residual wavefront error and the final mirror shape.

Table 6.3 shows the measured mean and STD of the measured two beads (upper left and
lower middle in Fig. 6.11) in the cellular spheroid. The FWHM of the beads at 40 µm shows
the improvement by AO correction. Axial FWHM are improved from 1.94 µm to 1.28 µm
(33.7%) for 5 AU detection pinhole and from 1.69 µm to 1.34 µm (20.7%) for 3AU pinhole.
The axial FWHM also does not improved when the pinhole size is 1 AU as the case of
fluorescence beads on the coverslip glass. The lateral FWHM in y axis is improves at 1
AU case most, from 0.42 µm to 0.31 µm (26.5%). Fig. 6.13 shows the cross-section of the
lateral y and axial image of the fluorescence beads at 40 µm depth.

The pinhole intensity ratio also shows the improvement by AO correction as the beads
on coverslip measurement. Table 6.4 describes the measured pinhole intensity ratio of un-
compensated and AO corrected case. The pinhole intensity ratio are increased only 5.8%
for 3 AU and 18.4% for 1 AU, showing a more improvement with a small pinhole as the
calibration case. This shows that the maximum intensity drop between the small and big
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pinhole is less significant after the AO correction, as shown with FWHM improvement.

FWHM [µm] 5 AU 3 AU 1 AU
x y z x y z x y z

Mean
Uncompensated 0.414 0.496 1.937 0.418 0.489 1.685 0.336 0.421 1.084

AO corrected 0.435 0.432 1.284 0.404 0.441 1.335 0.315 0.309 1.084
STD

Uncompensated 0.001 0.014 0.076 0.028 0.037 0.059 0.013 0.018 0.161
AO corrected 0.004 0.028 0.216 0.020 0.011 0.040 0.004 0.028 0.048

Table 6.3: Measured FWHM of the beads at 40 µm deep in the specimen.

Small PH Size 3 AU 1 AU
AO Status Uncompensated AO corrected Uncompensated AO corrected

Mean 0.79 0.84 0.38 0.45
STD 0.049 0.031 0.032 0.022

Table 6.4: Pinhole intensity ratio of the 3 beads in 40 µm deep in the cellular spheroid.
3 AU and 1 AU are small pinhole sizes and 5 AU is set as the big pinhole size.
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Figure 6.11: Measured PSF by 0.2 µm fluorescence beads at 40 µm depth of the cellular
spheroid. The size of the adjustable pinhole is set with 5, 3, and 1 AU for the
imaging of PSF.
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Figure 6.12: Residual WF and DM shape of conventional controller based on WFS1 mea-
surement.
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(c) Lateral, 3 AU

−1 −0.5 0 0.5 1
0

20

40

60

80

100

120

140

160

180

200

220

z [µm]

In
te

n
si

ty

 

 

Uncompensated
AO Corrected

(d) Axial, 3 AU
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(e) Lateral, 1 AU
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Figure 6.13: Lateral and Axial profile of the measured point spread function from 200 nm
fluorescence beads in 40 µm depth.
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6.6 Conclusion
In this chapter, an adaptive optics system is developed for the Leica SP5 CLSM and eval-
uated with fluorescence beads with biological specimen. The AO system contains an ad-
justable pinhole, which can be used for the WFS referencing and the evaluation of the AO
correction. Experimental results with fluorescence beads on the coverslip shows that the
calibration method with the adjustable pinhole can improve the resolution up to 24.9% of
the axial FWHM with 5 AU pinhole and 4.9% in the lateral FWHM with 1 AU pinhole,
but the improvement of axial resolution was not significantly observed with 1 AU of the
pinhole. Fluorescence beads at 40 µm deep into the sphere cell cluster also shows that the
improvement of axial FWHM resolution up to 33.7% for 5 AU pinhole but such improve-
ment was not observed with 1 AU of the pinhole. Lateral FWHM is improved up to 26.5%
with 1 AU of the pinhole, while it is only y-axis only. The proposed pinhole intensity ratio
using the adjustable pinhole also shows 30.9% and 18.4% improvement by the correction
of the aberration. These results verify the concept of AO for a commercial CLSM.





Chapter 7

Pupil Function Retrieval for
Confocal WFS via Adjustable
Square Pinhole

While the pinholes plays a crucial role for confocal wavefront sensing in AO for confocal
microscopy by rejecting out of focus light, it also distort wavefront measurements. In this
chapter, a wavefront reconstruction technique from degraded pupil function by fixed size
of pinhole is proposed based on stable inversion [217]. The aberration modification by
the pinhole can be modeled as 2D convolution of the pupil function in complex domain,
including phase and intensity of the beam. Based on the Fresnel approximation, the 2D
deconvolution problem can be simplified to a 1D deconvolution, which also allows retrieval
from the measurements with diversified pinhole sizes. Simulation results of various pinhole
sizes show that the distortion of the output pupil functions corresponds to the aberration
model. The proposed retrieval technique from complex pupil measurements of a single
as well as multiple pinhole sizes shows the improvements in magnitude and especially the
phase, which can improve accuracy of AO correction in CLSM.

7.1 Introduction
The pinhole is a key component in confocal laser scanning microscopy. It allows to collect
the light only nearby the focal plane and enables three dimensional (3D) imaging of the
specimen at high axial resolution. Not only the axial resolution is improved, but also lateral
resolution also improved by a factor of 1.6 in practice [2]. The size of the pinhole is closely
related to the improvement of resolution, which has a trade off with the loss of intensity
[208]. For commercial confocal microscopes, an adjustable pinhole is usually installed for
users to choose its size considering the intensity from the specimen. Although the pinhole
is widely used for the CLSM, however, it is argued that the pinhole is demerit since it can
remove useful information from the specimen as well [1]. Wavefront aberration induced by
the specimen is one of the lost information by the pinhole [134, 196].

Even though the pinhole may distort the wavefront information of the light from the

111
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specimen, it is still a useful tool for aberration measurement in microscopy. At early devel-
opments of adaptive optics (AO) system for microscopy, which compensates for aberrations
of the specimen, it is argued that the conventional wavefront sensor such as Shack Hartmann
wavefront sensor (SH-WFS) is not trivial to be applied since the fluorescence from the spec-
imen is not an point-like emitter but an extended object [92]. For the early development of
adaptive optics for the microscope is mainly focused on modal wavefront sensing technique
based on the image of the specimen [102, 218–220]. These image based AO techniques are
less complex and cheaper without any additional hardware for wavefront sensing. However,
it is usually time consuming and more chance to bleach the specimen for taking multiple im-
ages of the specimen. For fast compensation, SH-WFS is considered for wavefront sensing
in the microscope [221] and widely developed with the fluorescence guide star techniques
[110, 112, 135, 137, 139] or back-scattered light [134, 204]. In those AO system develop-
ments, the pinhole (or aperture) is usually installed in front of the SH-WFS for suppressing
light from the uninteresting out of focus region, which is important for running the Shack
Hartmann wavefront sensor in microscopy. In addition, the pinhole innately confines the
illumination, which can help to degenerate the extended object to a point-like light source.
Therefore the pinhole can be also useful in wavefront sensing application, while the original
wavefront information is destroyed by the presence of the pinhole [134].

In this chapter, a wavefront reconstruction technique is proposed from the complex pupil
measurements though the finite size of the square pinhole and extended to the reconstruction
from single or multiple pupil measurements with diversified pinhole sizes. The basic idea is
to recover the original wavefront information by using multiple pupil measurements with a
manipulated pinhole size. The square adjustable pinhole is assumed since it is used for the
commercially available confocal microscope, which also provides less interference by the
optical scanning [206]. In addition there are methods for direct measurement of the complex
pupil function, intensity and aberrations at the same time [222, 223]. The model of the out-
put pupil function through the finite size of the pinhole can be modeled by a 2 dimensional
convolution of the input pupil function and the Fourier transform of the pinhole. Using the
separation for the square pinhole by both orthogonal axis, the 2D convolution problem can
be modified into a 1 dimensional deconvolution, which allows the computational efficient
algorithms and use multiple data of the pinhole size [224]. Regularization techniques such
as truncated SVD and Tikhonov regularization are considered for the stable deconvolution
of the pupil reconstruction problem regarding white Gaussian measurement noise [217].
Experimental results compared with simulation results of various pinholes show that the
model for the problem is valid in the measurement data. Phase retrieve from a single pin-
hole measurement are multiple pinhole measurement are tested in simulation and show the
benefits of the diversified measurements by less RMS phase error.

7.2 Problem Description
Consider an imaging system with an adjustable square pinhole as shown in Fig. 7.1. Assume
that the edge effect can be ignored, which means that the aperture is big enough comparing
to the wavelength. This is valid since the pinhole size (20 - 600 µm) is much bigger than
the wavelength of visual light (�  0.7µm). By this assumption, we can use a Fresnel
approximation to obtain the output pupil.
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Figure 7.1: Diagram of the back focal plane and image back focal plane though the square
adjustable pinhole at focus.

Let a pupil function at the aperture be as follow

Pin(~⇠) = A(~⇠)e- j⇡ in(~⇠)
, (7.1)

where A(~⇠) is an intensity profile at the aperture, and  (~⇠) is a given function.

First, we consider a pupil reconstruction problem from a single pinhole size. Assuming
that the pinhole and the entire optical system is align correctly, the following relationship is
obtained as

Pout(~⇢) = Aout(~⇢)e- j⇡ out (~⇢) + Pn(~⇢)

= F {Pph(~r,�m)}⇤Pin(
1
M

~

⇠)+ Pn(~⇢), (7.2)

where Pn(~⇢) denotes the pupil measurement noise which assumed as zero mean Gaussian
in complex domain, �m denotes the information of the pinhole at focal plane, and M = f1

f2
is

the magnification between the input pupil function and the output pupil function. This leads
to a nonlinear least square problem for estimating the original input pupil function Pin(⇠) by
the size information of the square pinhole at the m-th trial �m = [�x(m) �y(m)] where �x(m)
and �y(m) are size of the pinhole in the coordination of x~r as

arg min
Pin(⇠)

J
⇣

Pout(~⇢),Pph(~r,�m),Pin(~⇠)
⌘

, (7.3)

where the cost function is given as

J
⇣

Pout(~⇢),Pph(~r,�m),Pin(~⇠)
⌘

= kF {Pph(~r,�m)}⇤Pin(~⇠)- Pout(~⇢)k2 (7.4)

J denotes the cost function at the output pupil.



114 7 Pupil Function Retrieval for Confocal WFS via Adjustable Square Pinhole

7.3 Methods

To reformulate the optimization problem, output pinhole image of the pinhole at the pupil
function. The image of the square pinhole is modeled as follows,

F {Pph(~r,�m)} = Pph(~⇢,�m)

= - j


f1
e j4⇡ f1

ZZ
rect(

1
�x(m)

xr)rect(
1

�y(m)
yr)e

- j2⇡ 
f1
~r·~⇢d~r

= - j
�x(m)�y(m)

f1
e j4⇡ f1sinc(

�x(m)

f1
x~⇢)sinc(

�y(m)

f1
y~⇢) (7.5)

where the focal length of the lenses f1 and y~r, sinc(x) = sin⇡x
⇡x . From (7.2) and (7.5), the

output pupil function is rewritten as,

P̂out(~⇢) = Pph(~⇢,�m)⇤Pin(
1
M

~⇢)+ Pn(~⇢)

=
ZZ

Pph(~⇢- ~

⇣,�m)Pin(
1
M

~

⇣)d~

⇣ + Pn(~⇢)

' a(�m){H̄(�m)⌦H(�m)}vec(X pre)+ N pre (7.6)
= a(�m)H(�m)X preH̄T (�m)+ N pre

, (7.7)

where ⌦ denotes the Kronecker product operator. Since the kernel Pph is separable [217],
the convolution integral can be discretized by Eq. (7.6), where H and H̄ are the Toeplitz
matrix determined by

Hi,k(�m) = n-1sinc
✓

�x(m)

f1

⇣

x~⇢[i]- x~⇣ [k]
⌘

◆

, (7.8)

H̄j,l(�m) = n-1sinc
✓

�y(m)

f1

⇣

y~⇢[j]- y~⇣ [l]
⌘

◆

, (7.9)

X pre
k,l = Pin(

1
M

x-~⇣ [k],
1
M

y-~⇣ [l]), (7.10)

Y pre
i,j (�m) = Pout(x~⇢[i],y~⇢[j],�m), (7.11)

N pre
i,j = Pn(x~⇢[i],y~⇢[j]), (7.12)

a(�m) = - j
�x(m)�y(m)

f1
ei4⇡ f1

. (7.13)

The aperture of input l is defined as a circle pupil. For the output, considering the wavefront
sensor, it can be restricted by the circular pupil as input. Let the number pixel of discretized
pupil be s as Fig. 7.2, and a binary selection matrix be S 2 Zs⇥n2 , satisfying SST = Is⇥s,
which maps from a square pupil to the circular pupil. Then the available output is defined
as

Y (�m) = S ⇥vec(Y pre (�m)) , (7.14)
X = S ⇥vec(X pre). (7.15)
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Figure 7.2: Mapping and indexing of the binary selection matrix S for a circular pupil func-
tion. The binary selection matrix arranges non-zero elements in the discretized
pupil function.

The physical meaning of the input pupil S⇥vec(Xpre) is a zero padding of the unrelated
area of the circular input pupil, since the outsize of the pupil has no intensity and does not
contribute the output pupil. This property is normal for the most application, which has a
finite input beam diameter. Regarding the output pupil, it is not necessary to be bounded
to the circular pupil with S, while for the consistency of measurement, it is applied without
loss of generality.

Based on this, a pupil function retrieve problem from a single pinhole �m measurement
is defined as

argmin
X

J1(Y (�m),H(�m),X), (7.16)

where

J1(Y (�m),H(�m),X) = kY (�m)- a(�m)S{H̄(�m)⌦H(�m)}ST Xk2. (7.17)

In practice this least square problem suffers from the numerically unstable to the small
perturbation [217]. This numerical instability can be reduced by applying a regularization
method as

J1,reg(Y (�m),X ,H(�m),�T ) = kY (�m)- a(�m)S{H̄(�m)⌦H(�m)}ST Xk2

+ �T kXkp, (7.18)

where �T is a regularization parameter [217]. When p = 2, the problem is defined as
Tikhonov regularization. The truncation of the singular value decomposition (TSVD) can
be also considered with (7.17). Including TSVD and Tikhonov regularization, a number of
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regularization approaches are available with open-source solvers [224, 225].
Since the pupil function retrieval problem with the a square pinhole results in 1-D least

square problem, it can be easily extended to the various problem settings. For example,
the pupil recovery problem of (7.16) can be simply extended to the pupil recovery prob-
lem with diversified pinhole sizes, �m, m = 1,2, · · · ,Nm, by stacking the Kernel matrix and
measurement serially as,

JD(Y,X ,H) = kY - HXk2. (7.19)

where

Y =

2

6

6

6

4

Y (�1)
Y (�2)

...
Y (�Nm)

3

7

7

7

5

, H =

2

6

6

6

4

a(�1)S{H̄(�1)⌦H(�1)}ST

a(�2)S{H̄(�2)⌦H(�2)}ST

...
a(�Nm)S{H̄(�Nm)⌦H(�Nm)}ST

3

7

7

7

5

. (7.20)

As the single pinhole approximation, regularization methods such as TSVD and Tikhonov
regularization can be also used to improve numerical stability of the calculation. By extend-
ing with multiple measurements with diversified pinhole sizes, less error can be expected
with the same maximum size of pinhole. In the simulation results, it is discussed while

7.4 Model Verification

7.4.1 Experimental Setup
Before proceeding on the simulation of the algorithm, the discretized pupil function model
with the square pinhole in (7.14) is verified by experimental results. Fig. 7.3 and Fig. 7.4
illustrate the schematics and photographs of the experimental setup for the wavefront sens-
ing through an adjustable square pinhole. The light source is a He-Ne laser (633 nm, 7 mW,
1125P, JDSU) with a polarizer for changing the intensity. L1 ( f =11 mm, A397TM-A, Thor-
labs, Newton, NJ, USA) and L2 ( f =60 mm, AC254-060-A-ML, Thorlabs) with a fixed
pinhole (10µm, Thorlabs) generates a clear Gaussian pupil at the aperture D1 and the aper-
ture generated truncated circular Gaussian profile. This beam is expanded to 23 mm to
non-polarizing beam splitter BS1(50% transmission and 50% reflection, BS013, Thorlabs)
by L3 ( f =200 mm, AC254-200-A-ML, Thorlabs) and L4 ( f =750 mm, AC508-750-A-ML,
Thorlabs). The beam splitter separated the beam into two for a 19 channel piezoelectric ac-
tuated deformable mirror PDM (30 mm 19 channel, Flexible Optical B.V.) and also allows
the flat reference mirror (broadband dielectric mirror,BB2-E02, 400-750 nm, Thorlabds),
which is only used for alignment and calibration of the optical system and wavefront sen-
sors. After the wavefront is modified by PDM, the beam is contracted by L5 ( f =200mm,
AC508-200-A-ML, Thorlabs) and L6 ( f =50 mm, AC254-050-A-ML, Thorlabs), 23 mm to
5.75 mm. Then the beam is split into two paths, DM calibration path and pupil measurement
through the pinhole ,by a non-polarization cube beam splitter BS2 (50% transmission and
50% reflection, BS013, Thorlabs).

For the calibration path, the beam is contracted by L7 ( f =300 mm, AC254-300-A-ML,
Thorlabs) and L8 ( f =150 mm, AC254-150-A-ML, Thorlabs) and its wavefront is measured
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Figure 7.3: Schematics of the experimental setup for the verification of the aberration model
with square pinhole (7.14).

by a Shack-Hartmann wavefront sensor SH-WFS2 (200 µm pitch f = 10mm orthogonal
grid lenslet array, APO-Q-P192-F3.17, UEye UI-2210SE CCD camera, Flexible Optical
B.V., Rijswijk, the Netherlands) that regulates the shape of deformable mirror during the
experiment.

In the pupil measurement path thorough the pinhole, the beam is focused on the ad-
justable square pinhole (20-600 µm, TCS MR2, a part of Leica SP2 confocal microscope,
Leica Microsystems) by L9 ( f =500 mm, AC254-500-A-ML, Thorlabs), which results in the
diameter of 1 AU as 134 µm. The adjustable pinhole module includes the stepper motor,
which is operated by a stepper driver (Stellaris Stepper Motor Reference Design Kit, Texas
Instruments, Dallas, TX, USA) and its developed Matlab software. The size of the pinhole
is controlled in offline control manner after the pinhole is calibrated by a digital microscope
(VHX-100, Keyence, Osaka, Japan) in advance. The initialization of the pinhole position
can be informed by an LED indicator connected to the photo-coupler in the pinhole module.
The spatially filtered beam after the pinhole are diverged to L10 ( f =400 mm, AC254-400-A-
ML, Thorlabs) and its phase is measured by Shack Hartmann wavefront sensor SH-WFS2
(Coolsnap HQ2 CCD Camera, Photometrics, Tucson, AZ, USA, with a lenslet array of
300 µm pitch f = 18 mm orthogonal grid, Flexible Optical B.V). The deformable mirror is
conjugated with both SH-WFS1 and SH-WFS2.

Experiments are designed to measure the wavefront variation by the pinhole size. SH-
WFS2 measures the phase variation after the square pinhole and the square pinhole changes
it size from 0.25 to 4 AU. For each pinhole size, 10 wavefront measurements of SH-WFS2
are taken and averaged for the analysis. During measurements, the DM is constantly con-
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Figure 7.4: Photographs of the experimental setup. Each color of lines represents the beam
with specific aberration, i.e. yellow lines are regarded without aberrations by
spatial filtering after the HeNe laser, orange lines are the aberrations induced
by deformable mirror, and cyan lines are for the spatially filtered aberrations
by adjustable square pinhole. The picture below shows the main path from
laser with deformable mirror, which lines to the two wavefront sensor paths: (a)
DM calibration path with SH-WFS1 and (b) pupil measurements path through
adjustable square pinhole by SH-WFS2.

trolled by SH-WFS2 to stably generate an arbitrary shape of the deformable mirror. The
measurement noise of each measurements is obtained by standard deviation of 10 measure-
ments with scaling by

p
10.

7.4.2 Experimental Results and Analysis

A simulation for Fig. 7.1 is designed and evaluated for comparing aberrations by experi-
ments. We assume a truncated Gaussian intensity aperture with � = 5.75 mm. For the sim-
ulation, the pupil functions at ⇠ and ⇢ are discretized by 62 µm, i.e. n = 95 and the image
plane is at r are discretized by 5 µm, 27⇥27) pixels for 1 AU. The simulation is performed
with 1024 ⇥ 1024 pixel. The simulation uses Fresnel approximation based on the Matlab
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Figure 7.5: Measured wavefronts and simulation results of two arbitrary aberrations.
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Figure 7.6: RMS wavefront error of the measured data (dotted black line with square marks)
and the model (blue solid line with o marks), and its difference (red solid line
with x marks). The measurement noise is given as green dotted line.

codes in [226]. The final input aberrations assumed with the measurement result with 4 AU
because it is the best measurement data with the maximum pinhole size and without for the
mismatch between SH-WFS1 and SH-WFS2. Reference of for SH-WFS1 and SH-WFS2
are taken with reference flat mirror. For the model verification phase is only considered and



120 7 Pupil Function Retrieval for Confocal WFS via Adjustable Square Pinhole

−1.5

−1

−0.5

0

0.5

1

1.5 

0

0.5

1

1.5

(a) Intensity (b) Phase
x

r
(μm)

y r(
μ

m
)

 

 

−500 0 500
−600

−400

−200

0

200

400

600

5

10

15

20

25

30

(c) Intensity at Pinhole

Figure 7.7: Input pupil function with aberrations and the image at the focus. Dotted ma-
genta squares at the image at the focus represent different sizes of the pinhole
(0.5, 1.0, and 1.5 AU).

compared with since the pupil intensity can be assumed as a truncated Gaussian after the
spatial filtering and the phase comparison could be enough for verifying the behavior of the
pinhole. In addition, the phase modification by the pinhole is of interest for the adaptive op-
tics development. For the complex pupil measurement and parameterization with intensity
profile, an additional techniques may be necessary [223], which is not covered in this thesis.

Fig. 7.5 shows the comparison between the simulation and experimental data for two
random aberrations, case 1 and case 2. As the pinhole size decreases, the amplitude of
the aberrations decreases and the feature in high order modes are blurred. The tendency of
the aberration change in Fig.7.5 is similar in both simulation and measurements. Fig. 7.9
shows RMS errors of the experimental measurements (dotted black line with square marks)
and simulation (blue solid line with o marks) of Case 2 and its RMS difference between
simulation and measurements (red solid line with x marks) for each pinhole size. The mean
noise floor of SH-WFS2 after the pinhole is also shown as well (green dotted line). For
larger pinhole size than 1 AU, total RMS error between simulation and the measurements
in Fig. 7.9(a) shows a good agreement about the measurement noise. The measurement and
simulation shows a better agreement without tip, tilt, and defocus of Fig. 7.9(b), since tip,
tilt, and defocus may caused by vibrations of the optical system. the difference of simulation
and experiments at 4 AU is not zeros since the 4 AU with simulation still blur and change
the aberrations. This verifies the model of (7.14) for the simulation results in the following
section.

7.5 Simulation Results

7.5.1 Pupil Function Retrieval via Single and Diversified Pinhole Sizes
The simulation study about the retrieval of the pupil function is discussed from the complex
pupil measurement with Gaussian random noise. The input pupil function has 5.75mm
diameter with an uniform intensity with only aberrations. The aberrations are chosen based
on the finite Zernike polynomials until Z15. Fig. 7.7 shows the input pupil function in
terms of intensity and phase and the intensity profile at the focal plane. The yellow squares
represent the square pinhole of 1 AU (135µm), 1.5 AU (205µm), and 2 AU (275 µm). The
phase wrapping is observed since the aberrations are over ⇡. The noise is assumed as an
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additive white Gaussian noise (AWGN) with zero mean and a standard deviation � = 0.01
in both real and imaginary sides. It shows that the output pupil function has a distortion in
both intensity and the phase at the same time.

Fig.7.8 illustrate the magnitude and the phase of the output pupil function after pinhole,
and retrieved pupil functions by the single measurement of 1.5 AU pinhole size, and diver-
sified pinhole size 0.5, 1, and 1.5 AU. and the error of pupil function compared to the input
pupil function in Fig 7.7. For the regularization, TSVD and Tikhonov regularization and the
regulation parameter � is selected from L-curve [217, 225]. In all case, TSVD and Tikhonov
regularization show the meaningful retrieval which recover the main features of peak and
troughs while Tikhonov shows the slight better representation than TSVD. Multiple mea-
surements with diversified pinhole sizes also show a better retrieval quality in Tikhonov
regularization retrieval. Table 7.1 shows RMS of the total error in complex value, magni-
tude error, and phase error of the output pupil after the finite size pinhole and the retrieved
pupil function from the pupil measurements of single or multiple pinhole sizes. It shows
that the improvement of the phase error is up to 46.4% while the magnitude and overall
error is only up to 26.3% and 25.5%. This shows that the propose retrieval methods shows
more significant correction in phase than magnitude.

RMS Err [rad] Output Pupil Retrieval Single Retrieval Multiple
0.5AU 1AU 1.5AU TSVD Tik. Reg. TSVD Tik. Reg.

Total 0.5341 0.4126 0.2797 0.1171 0.1108 0.0916 0.0852
Magnitude 0.3906 0.2993 0.2221 0.0775 0.0667 0.0647 0.0560

Phase 0.5308 0.3777 0.2214 0.0882 0.0902 0.0645 0.0641

Table 7.1: RMS error of the pupil function based on the total, magnitude only, and phase
only. It is shown that the proposed retrieval methods improve the RMS errors,
especially the phase.

7.5.2 Wavefront Measurement Improvement with Arbitrary Aberra-
tions

To verify the wavefront improvement by the proposed algorithm, random aberrations are
evaluated to improve the aberration measurement by a pinhole. Ten aberrations are ran-
domly generated based on the biological tissue measurements [196]. The aberrations are
scaled from 0.1 to 1 radian RMS Error, and the algorithms of (7.16) with Tikhonov regular-
ization are applied as the conditions in the previous section. Fig. 7.9 shows RMS total error
and RMS wavefront error of the output pupil function with each pinhole size and of the re-
tired pupil function by (7.16) as the RMS phase error of the input pupil function increases.
The results show that the algorithm improves the wavefront measurements from 1.5 AU to
nearly 3 AU, leading to a more accurate wavefront measurements with a confined optical
sectioning region.
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Figure 7.9: Retrieved RMS wavefront error from single (1.5 AU of the pinhole, cyan solid
line, standard deviation) and multiple measurements (0.5, 1.0, 1.5 AU of the
pinhole, blue solid line with standard deviation) and mean RMS wavefront er-
ror of each pinhole sizes (dotted lines with various color), according the RMS
wavefront error of input pupil function. (7.7).
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7.6 Conclusion
The pupil function retrieval techniques from the distorted output pupil functions after fo-
cusing into the finite size of square pinhole is studied in this chapter. Based on the model
of the square finite pinhole, which can be separated, 2-dimensional deconvolution problem
can be simplified into 1-D problem that a number of efficient solvers are available for. This
structure also allows an easy extension for pupil function retrieval from the multiple pupil
function measurements. The simulation results with noisy output pupil function measure-
ments verify that stable inversion techniques such as TSVD and Tikhonov regularization
provide the meaningful retrieval that recover the features of the pupil function. The pro-
posed retrieval techniques reduced the phase error induced by the pinhole, which allows
high accuracy of the confocal wavefront sensor with a high sectioning ability.



Chapter 8

Conclusions and
Recommendations

8.1 Conclusions

In this thesis, optomechatronics design and control are discussed for improving temporal
and spatial resolution of confocal laser scanning microscopy (CLSM). For the temporal res-
olution, iterative learning control has been investigated for fast and accurate scanning of the
galvanometer scanner (Chapter 2-3). For the spatial resolution improvement, the aberra-
tions in the CLSM, e.g. coverslip mismatch and specimen induced aberrations, are the main
targets to compensate for to improve imaging quality. Two main applications, automated
coverslip correction collar (Chapter 4) and adaptive optics (AO) system for CLSM (Chapter
5-6), have been developed to verify the concept of the image improvements by optomecha-
tronics design and control. As an extension of AO for CLSM, an algorithm for improving
confocal wavefront sensor is also discussed (Chapter 7).

To improve the imaging speed and precision of the galvanometer scanner in CLSM, iter-
ative learning control (ILC) has been proposed to achieve a high speed, linear, and accurate
bidirectional scanning. Based on two stable inversion methods, zero phase approximation
and time delay approximation, two model based ILCs are designed for enabling a wide con-
trol bandwidth over two resonance modes by the mirror and encoder. Experimental results
verify the benefits of ILCs, demonstrating up to 73 times smaller root mean square (RMS)
error than a conventional feedback controller.

For high rate ILC implementation, non-collocated sensing by the encoder hampers the
accuracy of the beam scanning, resulting in a tracking error of the actual beam position
although the encoder measurement matches the reference signal. For this non-collocated
sensing of the galvanometer scanner, a transformation-based ILC has been proposed to
achieve accurate image scanning. The proposed ILC has been extended from the con-
ventional ILC design by adding a reference transformation filter, which is obtained by the
transfer functions of the mirror and the encoder. Theoretical analysis show that the pro-
posed ILC can reduce the error of the actual beam scanning. Experimental results with the
proposed ILC show a better tracking accuracy as compared to previous ILC design solely
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with non-collocated encoder signal.
These ILCs demonstrate the potential of control algorithms to improve the speed and the

accuracy of the galvanometer scanner significantly, answering the main research question
1 with yes. However, transformation-based ILC has to be polished for the future research
since the residual harmonics are still observed.

To improve imaging quality of CLSM, three optomechatronics systems and their con-
trols are designed and evaluated. For spherical aberrations due to coverslip thickness mis-
match, an automated adjustment of the coverslip correction collar is proposed. The auto-
matic coverslip mismatch correction consists of a motorized correction collar and the model
based correction algorithms by the image quality measures such as the maximum intensity,
sharpness, and entropy to search for the best correction collar adjustment. The benefits of
the proposed automated correction are demonstrated with various coverslips with biological
specimens, keeping the improved resolution of the confocal microscope.

For the general aberrations, an adaptive optics (AO) system for a commercial CLSM
has been developed. The AO system consists of 19ch piezoelectric deformable mirror and
two Shack Hartmann wavefront sensor (SHWFS), associated with the excitation HeNe laser
and the fluorescence. The AO system also has an adjustable pinhole, which can be used for
the WFS referencing and the evaluation of the AO correction. Experimental results with
fluorescence beads through the biological specimen show that the developed AO system
and algorithms with the adjustable pinhole can improve the resolution, which proves the
feasibility of the AO development.

For the phase degradation of the finite size pinhole of confocal wavefront sensor, a pupil
function retrieval based on the adjustable square pinhole is proposed based on the stable
inversion techniques of regularization. The model is verified with an experimental results,
which support the formulation of the algorithm. Simulation results show that the input
pupil function can be partly retrieved from the output pupil functions, which improves 46
% RMS wavefront errors of the distorted pupil by the pinhole. The simulation with random
aberrations shows that the proposed algorithm can improve the wavefront measurements
with 1.5 AU pinhole up to the wavefront error of 3 AU of the pinhole, allowing to measure
the wavefront more accurately.

For the main research question 2, the result with automatized coverslip corrections
clearly shows the image quality improvement by compensating for spherical aberrations.
In AO development for the general aberrations, more complex with various modes, the im-
provement is vividly given mainly on axial resolution with a large pinhole, showing poten-
tials for correcting aberrations. However, there are still rooms for improvement concerning
PSF quality and more verification is necessary about the improvement with different pinhole
sizes. The algorithms for minimizing distortions in confocal wavefront sensor are verified
in the simulations while it is not in the experimental data yet. At these points, the main re-
search question 2 can be tentatively answered with yes considering potentials of the results
while further research is necessary to provide meaningful benefits to the users of CLSM.

8.2 Recommendations
As history of the science and engineering repeatedly shows, the development and analy-
sis dealt with in the thesis have some limitations, which can be improved and extended
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by researchers in future. For the, several unsolved issues and challenges that have to be
investigated further are described along the main developments in this thesis.

• ILC for Galvanometer Scanner: While ILCs showed its capabilities in tracking
error, the improvement of the CLSM imaging has not been tested yet. The proposed
ILC with a galvanometer scanner can be implemented for the commercial CLSM to
verify benefits in imaging. For the non-collocated sensing and transformation ILC
design, a robust design would be of interest to minimize the residual vibrations in the
active region.

• Automated Coverslip Correction Collar: The main challenge of this automatic cor-
rection is a sensing method of the aberration. In image based algorithms, less image
acquisition is desirable for reducing correction time and chances of photobleaching.
Other mean such as wavefront sensing can be an option for the fast correction as well.
In the meantime, an automatic compensation of the aberrations in general, including
non-spherical aberrations, is of interest in the scanning confocal microscopy by means
of adaptive optics. Since the aberration in deep imaging has a similar model with cov-
erslip mismatch problem, the analysis and algorithm in this results can be extended
to minimize the aberrations in the tissue imaging.

• Adaptive Optics for CLSM: The urgent work to be done for future AO development
is applying the other laser lines such as Ar laser, which are popular for the biologi-
cal study. HeNe laser is widely used in physics study while it is not much popular
in biological study and only a few kind of fluorephore are available. Based on the
additional laser line, the image improvements of the biological specimen can be eval-
uated by the proposed approach. For the fast calibration and compensation process
is also necessary for less photobleaching since the signal loss by photobleaching is
a serious problem for running AO for CLSM. Using the knowledge of the senseless
AO, a hybrid control scheme using both wavefront sensored AO and wavefront sen-
sorless AO can be an interesting topic for control engineers, which may provides fast
convergence and higher image quality after all.

• Pupil Function Retrieval via Pinhole Diversity The challenges of the applying the
proposed pupil functional retrieval are the sensing methods of the output pupil func-
tion. A new pupil function sensing method is desirable since the accuracy and its
resolution has to be improved for applying this algorithm. An analysis on the specific
sensors and noise characteristics are important for the complex pupil measurement
such as SHWFS to realize and evaluate the proposed method.
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Appendix A

Specimen Preparation Protocol
with Fluorescence Beads

To determine aberrations via fluorescence, which are introduced by cells or tissue, several
types of specimen with fluorescence beads have been developed. These protocol are pro-
vided with courtesy of Martin E. van Royen.

Fluorescent beads directly on glass

Several dilutions of fluorescent beads (FluoSpheres Carboxylate-Modified Microspheres,
0.2 µm, crimson fluorescent (625/645), 2% solid, Life Technologies, Carlbad, CA, USA)
are added to 1 ml Dulbecco‘s Phosphate Buffered Saline (DPBS) in a well of a Polystyrene
6 Wells Cell Culture Cluster (Corning B.V. Life Sciences, Schiphol-Rijk, Netherlands) that
contains a Ø24 mm coverglass (thinkness: 0.13 - 0.16 mm (#1.5) Menzer-Gläser/Menzel
Gerhard GmbH, Braunschweig, Germany). The beads are allowed to spread over the cover
glass for 30 minutes and embedded in Vectashield (Vector Laboratories, Inc. Burlingame,
US) and mounted to a glass microscope slide for imaging.

Fluorescent beads in a polyacrylamide gel (Fig. 1.4)

Fluorescent beads (FluoSpheres Carboxylate-Modified Microspheres, 0.2 µm, crimson flu-
orescent (625/645), 2% solid, Life Technologies, Carlbad, CA, USA) are rapidly mixed
with a 20% polyacrylamide gel and allowed to polymerize in a well of a 8 wells chambered
coverglass (Lab-TekTMChambered Coverglass, Thermo Scientific Inc., Waltham, MA, US).
Alternatively, custom made plastic spacers (⇠ 0.75 mm) with a round spacing in the center
are glued to a microscope slide to generate a well. The mix of fluorescent beads in polyacry-
lamide gel is poured in the generated well, covered with a Ø24 mm coverglass (thinkness:
0.13 - 0.16mm (#1.5) Menzer-Gläser / Menzel Gerhard GmbH, Braunschweig, Germany)
and allowed to polymerize.
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Fluorescent beads on a cell monolayer

Human hepatocellular carcinoma cells (Hep3B cells) are grown on Ø24 mm coverglasses
(thinkness: 0.13-0.16 mm (#1.5) Menzer-Gläser/Menzel Gerhard GmbH, Braunschweig,
Germany) for minimally 16 hours to a confluency of ⇠70% in Alfa Minimal Essential
Medium (↵MEM-Bio-Whittaker/Cambrex, Verviers, Belgium) supplemented with 2 mM
L-glutamine (Bio-Whitaker/Cambex), 100 U/ml Penicillin / 100 µg/ml Streptomycin (Bio-
Whitaker/Cambrex) and 5% triple 0.1 µM sterile filtered fetal bovine serum (HyClone,
South Logan, UT). Similarly as for fluorescent beads on glass, beads are spread over the
cell monolayer, allowed to adhere to the cells for 1 hour, after which the cells are fixed with
4% paraformaldehyde (PFA). After fixation the coverslip is embedded in Vectashield and
mounted to a glass microscope slide, as described above.

Fluorescent beads covering cellular spheroids (Fig. 6.6)

Human hepatocellular carcinoma cells (Hep3B cells) are grown in 25 cm2 cell culture flasks
with an ultra-low attachment surface to allow the growth of cells in spheroid formation.
After 2-7 days the culture with spheroids are centrifuged at 1000rpm and the pellet is re-
suspended in 500 µl ↵MEM culture medium and added to a glass coverslip with a 70%
confluent Hep3B cell monolayer (as above). The spheroids are allowed to attach to the
cells for maximally 2 hours. After 1 hour fluorescent beads are spread over the cells cov-
ering both the cell monolayer as well the attached cell spheroids. After attachment of cell
sheroids and fluorescent beads, the samples are fixed with 4% paraformaldehyde for 1-2
hours, washed with DPBS, embedded in Vectashield and mounted to microscope slide with
a (⇠ 0.75 mm) custom made spacer, as described above.

Absorption and emission spectra of fluorescence beads

Fig. A.1 shows an excitation and emission spectrum of red fluorescence beads (FluoSpheres
Carboxylate-Modified Microspheres, 0.2µm, crimson fluorescent (625/645), used in the ex-
periments.
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Figure A.1: Excitation and emission spectrum of FluoSpheres Carboxylate-Modified Micro-
spheres, 0.2 µm, crimson fluorescent (625/645) [227].





Appendix B

Nonlinearities of Piezoelectric
Deformable Mirror

Since the DM uses piezoelectric actuators, there are innate nonlinearities such as hysteresis
and creep during the manipulation of the DM. Hysteresis of PDM shows the generated
aberrations from the given input is not a function of the current input only, but also of the
previous input trajectory and the current mirror shape. As a result, the wavefront of the
PDM in open loop control, also known as feedforward control, usually have errors which is
not easy to compensate. Fig. B.1(a) shows a measurement of defocus of PDM by change
only the 1st piezoelectric actuator at the center of pupil. About 1 µm peak to peak defocus
error is observed by the overall 8 µm peak to peak defocus actuation. Regarding other 18
actuators on the concentric circles, similar hysteresis is expected which causes a wavefront
error during the open-loop control.
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Figure B.1: Nonlinearities of the piezoelectric deformable mirror via defocus measurements

Creep of the piezo actuator also results in wavefront correction error. Creep is a slow
drift of actuator without change of the input voltage, mainly caused by the remnant polar-
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izations in piezoelectric material. [228] The change of creep is known as a logarithmically
linear in time. Fig B.1(b) shows the change of defocus due to the creep of PDM, while a
closed loop control for flattening the PDM is being applied every 5 minutes. For 5 min-
utes, 0.2 µm peak to peak defocus changes due to the creep of PDM while its logarithmical
behavior in time clearly observed.

A simple way to reduce this hysteresis and creep is a closed loop control by monitoring
the displacement of actuator directly and applying the error correction promptly. In some
cases, however, this direct displacement measurement of the piezoelectric actuator is not
available and is usually expensive if available. A number of solutions for compensating
these nonlinearities of piezo actuators has been proposed such as a charge control [229, 230],
input trajectory shaping [231], nonlinear model inversion[232, 233]. Especially regarding
PDM, an hysteresis compensation algorithm based on an nonlinear inversion [99, 234, 235]
and degaussing [203] are reported.



Appendix C

Zernike Polynomials

Zernike Polynomials

Zernike polynomials are a smooth orthogonal basis set for the two dimensional circular
domain. For the circular aperture, the wavefront aberrations are usually approximated with
the finite set of Zernike modes [197, 236]. For polar coordinates (⇢,✓), ⇢ 2 [0,1] and ✓ 2
[0,2⇡], the Zernike polynomials can be defined as

Zm
n (⇢,✓) =

(

Nm
n R|m|

n (⇢)cosm✓ m � 0
-Nm

n R|m|(⇢
n sinm✓ m < 0

(C.1)

where n is the radial order, n = 0, 1, 2, · · · , m is the azimuth order m = 2k - n, i.e. m =
-n, -n + 2, -n + 4, · · · , n and

Nm
n =

s

2(n + 1
1 + �m=0

(C.2)
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Based on the orthogonality of the basis, the aberration can be represented by the weighted
sum of the Zernike polynomials as,

�(⇢,✓) = Â
n

Â
m

W m
n Zm

n (⇢,✓) (C.4)

where W m
n 2 R are weight of the Zernike Modes. These weights can be a reasonable finite

approximation of the phase of the 2D pupil function. By the orthonormality of Zernike
polynomials, the root mean square wavefront error can be defined as [197]

� =
r

Â
n

Â
m

W m
n . (C.5)
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Table C.1: Zernike polynomials until 15th mode

Name n m Zernike Mode
Piston 0 0 Z1 = 1

Tip/Tilt 1 1 Z2 = 2⇢cos✓

Z3 = 2⇢cos✓

Defocus 2 0 Z4 =
p

3(2⇢

2 - 1)

Astigmatism 2 2 Z5 =
p

6⇢

2 sin2✓

Z6 =
p

6⇢

2 cos2✓

Coma 3 1 Z7 =
p

8(3⇢

3 - 2r)sin✓

Z8 =
p

8(3⇢

3 - 2r)cos✓

Trepoly 3 3 Z9 =
p

8⇢

3 sin3✓

Z10 =
p

8⇢

3 cos3✓

Spherical 4 0 Z11 =
p

5(6⇢

4 - 6⇢

2 + 1)

Astigmatism (2nd) 4 2 Z12 =
p

10(10⇢

4 - 3⇢

2)sin2✓

Z13 =
p

10(10⇢

4 - 3⇢

2)cos2✓

Tetrapoly 4 4 Z14 =
p

10⇢

4 sin4✓

Z15 =
p

10⇢

4 cos4✓

In practice, Noll’s index, Zi, which starts from the lower order to the higher order of
radial order and azimuth order, is used instead of Zm

n [236, 237]. Table. C.1 shows the first
15th mode from piston.

General Pupil Representation by Zernike Polynomials
The pupil function, a complex function with both intensity and phase variations, can be
generally expressed with Zernike polynomials both real and imaginary part as

P(~⇠,W ) = e- jÂNz
i=1 WiZi(~⇠)

, (C.6)

where W = [W1 W2 · · · WNz ] are a complex coefficient vector associated with a Zernike
polynomials Z j where j  Nz is Noll’s index. The real part of the � j denotes the aberrations
in the pupil while the imaginary part represent the amplitude fluctuation of the pupil.



Glossary

List of symbols and notations
Below follows a list of the most frequently used symbols and notations in this thesis. Sym-
bols particular to power network applications are explained only in the relevant chapters.

x,y,z Lateral and axial position of image
r Angular position of coverslip correction ring
j

p
-1

J Performance index
✓i(t), ⇥i(s) Angle of ith inertia and its trenasfer function
J1, J2, J3 Inertia
kl ,k12,k13 Stiffness coefficients
bl ,b12,b13 Damping coefficients
x,y,u,e Vectors (scalar) of state, output, input, and error
s Centroid output of Shack Hartmann wavefront sensor
yre f Output tracking reference
ui

,yi
,yi

m,yi
c input and output at trial i

ei
,ei

m,ei
c error at trial i

w,v Disturbance to the input and measurement noise to output
B(z),A(z) Numerator and denominator of transfer function
s Complex frequency variable for Laplace transform
! frequency variable for Fourier transform
k Index of time
q Delay operator
z Complex frequency variable for Z transform
P,Pm,Pc Galvanometer model
H(q),H(z),H( j!) Reference transformation filter
L Learning filter
Q Q-filter
Ii, I f , Ixy, Light Intensity
 Wavenumber
f , f1, fc focus position
� a ratio between two media
⇣ Reflectance
� Radial coordinate
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I0, I1, I2 Diffraction integrals
n,n1,n2,n3 Refractive index
 Aberration function
B,C,E Influence, geometry, reconstruction matrices
K Control gain matrices
Pin, Pout A complex pupil function of input pupil and output pupil
P Fourier transform of the complex pupil function
~

⇠, ~r, ~⇢ 2D coordination of the pupil/focus/image plane
Y , Yd Measured vectorized output pupil function
X Vectorized input pupil function
Hi,k i-th and j-th element of matrix H
�m = [�x(m) �y(m)] m-th pinhole size
rect Rectangle function
sinc Sinc function
vec Matrix to vector operator
⌦ Kronecker product

List of abbreviations
The following abbreviations are used in this thesis:

3D Three Dimensional
AdPH Adjustable Pinhole
AFM Atomic Force Microscopy (AFM)
AO Adaptive Optics
AOD Acousto-Optic Deflectors
AR Androgen Receptor
AU Airy Unit
AWGN Additive White Gaussian Noise
CCD Charge Coupled Device
CLSM Confocal Laser Scanning Microscopy
CMR Convallaria Majalis Rhizome
DcM Dichroic Mirror
DM Deformable Mirror
FIR Finite Impulse Response
FWHM Full Width at Half Maximum
GF/MGF Gaussian Fitting / Mixed Gaussian Fitting
GFP/YFP/CFP Green/Yellow/Cyan Fluorescence Protein
GP Gold Particles
ILC Iterative Learning Control
LGS Laser Guide Star
LP Long Pass filter
MEFs Mouse Embryonic Fibroblasts
MFP Multi functional port
NA Numerical Aperture
NSOM/SNOM Near-field scanning optical microscopy
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PALM Photoactivated Localization Microscopy
PD Proportional-Derivative
PDM Piezoelectric Deformable Mirror
PH Pinhole
PMT Photomultiplier Tube
PSD Position Sensitive Detector
PSF Point Spread Function
QE quantum efficiency
RC Repetitive Control
RMS Root Mean Square
SHWFS Shack Hartmann Wavefront Sensor
SIM Structured Illumination Microscopy
SISO Single Input Single Output
SNR Signal to Noise Ratio
SP Short Pass filter
SPM Scanning Probe Microscopy
STD Standard Deviation
STED Stimulated Emission Depletion
STORM Stochastic Optical Reconstruction Microscopy
SVD Singular Value Decomposition
TIRF total internal reflection fluorescence
TLD/RLD Transmission Light Detector / Reflection Light Detector
TSVD Truncated SVD
WF Wavefront
WFS Wavefront Sensor





Summary

Optomechatronics Design and Control
for Confocal Laser Scanning Microscopy

Han Woong Yoo

Confocal laser scanning microscopy (CLSM) is considered as one of the major advance-
ments in microscopy in the last century and is widely accepted as a 3D fluorescence imaging
tool for biological studies. For the emerging biological questions CLSM requires fast imag-
ing to detect rapid biological processes and aberration-corrected imaging to localize the
targeted biomolecule precisely through optical disturbances by specimen. In this thesis,
optomechatronics design and control are discussed for improving this temporal and spatial
resolution of CLSM to respond the needs in biological research.

To improve temporal resolution of CLSM imaging, the scanning speed has to be im-
proved. For galvanometer scanners as the most popular scanner of commercial CLSM,
iterative learning control (ILC) is proposed to achieve a high speed, linear, and accurate
bidirectional scanning control. Two stable inversion methods of zero phase shifts and phase
fitting by input delays are used for designing stable ILCs enabling a wide control bandwidth.
Experimental results verify the benefits of ILCs allowing a faster scanning over 2000 lines
per second with high accuracy without a phase lag and a gain mismatch, achieving up to a
73 times smaller root mean square (RMS) error than a conventional feedback controller.

Although the encoder measurements follow the reference signal by the developed ILC,
actual beam trajectories can have errors at high scanning rates due to non-collocation sens-
ing by the encoder. A transformation-based iterative learning control is proposed to improve
the accuracy of fast beam scanning with the non-collocated galvanometer scanner. The pro-
posed ILC is extended from the previous ILC design by adding a reference transformation
filter, which is based on the transfer functions between the mirror and the encoder. An error
analysis in theory shows that the proposed ILC can reduce the error of the actual mirror an-
gle, especially for the image scanning applications. Experimental results with the proposed
transformation based ILC show up to 7.5 times better beam accuracy as compared to the
previous ILC.

To improve spatial resolution in CLSM, the spherical aberrations induced by coverslip
thickness mismatch have to be corrected. An automated adjustment of the coverslip correc-
tion collar is proposed to compensate for the spherical aberrations by means of motorization
of the collar with a correction algorithms. An axial image model is derived to suppress noise
of the measured axial image and to analyze of the influence of the spherical aberrations by
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the coverslip thickness mismatch. To search for the best correction collar adjustment, ax-
ial scans of the coverslip reflection are recorded, processed, and evaluated by correction
quality measures such as the maximum intensity, sharpness, and entropy. The benefits of
the proposed automated correction are demonstrated with various coverslips with biolog-
ical specimens. The Imaging examples illustrate the improved resolution with sharp and
accurate multicolor images of the confocal microscope.

For the general aberration correction in the deep tissue imaging, an adaptive optics (AO)
is developed for the commercial CLSM to verify its concept. The AO system consists of a
piezoelectric deformable mirror and a Shack Hartmann wavefront sensor (SH-WFS), which
measures the wavefront of the fluorescence from the specimen. The wavefront sensor is
equipped with an adjustable pinhole for confocal wavefront sensing (CWFS) to confine the
optical thickness of wavefront measurements. Using the adjustable pinhole, a referencing
method of the SH-WFS and the evaluation of the AO correction quality, pinhole intensity
ratio, are proposed. Experimental results with fluorescence beads on the coverslip and 40µm
deep in a sphere cell cluster show that the developed AO system and proposed algorithms
with adjustable pinhole can improve the measured full width at half maximum (FWHM).
The proposed pinhole intensity ratio using the adjustable pinhole can also show the im-
provement of imaging quality by the proposed AO.

For CWFS, a small pinhole is desirable for rejecting out-of-focus light while it can
degrade the wavefront measurement qualities. A wavefront reconstruction technique is pro-
posed to recover the degraded phase information by the finite size of pinhole. The aberra-
tion modification by the pinhole can be modeled as a 2D convolution of the pupil function
in complex domain, i.e. phase and intensity of the beam. Based on the Fresnel approxima-
tion, the 2D deconvolution problem can be simplified to the 1D deconvolution, which also
allows retrieval from multiple measurements by diversified pinhole sizes. With the verified
model by experimental results, the simulation results of various pinhole sizes show that the
distortion of the output pupil functions by the finite pinhole can be recovered by the pro-
posed retrieval technique, reducing the RMS phase error up to 46 %. The proposed retrieval
technique is evaluated for arbitrary aberrations generated from statistics of the wavefront
measurements of a biological specimen. Simulation results show that about the wavefront
errors level with 3 airy unit (AU) can be achieved by the recovery algorithm and the pupil
measurement with 1.5 AU pinhole, allowing an accurate wavefront sensing with higher op-
tical sectioning ability.



Samenvatting

Optomechatronics ontwerp en controle
voor confocale laser scanning microscopie

Han Woong Yoo

Confocale laser scanning microscopie (CLSM) wordt gezien als een van de grootste
vooruitgangen in microscopie van de afgelopen eeuw, en wordt breed geaccepteerd als een
3D-fluorescentie-beeldvormingstechniek voor biologische studies. Voor de opkomende bi-
ologische vraagstukken is snelle beeldvorming met CLSM nodig om snelle biologische pro-
cessen te kunnen waarnemen.Daarnaast is aberratie-gecorrigeerde beeldvorming nodig om
biomoleculen precies te kunnen lokaliseren in optische verstoringen van het monster. Dit
proefschrift behandelt het opto-mechatronisch ontwerp en de regeltechniek voor het verbe-
teren van de temporele en spati ele resolutie van CLSM, om aan de vragen van biologisch
onderzoek te voldoen.

Om de temporele resolutie van CLSM te verbeteren moet de scansnelheid worden ver-
hoogd. De meeste commerci ele CLSM systemen gebruiken galvanometers voor het scan-
nen. Voor deze systemen is een iteratief lerende regelstrategie (ILC) voorgesteld om een
snelle, lineaire en nauwkeurige scanregeling te verkrijgen in twee richtingen. Twee sta-
biele inversiemethoden zijn gebruikt om een stabiele ILC te verkrijgen met grote regel-
bandbreedte, gebaseerd op nul fase verschuiving en het plaatsen van ingangsvertragingen.
Experimentele resultaten bevestigen de voordelen van ILC door een snellere scanbeweging
van meer dan 2000 lijnen per seconde op hoge nauwkeurigheid zonder faseachterstand of
versterkingsfouten. De kwadratisch gemiddelde van de servofout is 73 keer lager dan in
geval van een conventionele terugkoppelregelaar.

Hoewel bij ILC de positiesensormetingen het referentiesignaal volgen, kan bij hoge
snelheden het werkelijke traject van de bundel fouten bevatten door het niet juist samen-
vallen van het sensorsignaal met de positie van ontkoppelde massa’s. Een transformatie-
gebaseerde ILC-methode is voorgesteld om de nauwkeurigheid te verbeteren van snelle
bundelscans met galvanometers waarbij de spiegelposities niet direct samenvallen met de
sensorposities. De voorgestelde ILC-methode is uitgebreid met een referentietransforma-
tiefilter, gebaseerd op een overdrachtsfunctie tussen de spiegel en de positiesensor. Een
theoretische foutenanalyse laat zien dat de voorgestelde ILC-methode de hoekfouten van de
spiegel kan reduceren, vooral voor de beeldscantoepassingen. Experimentele resultaten met
de voorgestelde transformatiegebaseerde ILC- methode laten een verbeterde bundelnauw-
keurigheid zien van 7,5 keer ten opzichte van de eerdere ILC-methode.
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Om de spati ele resolutie van CLSM te verbeteren zijn de sferische aberraties die voort-
komen uit de diktevariaties van het dekglaasje gecorrigeerd. Een geautomatiseerde ver-
stelling van de dekglascorrectiekraag is voorgesteld om te compenseren voor de sferische
aberraties met behulp van een gemotoriseerde kraag en een correctie-algoritme. Een axi-
aal beeldmodel is afgeleid om de ruis te onderdrukken in het gemeten axiale beeld en om
te analyseren wat de invloed is van sferische aberraties als gevolg van foutieve diktes van
het dekglaasje. Om de juiste correctiekraaginstelling te vinden worden de reflecties van het
dekglaasje opgenomen, verwerkt en ge evalueerd op basis van maximumintensiteit, scherpte
en entropie. De voordelen van de voorgestelde automatische correctie zijn gedemonstreerd
met verschillende dekglaasjes en monsters waarbij verbeterde meerkleuren afbeeldingen
zijn verkregen met de confocale microscoop, met hogere resolutie en nauwkeurigheid.

Voor de algehele aberratie correctie in de beeldvorming van diep weefsel is adaptieve op-
tiek (AO) ontwikkeld voor de commerci ele CLSM ter verificatie van het concept. Het AO
systeem bevat een piezo-elektrische deformeerbare spiegel en een Shack-Hartmann golf-
front sensor (SH-WFS), die is geassocieerd met de fluorescentie van het monster. Het
AO systeem is uitgerust met een verstelbaar naaldgat voor de confocale golffront sensor
(CWFS) om de optische dikte van de golffrontmetingen af te bakenen. Op basis van het
verstelbare naaldgat is een referentie methode van de SH-WFS voorgesteld en een evaluatie
van de AO correctie kwaliteit, ofwel de naaldgat intensiteit ratio. Experimentele resultaten
met fluorescentie kralen op het dekglaasje en 40 µm diep in een bol cel cluster, laten zien dat
het ontwikkelde AO systeem en de voorgestelde algoritmen met verstelbare naaldgat de ge-
meten halfwaardebreedte kunnen verbeteren. Het voorgestelde naaldgat intensiteitsratio op
basis van het verstelbare naaldgat kan ook de verbetering van de beeldkwaliteit weergeven
van het AO systeem.

Voor de CWFS is een klein naaldgat wenselijk om uit-focus licht te onderdrukken, hoe-
wel dit de kwaliteit van de golffrontmeting kan verstoren. Een golffront reconstructie tech-
niek is voorgesteld om de fase informatie te herstellen die gedegradeerd wordt door de
eindige grootte van het naaldgat. De aberratie-verandering door het naaldgat kan gemodel-
leerd worden als een 2D convolutie van de pupilfunctie in het complexe domein, of wel
de fase en intensiteit van de bundel. Op basis van een Fresnel benadering kan het 2D de-
convolutie probleem worden vereenvoudigd tot een 1D deconvolutie probleem, wat ook het
terugwinnen van meerdere metingen door vari erende naaldgatgroottes mogelijk maakt. Op
basis van het experimenteel geverifieerde model laten simulaties van verschillende naald-
gatgroottes zien dat de verstoring van de uitgangspupilfuncties door het eindige naaldgat
gereconstrueerd kunnen worden met de voorgestelde hersteltechniek, met een reductie van
de RMS golffrontfout tot 46%. De voorgestelde terugwintechniek is ge evalueerd met ar-
bitraire aberraties gebaseerd op een model van biologische monsters en geeft een meetfout
van 3 arbitraire eenheden (AU) bij het kleinere naaldgat van 1.5 AU, wat een nauwkeurige
golffront meting toestaat met hogere optische doorsnede mogelijkheden.
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