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ABSTRACT
Slip lengths reported from molecular dynamics (MD) simulations of water flow in graphene nanochannels show significant scatter in the
literature. These discrepancies are in part due to the used water models. We demonstrate self-consistent comparisons of slip characteristics
between the SPC, SPC/E, SPC/Fw, TIP3P, TIP4P, and TIP4P/2005 water models. The slip lengths are inferred using an analytical model that
employs the shear viscosity of water and channel average velocities obtained from nonequilibrium MD simulations. First, viscosities for each
water model are quantified using MD simulations of counterflowing, force-driven flows in periodic domains in the absence of physical walls.
While the TIP4P/2005 model predicts water viscosity at the specified thermodynamic state with 1.7% error, the predictions of SPC/Fw and
SPC/E models exhibit 13.9% and 23.1% deviations, respectively. Water viscosities obtained from SPC, TIP4P, and TIP3P models show larger
deviations. Next, force-driven water flows in rigid (cold) and thermally vibrating (thermal) graphene nanochannels are simulated, resulting
in pluglike velocity profiles. Large differences in the flow velocities are observed depending on the used water model and to a lesser extent on
the choice of rigid vs thermal walls. Depending on the water model, the slip length of water on cold graphene walls varied between 34.2 nm
and 62.9 nm, while the slip lengths of water on thermal graphene walls varied in the range of 38.1 nm–84.3 nm.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5123713., s

I. INTRODUCTION

Liquid transport in nanoscale confinements is of great impor-
tance in various applications, ranging from drug delivery1 to water
desalination2–5 and biosensing.6 As the size of a conduit decreases
down to the nanoscale, interfacial phenomena between liquid
molecules and wall atoms become prominent, which leads to devi-
ations from classical no-slip boundary conditions.7 For hydropho-
bic surfaces, a finite slip velocity is observed at the interface. This
slippage typically is quantified by a slip length, which is the extrapo-
lated distance to the wall at which the tangential velocity component
vanishes. Although recent advances in nanofabrication techniques
allow the utilization of nanometer-sized channels for nanofluidic
applications,8–10 accurate slip length measurements are still exper-
imentally challenging and expensive.11 Alternatively, atomistic sim-
ulations can be employed to predict slip lengths at lower cost.
Various molecular dynamics (MD) studies in the literature have
focused on determining slip lengths of deionized water in graphene

nanochannels.12–17 Reported slip lengths in these MD-based stud-
ies are scattered in the range of 10 nm–100 nm. These variations
are caused by several differences between the simulation models in
these studies. Perhaps the most important difference is the intrinsic
interaction parameters between the water models.

Hundreds of water models have been proposed in the liter-
ature, varying in interaction parameters, the number of charged
sites, polarizability, and their cold or flexible structure.18 These vari-
ables can significantly influence the resulting microstructure and
dynamics simulated water flows. For example, it was shown that
hydrogen bond formation is highly dependent on the water model.19

TIP4P/2005 was found to exhibit stronger hydrogen bonding net-
works than SPC, SPC/E, and TIP4P. Stronger hydrogen bonding
networks are associated with a higher viscosity of water. Differ-
ences between the properties of water models also affect transport
in nanochannels, where velocity profiles can show different magni-
tudes and shapes with distinct slip velocities at the solid-liquid inter-
face. The main objective of this study is to investigate the influence
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of water models on the prediction of water slip length in nanoscale
confinements. Another goal of the present study is to understand
the role of wall’s thermal vibrations on the slip length of water
in nanochannels. We perform nonequilibrium MD simulations of
some of the most widely used water models, including SPC, SPC/E,
SPC/Fw, TIP3P, TIP4P, and TIP4P/2005, in graphene nanochan-
nels. To the best of our knowledge, this is the first systematical
study focusing on the slip behavior of different water models in
nanochannels.

This study further distinguishes itself in providing a metic-
ulous viscosity characterization, which is mandatorily required in
calculating slip lengths. Viscosity can be calculated from MD sim-
ulations using various methods, such as the Green-Kubo formal-
ism,20–23 Couette shear flow simulations,23–26 periodic perturbation
method,24,27 Stokes-Einstein relation,28,29 transient-time correlation
function,30 and reverse nonequilibrium method,31,32 each with their
strengths and limitations. Backer et al. presented an alternative
approach that is based on counterflowing Poiseuille flows without
the use of explicit boundaries.33 This approach is more favorable
in terms of providing high accuracy, good statistics, ease of imple-
mentation, and a relatively short convergence time.33,34 This latter
method will be used here.

In this study, we take the following steps:

1. We will first carry out force-driven simulations of a periodic
domain in the absence of any explicit walls to accurately deter-
mine the shear viscosity for each water model at a known
thermodynamic state.

2. Next, force-driven flow simulations are carried out to obtain
velocity profiles in cold and thermal nanochannels that are
large enough to avoid size effects on viscosity and density.

3. Using the obtained viscosities and velocity profiles, slip lengths
are calculated for the six water models considered here.

The remainder of this paper is structured as follows: Section II elab-
orates on the theory behind slip length calculation. In Sec. III, the
details of the molecular dynamics simulation are explained. Then,
the results of periodic domain and nanochannel simulations are
presented and discussed.

II. THEORETICAL BACKGROUND
In this study, we simulate force-driven water flow in graphene-

based planar nanochannels with different water models, as illus-
trated in Fig. 1. In order to theoretically assess liquid transport in
nanochannels, we use the well-known principles of continuum fluid
theory. The Navier-Stokes equation in the streamwise direction for
a steady, incompressible, fully developed, force-driven Newtonian
fluid flow between two parallel plates reduces to

d2u
dz2 = −

f
μ

, (1)

where u(z) is the velocity field, μ is the viscosity of the liquid, and f is
the applied body force in the streamwise (x) direction. Navier-type
slip condition is employed at the liquid-solid interfaces (z = 0 and
z = h), given by

ul − uw = βdudn , (2)

FIG. 1. Simulation domain and utilized water models.

where n is the outward normal into the liquid, β is the slip length, ul
is the liquid velocity, and uw is the wall velocity. Assuming a constant
slip length on both walls and assuming symmetry about the chan-
nel center, the water velocity profile between parallel plates with a
separation distance of h is given by

u(z) = f h2

2μ
(−( z

h
)

2
+ ( z

h
)) +

fhβ
2μ

. (3)

The first term on the right-hand side of Eq. (3) is a measure for the
curvature of the velocity profile, while the second term is the shift of
the velocity profile due to slip between the fluid and the wall.35 The
latter term drops out in fully periodic simulations without physical
walls. The fluid viscosity and slip length can be conveniently deter-
mined by fitting simulated velocity profiles to Eq. (3). However, the
viscosity may be difficult to accurately determine from nanochannel
systems, in which the bulk region can be small, and in the presence
of hydrophobic interfaces, for which the variation in velocity can be
much smaller than the slip velocity. Alternatively, we will calculate
viscosity from homogeneous liquid simulations.

For nanochannel flows, a channel-height normalized slip
length (β∗ = β/h) is important for determining the shape of the
velocity profile, where the focal length (distance between the ver-
tex and focus) of the parabolic curve increases with increased β∗.
The parabolic profile gradually becomes more flattened until “plug-
like” velocity profiles are ultimately obtained.36 To calculate the slip
length for pluglike velocity profiles, we relate the conservation of
linear momentum with the constitutive equation of shear stress for
Newtonian fluids and the Navier-type slip given in Eq. (2).36,37 Wall
shear (τw) is balanced with the total body force applied on water
molecules based on conservation of linear momentum in the flow
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direction as τw = fh
2 . This is then combined with the constitutive

equation of τw = μ du
dz and the slip equation as us = β du

dz . Here, the
average channel velocities within an effective channel height (he = h
− 2L0) was used by introducing a slip plane on the first water density
peak, where LO is the distance of the first density peak relative to the
wall center.36 The slip length is given by

β = 2μus
fehe

≅ 2μū
fehe

, (4)

where us and ū are the slip velocity and channel average velocity,
respectively. The slip velocity is assumed to be equal to the average
velocity for pluglike flows. For parabolic velocity profiles with finite
slip length defined in Eq. (3), the above approximation of us ≅ ū
results in an error of 1/[1 + 6(β/he)], which becomes less than 2%
for β/he > 9. In Eq. (4), the slip length (β) associated with the slip
plane is related to that on the channel wall (βW) by β = βW + LO.36

In this study, slip plane is defined at the first density peak because
the liquid density near a surface reaches zero at the center of the first
layer of wall molecules, and a typical gap of one molecular diameter
(∼σ) exists between the liquid slip plane and wall center plane. This is
because liquid molecules cannot get any closer to the wall molecules
due to their finite sizes. This physical gap is often comparable with
the nanochannel dimensions.38 It should be noted that the definition
of the slip plane is versatile, ranging from the actual wall location to
the first adsorption layer or at the Gibbs dividing plane as imple-
mented in earlier works.39–45 In a very recent study, a nontraditional
approach was used to identify the hydrodynamic wall position using
the shear stress on the wall obtained from a single Poiseuille flow
simulations.46

III. MD SIMULATION SETTINGS
Six different water models are compared in this study. Rigid

SPC, SPC/E, TIP3P, TIP4P, TIP4P/2005 models, and flexible
SPC/Fw model are used. SPC type water models are three-site mod-
els providing simplicity and low computational.47 TIP3P is also a
three-site rigid water model that was developed to improve the
energy and density representation of liquid water.48 TIP4P and
TIP4P/2005 are rigid four-site water models. The interaction param-
eters corresponding to these water models including well depth
(εOO) and molecular diameter (σOO) between oxygen atoms are given
in Table I.

The intermolecular interactions between all atomic species
including van der Waals and electrostatic interactions were

described using Lennard-Jones (LJ) and long-range Coulomb poten-
tials as follows:

Vintermolecular(rij) = 4εij
⎡⎢⎢⎢⎢⎣
(σij
rij
)

12

− (σij
rij
)

6⎤⎥⎥⎥⎥⎦
+

1
4πε0

qiqj
rij

, (5)

where εij and σij are the well depth and molecular diameter, respec-
tively, ε0 is the dielectric constant for vacuum, qi(j) are the partial
charges, and rij is the distance between two atoms or charged sites. In
Table I, εOO and σOO, respectively, refer to the well depth and molec-
ular diameter for interacting oxygen atoms, while θ is the H–O–H
angle and lB is the O–H bond length. Four-site water models include
a negatively charged, massless dummy atom along the bisector of the
H–O–H angle separated from oxygen with a distance of lOm. Fur-
thermore, qH and qO are partial charges of hydrogen and oxygen
atoms, respectively. In this study, a cutoff distance of 1 nm was used
for all LJ and Coulomb potentials. The long-range electrostatic inter-
actions were calculated using particle-particle-particle mesh (P3M)
method with a root-mean-accuracy of 10−5. For the flexible SPC/Fw
model, harmonic bond stretching and bond angle vibration terms
are included in the potential energy as follows:

Vintramolecular = 1
2
Kr(r − r0)2 +

1
2
Kθ(θ − θ0)2, (6)

where r0 and θ0 are equilibrium bond length and bending angle,
respectively, and Kr and Kθ are the stretching and bending force
constants of 4431.5 kJ/mol and 317.6 kJ/mol, respectively.52 In the
rigid models, only intermolecular interactions are taken into con-
sideration.52 SHAKE algorithm was used to keep bond lengths and
angles constant in the rigid water models.54

Figure 1 shows the simulation setup for the force-driven water
flow through graphene nanochannels. The dimensions of the sim-
ulation domain are 3.69 nm and 3.81 nm in x- and y-directions,
respectively. The channel height is 4.08 nm. The selection of the
channel height is crucial because it must be large enough to avoid
scale effect on viscosity. For liquids confined in channels narrower
than 2–2.5 nm, liquid molecules can exhibit discrete molecular
transport and the assumptions based on classical constitutive equa-
tions like Newton’s law of viscosity might break down. Therefore,
the local thermodynamic equilibrium and the description of macro-
scopic bulk properties of liquids, such as density and viscosity,
become inaccurate at this scale. For example, Qiao and Aluru55

showed in electro-osmotic flow simulations that a local constitu-
tive relationship between shear stress and strain rate is not valid for
channels smaller than 2 nm. A similar assessment on the ambiguity

TABLE I. Interaction parameters of the water models included in this study.

Water model σOO (Å) εOO (kJ/mol) qH (e) qO (e) θ (deg) lB (Å) lOm (Å)

TIP3P48 3.1506 0.6364 0.4170 −0.8340 104.52 0.9572 N/A
TIP4P/200549 3.1589 0.7749 0.5564 −1.1128 104.52 0.9572 0.1546
TIP4P50 3.1537 0.6485 0.5200 −1.0400 104.52 0.9572 0.1500
SPC51 3.1656 0.6503 0.4100 −0.8200 109.47 1.0000 N/A
SPC/Fw52 3.1656 0.6503 0.4100 −0.8200 113.24 1.0120 N/A
SPC/E53 3.1656 0.6503 0.4238 −0.8476 109.47 1.0000 N/A
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of local viscosity was also indicated by an earlier study by Travis
et al.56 In this study, we used both rigid and thermal walls to explore
the effect of thermal wall motion on the slip length. Thermostat-
ing walls can affect the interfacial water structure and dynamics of
liquids in nanochannels.38,57–59 It was reported that the flow rate of
liquid methane in thermally vibrating graphene channels increased
by 20% when compared with the results of cold walls.57 In addition,
Sam et al.60 showed that the flow of SPC/E water in thermally vibrat-
ing carbon nanotubes is 12%–20% larger than the flow through cold
carbon nanotubes. Accordingly, slip lengths are found to be propor-
tionally larger for thermal channel walls.16,57 In the present study, the
rigid (cold) walls composed of four A-B-A stacked graphene layers
with a distance of 0.34 nm between the adjacent layers.61 To obtain
a rigid wall model, the wall atoms were fixed at their initial posi-
tions.17,36,37 For thermally vibrating walls, we used four graphene
layers, where the inner three graphene layers were thermostated
using an NVT ensemble, while the most outer layers were fixed at
their original positions. Periodic boundary conditions were applied
in x- and y-directions, while the z-direction is bounded by the chan-
nel walls. To account for electrostatic interactions in the bound
z-direction, we employed a correction term to the standard Ewald
algorithm, which was proposed by Yeh and Berkowitz.62 Interaction
parameters between wall atoms and water molecules were based on
the earlier parameterization of experimental water/graphene contact
angle measurements.63 To recover a macroscopic contact angle of
86○, the well-depth parameter between carbon and oxygen atoms
was systematically calibrated using the linear relation between the
interaction energy and MD-predicted contact angles for droplets
consisting of different number of molecules. Note that this linear
relationship was required because of computational limitations in
MD simulations, which make direct reproduction of the experimen-
tally large water droplets impossible to simulate. However, wettabil-
ity on a graphitic substrate is still controversial since experimental
measurements showed large variations in the range of 30○–127○.64–75

These large variations are possibly due to the effects of relative
humidity, surface contaminations, utilized methods, or the number
of graphene layers.64,67,71 The present study contains three graphene
layers for cold walls and four graphene layers for thermal walls. The
additional layers exhibit a negligible effect on the wettability because
they are beyond the wall potential cutoff distance. The velocities of
the water molecules in the system were initialized by a Gaussian
distribution at 300 K. The number of water molecules in the sim-
ulation domain was 1862 for TIP4P/2005. For other water models,
this number was changed by a maximum of 3 molecules to achieve
the desired bulk density (997 kg/m3) at the channel center. We first
thermally equilibrated each system in a canonical (NVT) ensemble
before applying any external force. Each system was equilibrated for
2 ns using a time step of 1 fs. Next, flow was induced by apply-
ing a constant body force to the water molecules in the x-direction.
Temperature was kept constant using the Nosé-Hoover thermostat
applied only to the degrees of freedom perpendicular to the flow
direction. For flow cases, the characteristic time scale for momen-
tum diffusion is determined as td ≈ h2

v
, where ν is the kinematic

viscosity and h is the channel height.36 This gives an estimate for
time required for flow to reach a steady state. We initially ran for
2 ns, which is equivalent to 12.5td. An additional 30 ns was then run
for data collection and statistical averaging. The domain was divided

into 1200 bins in the z-direction. All simulations were performed
using Large-Scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) package.76

IV. RESULTS AND DISCUSSIONS
A. Viscosity calculation

Calculating the slip length of water in hydrophobic nanochan-
nels using Eq. (4) requires knowledge of the viscosity of the fluid.
To predict the viscosity of different water models, we simulated
counterflows in a domain without any explicit boundaries.33 In this
method, we divided the simulation box into two identical subdo-
mains, with both subdomains being subjected to equal body forces
in opposite directions (Fig. 2). The flow was obtained by externally
applied force to the center of each atom in a water molecule in the
x-direction. The magnitude of the external force on each atom was
set based on the atomic masses of oxygen and hydrogen to achieve a
constant acceleration. The applied force for periodic water domain
simulation was 1.5 × 10−4 eV/Å independent of the water model.
These counteracting forces constrain the liquid as if there are ficti-
tious solid boundaries, creating parabolic velocity profiles with no-
slip at the domain center and edges without inhomogeneous fluid
density. To calculate the viscosities, the following procedure is used.
First, MD-predicted velocity profiles of each subdomain of the peri-
odic box are fitted to a second-order polynomial equation in the
form of u(z) = Az2 + Bz + C. Then, the A and B coefficients are com-
pared with the analytical solution of Poiseuille flow between planar
plates considering no-slip boundary conditions (β = 0) given by the
following equation:35

u(z) = f h2

2μ
(−( z

h
)

2
+ ( z

h
)). (7)

Viscosities are obtained by using the following relations:

μ = − f
2A

and μ = − fh
2B

. (8)

Using this fitting method, one can calculate four different vis-
cosity values.35 Based on the two parabolic velocity profiles of

FIG. 2. Velocity profiles of counterforce driven water flow.
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counteracting flows, μ1 and μ2 are obtained using coefficients of A,
whereas μ3 and μ4 are calculated using coefficients of B. Then, their
mean value is compared with the experimental viscosity of water
(μexp = 853 μPa s at T = 300 K and ρ = 997 kg/m3).

Figure 2 shows the velocity profiles of counteracting flows sim-
ulated with the six different water models in a periodic domain
(2h = 9.52 nm). Simulated systems are large enough so that viscos-
ity calculations do not suffer from any size dependence.24,35 Each
velocity profile has a parabolic shape but a different magnitude. The
magnitude of the velocity profiles shows an increasing trend with the
use of TIP4P/2005, SPC/Fw, SPC/E, TIP4P, SPC, and TIP3P water
models, respectively. For example, considering the magnitude of the
average velocities in the left and right domains as given in Fig. 2,
the velocity for TIP3P is approximately 2.6 times greater than that
for TIP4P/2005 under the same applied force. Average velocities
are related to computed viscosities of the associated water models
as listed in Table II. Among all water models, TIP4P/2005 has the
highest viscosity with an average value of 838.8 μPa s. It presents
the best performance in capturing experimental viscosity of water at
300 K with 1.7% deviation. This good viscosity reproduction of the
TIP4P/2005 water model is mainly attributed to its ability in creat-
ing strong hydrogen bonds.19 SPC/Fw and SPC/E yield moderately
acceptable predictions of the experimental viscosity value, whereas
TIP4P, SPC, and TIP3P present poorer performance. The average
viscosity of TIP3P (319.1 μPa s) is approximately 62% off from its
experimental value. Comparing the parameters of SPC/E and SPC,
the former only has a slightly higher partial charge on its oxygen and
hydrogen. This minor difference results in a self-polarization energy
correction for the effective pair potentials of the SPC/E model and
drastically changes the viscosity from 409.5 μPa s to 655.1 μPa s.52

Furthermore, a viscosity of 734 μPa s was found for SPC/Fw. This
significantly higher viscosity than that of SPC can be a consequence
of the introduced flexibility as well as the modified bond length and
angle parameters. The flexible water model provides a more physical
approach for handling polarization effects, by including harmonic
stretching and bending terms to describe intramolecular interac-
tions in addition to the intermolecular ones.52,77 Our viscosity results
for the different water models are consistent with values reported in
the literature.19–24,27,34,77

For water flows in nanochannels, one must consider the effect
of confinement on the viscosity. Multiple studies have showed that
the viscosity of liquids in nanochannels with heights as large as
3 nm can be significantly larger than the shear viscosity in the
bulk region.34,35,56,78 This is caused predominantly by the solid-fluid

interaction and the resulting inhomogeneous fluid density very close
to a solid surface. Suk and Aluru studied the viscosity of water
in CNTs as a function of nanotube diameter, showing that viscos-
ity is substantially larger for narrow channels but reaches to the
viscosity of SPC/E model in the bulk region for channel diam-
eters larger than 2.6 nm.78 Russo et al. found that the viscosity
enhancement in nanoconfinement becomes more prominent with
an increasing hydrophilicity of the channel walls, although varia-
tions in local viscosity exist also in hydrophobic channels.26 Fur-
thermore, Markesteijn et al.34 showed that the viscosities of several
water models in a planar nanochannel separated by 4.3 nm dis-
tance are in good agreement with viscosities of associated water
models without any explicit boundaries. We therefore specified a
channel height large enough that scale effect on viscosity is negligi-
ble.17,37 It should be noted that several reports in the literature indi-
cated spatially varying viscosities in nanochannels based on locally
applied linear constitutive relationship between shear stress and
strain rate.55,79–82 Especially the interfacial viscosity of water may
differ from its value away from the walls. Despite these variations,
velocity profiles obtained from MD simulations can be described
using the Poiseuille flow relation with a constant “effective” vis-
cosity. Ghorbanian and Beskok35 computed liquid viscosity using
parabolic velocity profiles. They reported that shear stresses away
from the interfaces correlated well with the constitutive law for a
Newtonian fluid for channel heights larger than 3.26 nm. However,
the “effective” viscosity varied with the channel size and reached its
thermodynamic value for channel heights larger than 50 nm. In the
present study, we observe pluglike velocity profiles, where the cal-
culation of viscosity from the velocity profile or using local shear
stresses calculated from the MD data are prone to statistical errors
mainly due to the very low strain rates (du/dz). Therefore, we refer to
viscosity as a constant transport property obtained from the periodic
counterflow simulations.

B. Nanochannel flow simulation for slip
length calculation

Next, force-driven water flows in graphene nanochannels are
simulated. Similar to the periodic domain simulations, flow was
driven by a constant body force imposed on the water molecules in
the x-direction. The magnitude of the external force on each atom
was correlated with their atomic masses so that a constant acceler-
ation is achieved. In Fig. 3, density distributions for different water
models are shown. Each profile shows three dense fluid layers near

TABLE II. Viscosity of different water models by periodic box simulations. Experimental viscosity of water is 853 μPa s at
T = 300 K and ρ = 997 kg/m3.

Water model μ1 (μPa s) μ2 (μPa s) μ3 (μPa s) μ4 (μPa s) μAVE (μPa s) Error (%)

TIP4P/2005 846.8 843.3 835.4 830.0 838.8 1.7
SPC/Fw 734.1 733.4 732.9 734.8 733.8 13.9
SPC/E 657.4 658.5 653.3 651.1 655.1 23.1
TIP4P 451.5 458.6 447.0 445.8 450.7 47.2
SPC 412.8 411.6 407.0 406.9 409.5 51.9
TIP3P 320.3 321.5 318.3 316.2 319.1 62.6
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FIG. 3. Density distribution of water in graphene nanochannels obtained using
different water models.

the wall and a prominent bulk region at the channel center.83 For
each water model, the density in the bulk region of the channel is
997 kg/m3 and the fluid temperature is kept at 300 K.17,37 As seen in
Fig. 3, the magnitudes and locations of the density peaks of different
water models are very similar. We found that the first sharp density
peaks are located approximately 0.32 nm (L0) from the center of the
wall atoms in the inner graphene layer, in agreement with previous
reports.84–86 Notably, this distance can slightly differ depending on
the thermostatting approach.60

Next, we present the velocity profiles of water in rigid walls
for different water models. For each case, flow was induced by
body forces acting in the x-direction. In Fig. 4, each velocity pro-
file exhibits pluglike behavior with a large velocity slip at the inter-
faces. This behavior is mainly related to the low friction between
the water and graphene, due to the combined effects of high atomic
density and smooth surface of the graphene and the weak liquid-
solid interactions.38 Note that both periodic water box simulations

FIG. 4. Velocity profiles of water in rigid graphene channels for six different water
models.

and nanochannel simulations were carried out in the linear response
regime. This linear regime was determined by systematically analyz-
ing the average velocities as a function of driving force (not shown
for brevity).17 For nanochannel simulations, we observe that the
average channel velocities linearly increase with externally applied
force up to 50 m/s. Beyond this value, nonlinear variations in the
flow rate began to appear, which leads to inaccurate slip lengths.87

Our results reveal that the magnitude of velocities depends on
the water model with an increasing trend of TIP4P/2005, SPC/Fw,
SPC/E, SPC, TIP4P, and TIP3P. TIP4P/2005 shows the smallest
average channel velocity (28.3 m/s), while TIP3P shows the maxi-
mum average velocity (40.7 m/s). SPC/Fw, SPC/E, SPC, and TIP4P,
respectively, range between these two values. One of the important
factors is the viscosity of the associated water model. The high-
est viscosity of the TIP4P/2005 model results in the lowest veloc-
ity, while the lowest viscosity of TIP3P exhibits the fastest flow
under equal driving forces. Interestingly, the viscosity is not the only
factor influencing the velocity profiles in graphene nanochannels.
For instance, the SPC water model shows slightly lower velocity
profiles than TIP4P, whereas the former exhibits a lower viscos-
ity. A similar anomaly between the viscosities and diffusion coeffi-
cients of SPC and TIP4P water models was observed in an earlier
study.88 Furthermore, we found that the viscosity of TIP4P/2005 is
2.6 times larger than TIP3P, whereas the ratio of their average veloc-
ities in nanochannels is only 1.4. The difference is attributed to the
contribution of the slip.

In Fig. 5, velocity profiles of different water models in thermal
graphene channels are shown. Note that the flow was driven by the
same body forces as in the rigid (cold) wall simulations. Thermostat-
ing the walls affects the flow of different models of water differently.
The average velocities of water in thermal graphene channels exhibit
10%–33% increase compared with the respective rigid walls. The
lowest change is obtained in the case of TIP3P water model, while
the highest is obtained for TIP4P/2005. In the case of thermal walls,
the velocity profiles corresponding to the various water models show
a different ordering than those of rigid walls. As shown in Fig. 5,
SPC/E water model has the lowest velocity in the thermal channel,

FIG. 5. Velocity profiles of water in thermal graphene channels for six different
water models.
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TABLE III. Variation in water slip lengths in rigid and thermal graphene nanochannels for different water models using simulated viscosity (Sim. Visc.) and experimental viscosity
(Expt. Visc.). The present results are compared with the slip lengths obtained from earlier equilibrium (EMD) and non-equilibrium (NEMD) molecular dynamics simulations in
literature.

Slip length (nm)

Reference study TIP4P/2005 TIP4P TIP3P SPC/E SPC/Fw SPC TIP5P Viscosity (μPa s) Method

Present
(Sim.Visc.)
rigid walls

62.9 44.6 34.2 53.3 57.8 39.4 . . . Table II Based on average velocities using Eq. (4)
(NEMD)

Present
(Sim.Visc.)
thermal walls

84.3 53.0 38.1 63.1 74.4 44.2 . . . Table II Based on average velocities using Eq. (4)
(NEMD)

Present
(Expt. Visc.)

64.4 84.4 91.5 69.5 67.4 81.9 . . . 853 Based on average velocities using Eq. (4)
(NEMD)

Kannam et al.14 . . . . . . . . . . . . 60 ± 5 . . . . . . 750 Based on friction coefficient obtained
from EMD simulations

Kannam et al.14 . . . . . . . . . . . . 62 ± 5 . . . . . . 750 Based on velocity profiles obtained from
Poiseuille flow simulations (NEMD)

Kannam et al.14 . . . . . . . . . . . . 58 ± 8 . . . . . . 750 Based on velocity profiles obtained from
Couette flow simulations (NEMD)

Xiong et al.15 . . . . . . . . . 54 . . . . . . . . . 820 Based on friction coefficient obtained
from Green-Kubo simulations (EMD)

Thomas and
McGaughey12

. . . . . . . . . . . . . . . . . . 30 890 Based on friction coefficient obtained
from Green-Kubo simulations (EMD)

Thomas and
McGaughey12

. . . . . . . . . . . . . . . . . . 31 890 Based on velocity profiles obtained from
Poiseuille flow simulations (NEMD)

Sam et al.16 . . . . . . . . . 64–69 . . . . . . . . . 704 Based on friction coefficient obtained
from EMD simulations

Sam et al.16 . . . . . . . . . 66–68 . . . . . . . . . 704 Based on velocity profiles obtained from
Poiseuille flow simulations (NEMD)

Borg et al.89 61 . . . . . . . . . . . . . . . . . . 855 N/A

Wei et al.90 . . . . . . . . . 48 . . . . . . . . . 729 Based on friction coefficient obtained
from Green-Kubo simulations (EMD)

Falk et al.13 . . . . . . 80 . . . . . . . . . . . . N/A Based on friction coefficient obtained
from both EMD and NEMD simulations

Falk et al.13 . . . . . . . . . 80 . . . . . . . . . N/A Based on friction coefficient obtained
from both EMD and NEMD simulations

Ramos-Alvarado
et al.41

. . . . . . . . . 29 . . . . . . . . . 792 Based on friction coefficient obtained
from Green-Kubo simulations (EMD)

Wagemann
et al.59

. . . . . . . . . 50 . . . . . . . . . 729 Based on velocity profiles obtained from
Poiseuille flow simulations (NEMD)

Gu and Chen91 . . . . . . . . . 77 . . . . . . . . . N/A Based on velocity profiles obtained from
Couette flow simulations (NEMD)

Koumoutsakos
et al.92

. . . . . . . . . 63 . . . . . . . . . N/A Based on velocity profiles obtained from
Couette flow simulations (NEMD)
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while this was the case for TIP4P/2005 water model in the rigid chan-
nel. SPC/E is followed by TIP4P/2005, SPC/Fw, SPC, TIP4P, and
TIP3P. Furthermore, whereas the curvature seemed to vary between
models in the rigid (cold wall) channel, the curvature seems to be
more consistent between the water models in the thermal channel
(and less pluglike than for rigid walls, except for the TIP3P water
model).

The shape of a velocity profile plays a critical role in the deter-
mination of the slip length in nonequilibrium MD simulations.
Velocity profiles for hydrophilic channels have strong parabolic
component with small slip length at interface, which can be
extracted from polynomial curve fitting.35 However, velocity pro-
files in hydrophobic channels typically exhibit very weak parabola
that curve fitting to this results in a large statistical error.14 There-
fore, the slip length for such systems was calculated using Eq. (4),
which is extensively formulized in Sec. II. Table III gives an overview
of slip lengths calculated in this study compared with the values
reported in the literature, which are obtained within the validity of
linear response regime. Our results are comparable with several val-
ues reported in the literature. We note, however, that there is no
other study in the literature that calculates the slip length for all
these water models in the same system, which is needed to make a
self-consistent comparison between the slip characteristics of differ-
ent water models. It is important to point out that the slip length
of water confined between parallel plates is size independent for
3-nm channels and larger. Sam et al.16 showed that slip length of
water in graphene channels exhibit no strong dependency on chan-
nel height using EMD and NEMD simulations. Ramos-Alvarado
et al.41 also reported constant slip lengths for water-graphene system
as a function of the channel height. Considering water flow in rigid
walls, we find slip lengths in the range of 34.2–62.9 nm using the
viscosities of the water models given in Table II, TIP4P/2005 shows
the strongest slip, while TIP3P shows the least slip. Slip lengths of
SPC, TIP4P, SPC/E, and SPC/Fw show an increasing order, respec-
tively. Furthermore, one can notice that the velocity profile of the
TIP3P water model is slightly parabolic. Fitting to this parabola, as
explained in earlier studies,35,36 we find the slip length as 33.4 nm,
which perfectly agrees with the result (34.2 nm) obtained using
Eq. (4). In Table III, the slip length of different water models on
thermal graphene walls is also provided, where the slip length val-
ues are increased by 10%–33%. We found that the slip lengths on
thermal walls vary between 38.1 nm and 84.3 nm for the TIP3P
and TIP4P/2005 water models, respectively. Slip length of SPC/E
water model shows an increase of 19% when compared with that
of cold wall predictions. This agrees with results reported by Sam
et al.16 It should be also noted that the ordering of slip length as
a function of the used water model remains same with rigid wall
case. In Table III, we also provide a second slip length description
which utilizes the experimental viscosity (μTD = 853 μPa s) of water
at T = 300 K instead of the viscosity of the associated water model.
This is important to better distinguish the effect of viscosity on slip
lengths. For example, slip lengths for TIP4P and TIP3P water models
are, respectively, calculated as 84.4 nm and 91.5 nm using experi-
mental viscosity, whereas values of 34.4 nm and 43.7 nm are found
when using computationally obtained viscosities. TIP4P/2005 water
model shows similar values for both definitions since it has the high-
est capability of this water model to reproduce bulk water properties
at specified thermodynamic conditions. One can notice in Table III

that many studies considered SPC/E water models in their simula-
tions mainly due to its simplicity and low computational cost. In
addition, the reported slip length values for the same water mod-
els are generally close to each other, although small discrepancies
exist. We have shown here that the calculated slip length depends
strongly on the water model used, as well as on the viscosity value,
since viscosity is used as a fitting parameter for the slip length.
Besides, several algorithmic or physical details such as liquid-wall
interaction parameters, thermal/cold wall approximation, domain
size, efficiency of thermostats, nonlinear flow contributions, and slip
calculation methodology are some of the reasons for those small
discrepancies.

V. CONCLUSION
In this work, we systematically compared slip lengths of six

commonly used water models, namely, SPC, SPC/E, SPC/Fw, TIP3P,
TIP4P, and TIP4P/2005, by performing force-driven flow simu-
lations in rigid and thermal graphene nanochannels. Slip length
calculations require knowledge of the fluid shear viscosity, which
was obtained from counter Poiseuille flow simulations in a peri-
odic water box. Of the water models considered here, TIP4P/2005
gives the best prediction of viscosity, within 1.7% deviation from the
experimental value, while those obtained from SPC/Fw and SPC/E
are also moderately accurate. TIP4P, SPC, and TIP3P show poorer
performance in reproducing viscosity at specified thermodynamic
conditions. Pluglike flow velocity profiles were observed for all water
models for cold and thermally vibrating graphene nanochannels.
Using these velocity profiles and predicted viscosities, slip lengths of
water on cold walls are found approximately in the range of 34 nm–
63 nm, where the TIP4P/2005 water model results in the largest
slip length and TIP3P model has the smallest slip length. For ther-
mally vibrating nanochannels, the slip length of TIP4P/2005 model
(84.3 nm) is more than twice that of TIP3P model (38.1 nm). Slip
lengths of other water models are between these two values. For both
cold and thermal walls, slip length exhibits an increasing trend using
TIP3P, SPC, TIP4P, SPC/E, SPC/Fw, and TIP4P/2005 models. In
addition, slip lengths are calculated using thermodynamic viscos-
ity instead of MD-predicted viscosities, where TIP4P/2005 model
exhibits similar slip for these two descriptions, since it well predicts
the experimental viscosity.
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