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Summary
The study aims to quantitatively assess the risk of hydrate formation within the porous formation and its consequences on injectivity 
during storage of CO2 in depleted gas reservoirs considering low temperatures caused by the Joule-Thomson (JT) effect and hydrate kinet-
ics. Hydrates formed during CO2 storage operation can occupy porous spaces in the reservoir rock, reducing the rock’s permeability and 
thus becoming a hindrance to the storage project. The aim was to understand which mechanisms can mitigate or prevent the formation of 
hydrates. The key mechanisms we studied included water dry-out, heat exchange with surrounding rock formation, and capillary pressure. 
A semicompositional thermal reservoir simulator is used to model the fluid and heat flow of CO2 through a reservoir initially composed 
of brine and methane. The simulator can model the formation and dissociation of both methane and CO2 hydrates using kinetic reactions. 
This approach has the advantage of computing the amount of hydrate deposited and estimating its effects on the porosity and permeability 
alteration. Sensitivity analyses are also carried out to investigate the impact of different parameters and mechanisms on the deposition 
of hydrates and the injectivity of CO2. Simulation results for a simplified model were verified with results from the literature. The key 
results of this work are as follows: (1) The JT effect strongly depends on the reservoir permeability and initial pressure and could lead to 
the formation of hydrates within the porous media even when the injected CO2 temperature was higher than the hydrate equilibrium tem-
perature; (2) the heat gain from underburden and overburden rock formations could prevent hydrates formed at late time; (3) permeability 
reduction increased the formation of hydrates due to an increased JT cooling; and (4) water dry-out near the wellbore did not prevent 
hydrate formation. Finally, the role of capillary pressure was quite complex, as it reduced the formation of hydrates in certain cases and 
increased in other cases. Simulating this process with heat flow and hydrate reactions was also shown to present severe numerical issues. 
It was critical to select convergence criteria and linear system tolerances to avoid large material balance and numerical errors.

Introduction
Evidence suggests that the increase in greenhouse gas concentrations in the atmosphere is the main cause of global warming and climate 
change (Verheggen et al. 2014; Cook et al. 2016; Rose et al. 2017). Underground storage of CO2 is a promising method to mitigate global 
energy-related emissions (Bouzalakos and Mercedes 2010). CO2 storage and utilization projects will be critical pathways to reducing 
emissions and delivering climate change goals and net zero. Depleted natural gas reservoirs are identified as potential candidates for CO2 
storage because they provide a large storage capacity and already have part of the required infrastructure installed (Al Hagrey et al. 2014; 
Sun et al. 2016; Gauteplass et al. 2018; Hoteit et al. 2019). However, injecting CO2 at high pressure and low temperature, into a low-
pressure depleted reservoir increases the risk of CO2 hydrate and ice formation because of the JT cooling phenomena (Oldenburg 2007; 
Han et al. 2010; Zatsepina and Pooladi-Darvish 2012). Such thermophysical effects can significantly influence injectivity, which leads 
many researchers to conduct theoretical and experimental investigations to better understand this phenomenon and its possible risks 
(Zatsepina and Pooladi-Darvish 2012; Wapperom et al. 2022).

Past storage projects documented challenges with corrosion caused by impurities in the captured CO2 and failure to achieve the target 
injectivity (Lewis 2022). The carbon capture and storage (CCS) project Quest in Canada required a sustained injection rate of 1.08 Mt/a 
for a minimum of 10 years (2010) for the approval process (Stantec Consulting 2010).

To lower the risk of injectivity loss during CCS operations, experimental and numerical studies are highly recommended for each 
target storage site to anticipate and reduce risks that may occur during storage operations.

Oldenburg (2007) investigated the magnitude of the JT cooling during CO2 injection in Sacramento Valley, California, USA. In their 
study, they investigated constant injection pressure scenarios and constant injection rates with low and high permeabilities. They used the 
TOUGH2/EOS7C simulator and validated their results with experimental data. They concluded that the JT cooling would not pose an 
issue for their field considering its permeability range, rate, and the heating of CO2 through the pipes and wellbore. However, the authors 
do advise that care must be taken when injecting cryogenic CO2. The results from Oldenburg (2007) were supported by the analytical 
solution developed by Mathias et al. (2010). However, the analytical solution considered three major assumptions—constant thermophys-
ical properties, single-phase flow, and steady-state pressure field.

Creusen (2018) did a comprehensive work focusing on the “near wellbore effect” during CO2 sequestration in depleted gas reservoirs. 
They used numerical simulation to model the JT effect, the salt precipitation, and the hydrate formation using TOUGH2-ECO2MG and 
CMG-GEM. In the research, it was concluded that the CO2 injection rate, injection temperature, reservoir permeability, and initial reser-
voir pressure are all critical parameters for JT cooling and hydrate formation. They observed cooling as high as 15–20°C in some cases 
due to the JT effect.

*Corresponding author; email: delshad@mail.utexas.edu

Copyright © 2024 Society of Petroleum Engineers

This paper (SPE 218550) was accepted for presentation at the SPE Conference at Oman Petroleum & Energy Show, Muscat, Oman, 22–24 April 2024, and revised for publication. 
Original SPE manuscript received for review 12 May 2024. Revised manuscript received for review 10 September 2024. Paper peer approved 17 September 2024.

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/29/12/7194/4233380/spe-218550-pa.pdf/1 by Bibliotheek TU

 D
elft user on 30 D

ecem
ber 2024

http://orcid.org/0000-0002-1847-666X
http://orcid.org/0000-0001-7500-0791
http://orcid.org/0000-0001-5892-428X


December 2024 SPE Journal 7195

One of the first quantitative studies on the hydrate decomposition kinetics was done by Kim et al. (1987) for methane hydrates. The 
model presented by the authors considered a transient hydrate decomposition based on a fugacity gradient. In their model, the authors 
assumed the hydrate to be composed of spherical grains with a reactive layer. As the hydrate decomposes, a layer of gas ends up surround-
ing the hydrate grain. The triple-point equilibrium fugacity is considered at the hydrate grain’s surface. Englezos et al. (1987) presented 
a mechanistic model for the formation and growth of methane and ethane hydrates. The authors assumed the hydrates to be composed of 
spherical grains surrounded by an adsorption reactive layer that is surrounded by a stagnant liquid diffusion layer in which the gas diffuses 
from the fluid bulk to the hydrate reactive surface. The diffusion rate and adsorption rates are the same at steady state, and the reaction is 
assumed to be of first order in the gas concentration due to excess water. This all leads to a model that relates the rate of hydrate formation 
to the difference between the dissolved gas fugacity and the triple point equilibrium fugacity. This model is very similar to the one pro-
posed by Kim et al. (1987) for dissolution, in the reverse direction, but the gas fugacity is replaced by the dissolved gas fugacity. Shindo 
et al. (1993a, 1993b) proposed a kinetic model for the CO2 hydrate formation. This model assumed that water would dissolve into liquid 
CO2 and then react. A first-order reaction was considered, but the water concentration in the liquid CO2 was used instead of a fugacity. 
Ahmad et al. (2019) investigated the nucleation of CO2 hydrate in hydrate-bearing formations for CCS with a nonisothermal approach 
that considered the time-dependent kinetics for hydrate growth. The authors assumed the hydrate formation to depend on CO2 solubility. 
The authors observed pressure propagation delay with the reduction in permeability which resulted in less propagation of the CO2 hydrate 
front. Furthermore, the authors observed the exothermic nature of the hydrate formation to slow the hydrate growth. It is important to 
mention that the presence of a solid surface, such as the solid matrix, plays an important role in gas hydrate nucleation, which is neglected 
by many of the models mentioned before. A comprehensive review of the gas hydrate nucleation in the presence of solid surfaces is pre-
sented by Nguyen et al. (2020). The authors point out the complexity of wetting in porous structures and its importance on hydrate nucle-
ation. The review indicates that high water saturation can hinder hydrate nucleation and points out the importance of surface chemistry 
and pore size. The authors indicate that mesopores with moderate wettability are optimal for hydrate growth.

A sequence of series of developments in hydrate modeling and simulation was done by researchers from the Lawrence Berkeley 
National Laboratory. Moridis et al. (2008) presented the TOUGH + HYDRATE v1.0 simulator, developed for modeling the nonisothermal 
methane hydrate release from natural bearing formations. TOUGH + HYDRATE v1.0 could handle both equilibrium and kinetics hydrate 
reactions and used the model from Kim et al. (1987) for the kinetics case and is based on the work from Moridis et al. (1998). Developed 
later, TOUGH + HYDRATE v2.0 (Moridis et al. 2019) is a fully implicit nonisothermal compositional simulator and can describe all 15 
possible thermodynamic states of the methane hydrate.

Uddin et al. (2008b) presented a unified gas hydrate model with the thermal reservoir simulator CMG STARS for CO2 storage (Uddin 
et al. 2008a). The authors considered methane and CO2 hydrate as well as ice formation. The authors considered the injection of CO2 in 
four different formations. However, the formations considered a half-rectangular geometry leading to a linear (2D) flow. The JT effects 
were not addressed by the authors and no JT cooling could be observed on their temperature fields. An increase in the reservoir pressure 
was observed when hydrates were formed, and such an effect was less pronounced for high-permeability formations.

Zatsepina and Pooladi-Darvish (2011) proposed the injection of CO2 in depleted gas reservoirs in northern Alberta. The authors con-
sidered the formation of CO2 hydrates as a beneficial trapping mechanism for the permanent storage of CO2. The authors considered CMG 
STARS in their study and assumed fast intrinsic hydrate kinetics. The authors make no mention of JT effects or nonideal enthalpy in their 
calculation, but the results suggest that these were not considered in their study because temperature did not seem to be affected by the 
pressure profile resulting in no cooling zone. On the other hand, an increase in temperature could be observed as hydrates were formed 
due to the hydrate formation’s exothermic reaction. From their results, the formation of hydrate did not plug the formation with a maxi-
mum hydrate saturation of 0.32.

Janicki et al. (2011) developed an in-house simulator (UMSICHT HyRes) to model the recovery of methane hydrate while storing CO2 
as hydrate. Their model considers a concentration-based hydrate formation kinetic model. Additionally, their model was compared with 
CMG STARS.

Lin et al. (2020) presented history-matched, laboratory-scale experimental data (Shu and Lee 2016) of a process of methane hydrate 
replacement by CO2 hydrate, using CMG STARS for their study. CMG STARS was also used to history match experiments and later 
optimization of the in-situ CO2 generation processes with the use of urea, which also considered reaction kinetics and thermal effects 
(Hussain 2021; Hussain et al. 2021, 2023; Wu et al. 2023).

Gauteplass et al. (2020) presented an experimental study of CO2 hydrate inhibition and remediation. The experimental results indicated 
injectivity loss during the formation of hydrates. The authors observed that methanol injection and thermal stimulation can dissociate 
hydrate plugs. Thermal stimulation was the most effective remediation method for near-zero permeability conditions.

You et al. (2019), Ruppel and Waite (2020), and Sholihah and Sean (2021) performed literature reviews to understand the mechanisms 
of hydrate formation and dissociation. Their studies address challenges in the modeling of gas hydrate dissociation and formation, with a 
primary focus on methane production. These studies highlight the importance of coupling multiphase flow and multicomponent reactive 
transport with geological history.

Burke (2011) and Xu et al. (2020) conducted studies on gas injectivity using an analytical approach. Burke (2011) studied the impact 
of rock permeability on CO2 injectivity and containment during storage operations. Xu et al. (2020) conducted their study at a finer reso-
lution compared with Burke (2011), investigating the effect of pore size distribution on gas injectivity.

Machado et al. (2023) published a comprehensive modeling paper to highlight injectivity assessments in CCS projects considering all 
the possible risks, including the hydrate formation. Understanding the CO2 thermodynamics is important for an accurate forecast of the 
injectivity of the wells for (1) planning the flexibility of the storage projects, such as the number of wells and the need for pressure man-
agement wells; (2) whether there is a need for surface storage tanks for temporary storage of captured CO2; and (3) mitigation strategy 
for hydrate formation by heating the CO2 source, using chemicals, or change in the injection strategy (Yamada et al. 2024).

Aghajanloo et al. (2024) performed a comprehensive theoretical study about the impact of CO2 hydrates on injectivity during CO2 
storage in depleted gas reservoirs. This study also discussed how pore size, rock minerals, water saturation, and impurities in the CO2 
stream affect hydrate formation in the reservoir. Moreover, this study found that capillary heterogeneity can cause capillary-driven back-
flow where water flows back to the direction of the injector. This phenomenon can impact the dynamic of water dry-out and hydrate for-
mation during CO2 injection. Al Maqbali et al. (2023) also studied the reaction kinetics such as activation energy and reaction frequency 
factor for several geochemical reactions while injecting CO2 in a saline aquifer for carbon storage through mineralization in southwest 
Oklahoma. Temperature sensitivity was also performed to analyze the impact of temperature on CO2 mineralization and generation of 
hydrates.

Singh et al. (2020) presented a nonisothermal model for the fluid flow of gas and water in hydrate-bearing formations. The model from 
Kim et al. (1987) was modified to account for hydrate kinetics. The model considered only 1D linear flow and the authors assumed the JT 
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effect to be negligible in such scenarios, thus not including it in their model. The main objective of their study was to observe the impact 
of four parameters (reservoir porosity, initial water saturation, initial reservoir temperature, and injection pressure) on the storage of CO2 
in the form of hydrate within the porous formation. According to their results, changes in temperature were negligible and an isothermal 
model could represent well their results. The study showed that the initial water saturation affects both CO2 migration and hydrate forma-
tion. Also, a higher hydrate formation rate was observed near the injection well, with the amount of CO2 hydrates increasing with an 
increase in injection pressure and a decrease in initial reservoir temperature.

Coelho et al. (2021a, 2021b) developed a compositional wellbore simulator for modeling the hydrate deposition risk assessment which 
could handle impurities, inhibitors, water evaporation, and the salinity effect. This was an equilibrium-based approach that used the chem-
ical potential equality as proposed originally by van der Waals and Platteeuw (1958) and followed by other authors (Parrish and Prausnitz 
1972; Munck et al. 1988). Coelho et al. (2021a, 2021b) combined the IPHREEQc geochemistry module with a cubic equation of state for 
modeling the phase equilibrium.

Furthermore, Kumari et al. (2022) presented a comparison of different machine learning and genetic programming techniques to esti-
mate the thermodynamic conditions of hydrate formation based on pressure, temperature, and gas molecular weight. Also, Yamada et al. 
(2024) developed a physics-based machine learning model to assess the risk of hydrate formation during CO2 storage in depleted gas 
reservoirs. It is the first machine learning model applied to assess the risk of hydrate formation from injection conditions (injection rate 
and temperature) and reservoir properties (thickness, permeability, temperature, porosity, and water saturation). The authors observed 
deep neural network models to present the best predictive ability and observed injection rate, injection temperature, initial reservoir pres-
sure, and reservoir permeability to have the highest impact on the risk of hydrate formation. However, the approach proposed by the 
authors could not quantify the amount of the formed hydrates.

In this paper, a semicompositional thermal reservoir simulator was considered to assess the CO2 hydrate risk and its consequences in 
a depleted gas reservoir considering the JT effect. This research is focused on modeling hydrate formation with a numerical simulator 
(CMG-STARS) using the formation/dissolution kinetic reactions to predict the hydrate formation and estimate the amount of hydrates 
formed and subsequent impact on injectivity. It is important to mention that storing CO2 as hydrate is not a goal of this research. Instead, 
it is our goal to understand how the injectivity can be compromised due to the formation of hydrates, even when injecting CO2 with a 
temperature above hydrate conditions. Sensitivity analysis of different parameters and key physical phenomena such as heat exchange 
with surrounding rock formation, capillary pressure, and permeability reduction are also considered. To the best of our knowledge, an 
in-depth study of the combined impacts of JT cooling and hydrate formation and deposits during CO2 storage into depleted gas reservoirs 
has not been presented in the literature. Thus, this study aims to contribute to this topic.

Methodology
CMG-STARS (version 2023.30) is used to simulate the JT cooling effect and hydrate formation in the depleted low-pressure reservoir 
model. Practically, we can calculate the temperature drop because of the cooling effect with the JT coefficient. The following defines the 
JT coefficient:

	﻿‍
�JT =

�
@T
@P

�

H
,
‍�

(1)

where T is the temperature, P is the pressure, and H is the enthalpy. Eq. 1 indicates the dependency of the JT coefficient on the fluid 
enthalpy. In STARS, the gas enthalpy is computed as

	﻿‍
Hg =

ncX
i=1

yiHideal
gi + Hdepart

g ,
‍�

(2)

where nc is the number of components, yi is the mole fraction of the ith component in the gas phase, ‍Hg‍ is the gas phase total enthalpy, 

‍H
ideal
gi ‍ is the ideal gas enthalpy for component i, and ‍H

depart
g ‍ is the gas phase departure enthalpy, which is the deviation of the gas enthalpy 

from the ideal gas. The ideal gas enthalpy is computed as

	﻿‍ Hideal
gi = CpgiT,‍� (3)

where ‍Cpgi‍ is the heat capacity for component i and is evaluated using the following correlation:

	﻿‍ Cidealpgi = a0 + a1T + a2T2 + a3T3 + a4T4.‍� (4)

The departure enthalpy is computed from the corresponding states approach (Lee and Kesler 1975) as

	﻿‍
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where ‍!‍ is the mixture acentric factor, ‍Tc‍ is the mixture critical pressure, ‍R‍ is the gas constant, the superscript (0) was used to denote the 
simple fluid departure enthalpy, and the superscript (r) denotes the reference fluid (n-octane). Both departure enthalpies for the simple 
fluid and reference fluids are provided from the diagrams provided by Lee and Kesler (1975). The mixture acentric factor is obtained from 
a mixing rule as

	﻿‍
! =

ncX
i=1

xi!i,
‍�

(6)

where ‍xi‍ is the mole fraction of component i in the phase, ‍!i‍ is the acentric factor of component i, and nc is the number of components. 
The mixture critical temperature is also obtained from a mixing rule as
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	﻿‍
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1
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ncX
j=1

ncX
i=1

xixj
�
V1/3ci + V1/3cj

�3p
TciTcj,

‍�
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where ‍Tci‍ is the critical temperature from component i, ‍Vci‍ is the critical volume from component i, and ‍Vc‍ is the mixture critical volume, 
also obtained from a mixing rule:

	﻿‍
Vc =

1
8

ncX
j=1

ncX
i=1

xixj
�
V1/3ci + V1/3cj

�3
.
‍�

(8)

The hydrate kinetic model considered in STARS is based on Kim et al. (1987), originally proposed for hydrate dissociation and rewritten 
here as

	﻿‍
�
dnh
dt

= KdAh
�
f�h � fgh

�
,
‍�

(9)

where ‍nh‍ is the number of moles of hydrate of the gas component h; ‍Ah‍ is the surface area of the hydrate h, which is assumed to consist 
of spheres; ‍Kd ‍ is the dissociation rate constant; ‍f

g
h‍ is the fugacity of component h in the gas phase; ‍f

�
h ‍ is the fugacity of component h in 

the gas-hydrate equilibrium; and t is the time.
In STARS, the model presented in Eq. 9 is modified by assuming that the fugacity coefficients are equal to one, the rate constant to 

follow the Arrhenius equation, and Raoult’s law. Moreover, the same model is considered for both hydrate formation and dissociation and 
is rewritten in terms of hydrate concentration. Therefore, Eq. 9 is rewritten as

	﻿‍

dch
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(10)

where ‍ch‍ is the molar concentration of hydrate h, ‍Ahs‍ is the specific area of the hydrate h, ‍K
0
d ‍ is the intrinsic decomposition rate constant, 

‍�w‍ is the water density, ‍�h‍ is the hydrate density of component h, ‍�‍ is the porosity, ‍Sw‍ is the water saturation, ‍Sh‍ is the hydrate saturation 
of component h, ‍yh‍ is the mole fraction of component h in the gas phase, ‍Pg‍ is the gas pressure, ‍K ‍ is the equilibrium constant for the gas 
molecule considered, ‍�Eh‍ is the activation energy of the gas hydrate from component h, and ‍T ‍ is the temperature. The K-values are 
defined by the hydrate equilibrium as the hydrate equilibrium pressure divided by the gas pressure (‍Pe/Pg‍) and are computed as

	﻿‍
K =

�
r1
Pg

+ r2Pg + r3
�
exp

�
r4

T � r5

�
,
‍�

(11)

where ‍r1‍, ‍r2‍, ‍r3‍, ‍r4‍, and ‍r5‍ are fitting parameters.
The gas phase density is calculated from the Redlich-Kwong cubic equation of state (Redlich and Kwong 1949) while the aqueous 

phase is assumed to be slightly compressible.
The gas phase viscosity is a function of temperature and composition only and is computed as

	﻿‍

�g =

ncP
i=1

yi
p
Mi�gi

ncP
i=1

yi
p
Mi

,

‍�

(12)

where ‍Mi‍ is the molecular weight of component i, ‍yi‍ is the mole fraction of component i in the gas phase, and ‍�gi‍ is the viscosity of the 
pure component i computed as

	﻿‍ �gi = aiTbi ,‍� (13)

where ‍ai‍ and ‍bi‍ are fitting parameters.
The STARS default brine viscosity model was used.
Liquid CO2 was observed in the reservoir conditions in our study. The simulator can model the liquid/gas equilibrium with K-values. 

However, severe numerical issues were observed during the phase transition, forcing us to consider the CO2 gas and aqueous phases. 
While less accurate, we consider this to be a more conservative approach as the JT coefficient for the liquid CO2 is significantly lower 
than that of the gas phase. In other words, more cooling is observed with the gas phase leading to more hydrates. We also observed anom-
alous behavior when the calculated gridblock temperature and pressure were close to the CO2 critical point.

The K-values for water-CO2 are obtained from Spycher et al. (2003) and for water-CH4 are obtained from Sartini (2021).
Finally, permeability reduction can occur when hydrates and ice are formed as these will reduce porosity. The permeability change 

with porosity is modeled with a Kozeny-Carman relation (Moghanloo et al. 2018) as

	﻿‍
k = k0

�
�

�0

�ck �1 � �0
1 � �

�2
,
‍�

(14)

where k is the permeability, k0 is a reference permeability evaluated at a reference porosity ‍�0‍, and ck is an exponent that controls the 
permeability reduction.

The injectivity is an important metric to relate the pressure increase in the well and the injection rate and it has an important application 
in preventing the well from reaching the fracturing pressure (Burke 2011). The injectivity can be computed as (Machado et al. 2023; de 
Kok 2024)
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	﻿‍
I =

m
Pbh � Pr

,
‍� (15)

where I is the injectivity, m is the mass injection rate, Pbh is the bottomhole pressure, and ‍Pr‍ is the average reservoir pressure.
Radial grids were used for performing the sensitivity studies. First, a 1D radial flow with a semi-open boundary for verification is 

presented with the solution obtained by Oldenburg (2007). Sensitivities using multilayer models are considered to investigate the effects 
of gravity and heterogeneity on the conditions for the formation of the hydrate. The grid size is obtained using CMG Builder’s recom-
mended grid refinement, leading to enough refinement near the wellbore. It should be mentioned that a fine grid near the wellbore is 
required to properly capture the JT cooling and subsequent hydrate formation. An adaptive timestep is used. A fully implicit method was 
used for all simulations presented in this study because this formulation presented better convergence and stability when compared with 
the adaptive implicit method implemented in the commercial simulator considered in this work. Also, the minimum allowed residue tol-
erance was used to keep material balance errors at acceptable values. A small maximum timestep size was required for most cases to avoid 
excessive material balance errors and run failures.

Property and Parameters Survey and Validation
The first step is to validate the properties calculated with experimental data. This can help to be aware of any limitations imposed by these 
property models.

The K-values from Eq. 11 for both CO2 and methane are shown at different temperatures in Fig. 1. The measured data used for cali-
bration are water with zero salinity. While the latter assumption is unrealistic, it provides the worst-case scenario by making it more likely 
for hydrates to be formed. The calibration is provided by the CMG support team, and the parameters are presented in Table 1.

Fig. 1—Calibrated hydrate K-values, in which Pe is the hydrate equilibrium pressure at a given temperature and Pg is the gas 
pressure. (a) CO2. (b) Methane.

Hydrate r1 (kPa) r2 (kPa−1) r3 r4 (°C) r5 (°C)

CO2 1.7 × 109 0 0 −1485 −105.25

CH4 1.6174 × 109 0 0 −1414.91 −105.25

Table 1—Calibrated coefficients for computing K-values 
performed by the CMG support team.

Table 2 summarizes the thermophysical properties of the CO2 and CH4 hydrates, obtained by laboratory experiments or computational 
chemistry simulations, provided by different authors.

References
Data
Type Values

Aya et al. (1997) CO2 hydrate density 1090–1110 kg/m3 at 30 MPa

Takeya et al. (2016) CO2 hydrate density 1105 kg/m3 at 268 K

Janicki et al. (2011) CO2 hydrate density 1106.805 kg/m3

Sloan Jr and Koh (2007) CH4 hydrate density 900 kg/m3

Janicki et al. (2011) CH4 hydrate density 919.94 kg/m3

Mathews et al. (2020) CO2 hydrate heat capacity 148.86 J K−1 mol−1 (calculated with density functional theory)

Table 2—General hydrate data.
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References
Data
Type Values

Ning et al. (2015) CO2 hydrate heat capacity 0–74.43 J K−1 mol−1 (molecular dynamics)

Handa (1986) CH4 hydrate heat capacity 107.7–257.6 J K−1 mol−1 from 85 K to 270 K

Nakagawa et al. (2008) CH4 hydrate heat capacity 164.38–197.26 J K−1 mol−1 – cp = 1.159T + 197.56

Table 2 (continued)—General hydrate data.

A review of the published experimental and theoretical values of the other parameters in the hydrate kinetic model is summarized in 
Table 3. Table 3 presents the activation energy for the hydrate dissolution obtained by different authors. Falenty et al. (2013) provided 
the activation energy for the CO2 hydrate formation, but it was not included in Table 3, as their model was based on aqueous concentration 
rather than fugacity. Similarly, Table 4 presents the reaction enthalpy obtained for CO2 and CH4 hydrates obtained by different authors.

References Hydrate Type Values Type

Clarke and Bishnoi (2004) CO2 102.88 kJ/mol Dissociation

Kim et al. (1987) CH4 78.151 ± 4.531 kJ/mol Dissociation

Clarke and Bishnoi (2001) CH4 81 kJ/mol Dissociation

Table 3—Hydrate activation energy.

References Hydrate Type Values (kJ/mol) Type

Anderson (2003) CO2 63.6 ± 1.8 to 57.7 ± 1.8 Dissociation

Larson (1955) CO2 60.2 Dissociation

Bozzo et al. (1975) CO2 58.99 at 0°C, 58.16 at 10°C Dissociation

Vlahakis et al. (1972) CO2 59.9 Dissociation

Long (1994) CO2 73 Dissociation

Kamath (1984) CO2 80.1 Dissociation

Yoon et al. (2003) CO2 57.66 Dissociation

Kang et al. (2001) CO2 65.22 Dissociation

Gjerstad (2019) CO2 −67.79 to −58.55 Formation

Janicki et al. (2011) CO2 65 Dissociation

Gjerstad (2019) CH4 −57.07 to −48.76 Formation

Anderson (2004) CH4 52.9 Dissociation

De Roo et al. (1983) CH4 67.85 Dissociation

Roberts et al. (1941) CH4 54.36 Dissociation

Deaton and Frost Jr (1946) CH4 55.12 Dissociation

McLeod and Campbell (1961) CH4 55.07 Dissociation

Marshall et al. (1964) CH4 53.41 Dissociation

Yoon et al. (2003) CH4 53.81 Dissociation

Glew (2002) CH4 55.36 Dissociation

Janicki et al. (2011) CH4 54 Dissociation

Table 4—Reaction enthalpy.

The values of the intrinsic reaction constant and hydrate-specific area are nontrivial. The first reason is that different models use differ-
ent assumptions and do not apply to the model considered in this study. Another issue is that the hydrate-specific area is not constant and 
changes over time during the dissolution or growth of the hydrate particles, while the model considered here requires a constant value. To 
overcome this issue, the assumption from Hong and Pooladi-Darvish (2005) was considered by taking the hydrate particle diameter to be 
constant and equal to 16 μm. This results in a specific area of 3.75×105 m−1. The intrinsic reaction constant and its product by the specific 
area obtained by different authors in the literature are presented in Table 5. We only consider the intrinsic reaction constants for the papers 
with a reaction rate based on fugacity or pressure difference (dominated by the gas phase). It is important to mention that values for meth-
ane hydrate formation are presented by Englezos et al. (1987) but are not presented here because their model was based on aqueous 
concentration.
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Reference Hydrate Type ‍K
0
d ‍ (mol m−2kPa−1d−1) ‍K

0
dAhs‍ (mol m−3kPa−1d−1) Type

Clarke and Bishnoi (2004) CO2 1.58×1016 5.93×1021 Dissociation

Kim et al. (1987) CH4 1.07×1013 4.02×1018 Dissociation

Clarke and Bishnoi (2001) CH4 3.11×1012 1.17×1018 Dissociation

Table 5—Intrinsic reaction constant.

The review of these data gives confidence in the values used in the simulations presented in this paper.
Finally, the gas viscosity parameters from Eq. 13 are ‍aCH4 = 1.3 � 10�4 cp‍ and ‍bCH4 = 0.7835‍ for CH4 and ‍aCO2 = 1.048 � 10�4 cp‍ 

and ‍bCO2 = 0.8784‍ for CO2. Again, the effect of pressure is not considered in Eq. 13. To evaluate the impact of pressure on viscosity, CO2 
and CH4 gas viscosities are presented in Fig. 2 against experimental data (NIST n.d.) for different pressures within the range considered 
in this work. The error in viscosity is not significant, with the maximum deviations being 6.55% and 6.60% for CH4 and CO2, 
respectively.

Fig. 2—Comparison of calculated gas viscosity for different temperature and pressure values (points are experimental data, and 
the black line is the STARS model). (a) CO2. (b) CH4.

The critical pressure, critical temperature, and acentric factors for CO2 were 7.376 MPa, 31.05°C, and 0.225, respectively. Likewise, 
the critical pressure, critical temperature, and acentric factors for CH4 were 4.600 MPa, −82.55°C, and 0.008, respectively.

Finally, a thorough comparison of the hydrate and thermal modeling between different simulators, including CMG STARS, is pre-
sented by Gaddipati (2008, 2014). However, JT cooling was not considered in these comparisons.

Results
Case 1: Verification with Oldenburg (2007). A 1D radial reservoir model was set up to verify the STARS capability of simulating 
the JT effect. The radial reservoir model has one injection well at the center that injects CO2 into the reservoir and one producer at the 
outermost gridblock. The verification is performed by comparing the results from STARS with one case presented in Oldenburg (2007). 
The data considered for this case are presented in Table 6, where CO2 is injected at a constant rate, while the CH4 is produced through 
the outer boundary. A homogeneous permeability model is considered. Water is immobile, and the gas relative permeability is equal to 

Parameter/Property Value

Grid size (Nr×‍N�‍×Nz)
100×1×1

Reservoir outer radius 1130 m

Reservoir thickness 50 m

Initial reservoir temperature 45°C

Injection temperature 45°C

Initial water saturation 0.2

Initial gas composition 100% CH4

Porosity 0.3

Permeability 5 md

CO2 injection rate 3 kg/s

CH4 production rate 0.56 kg/s

Initial reservoir pressure 5 MPa

Table 6—Data for the verification case 
adapted from Oldenburg (2007).
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its endpoint (1). Hydrates are not considered for this case. The maximum timestep size for this size (0.1 days) was considered. The final 
material balance error obtained with CMG STARS at the end of 1 year of simulation was 7.7×10–5%. The number of gridblocks in the 
r-direction was 100, and a plot of the gridsize as a function of radius is presented in Fig. 3.

Fig. 3—Grid size in the r-direction vs. gridblock index for Case 1.

Fig. 4 compares reservoir temperature, pressure, and the CO2 overall composition profiles with those obtained by Oldenburg using 
TOUGH2 with similar results. In this figure, the distance from the well (x-axis) represents the radial distance from the injector well. While 
the results are similar, some differences can be observed. It is hard to exactly point out the reason for the differences since both simulators 
are black boxes with very limited details of the models and methods of solutions. A higher cooling can be observed in STARS for all the 
time in Fig. 4a. The causes for this could be related to different well models used, the different models used to compute departure enthalpy, 
different grid sizes, or even certain properties not presented by Oldenburg (2007) such as viscosity and heat capacity for the fluids. It 
should also be noted that CMG STARS does not consider binary interaction coefficients for computing the gas density, which can cause 
slight changes in the density of the CO2-CH4 mixture in the mixing zone. The differences in the CO2 mole fraction profile (Fig. 4c) are 

Fig. 4—Comparison of profiles for Case 1 with the markers representing the data from Oldenburg (2007) (TOUGH2) and the lines 
representing the results from this study using the commercial simulator (STARS). (a) Temperature. (b) Pressure. (c) CO2 overall 
mole fraction.
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most likely a consequence of the higher cooling obtained with STARS. The higher cooling leads to a region with lower density CO2, 
which will result in a slightly apparent delay of the CO2 front.

The drop in temperature observed in Fig. 4a is caused by the JT cooling and can also be observed in other works in the literature 
(Mathias et al. 2010; Creusen 2018; Aghajanloo et al. 2024; Chesnokov et al. 2024; Yamada et al. 2024). It should be mentioned that 
unlike in radial flow, the effects of JT cooling in 1D linear flows are considerably less as noted in other works such as Singh et al. (2020) 
who point out the possibility of using isothermal simulators for hydrate modeling. However, one should keep in mind that the pressure 
and velocity distributions near vertical wells are better described by radial (or 2D) flow rather than a 1D linear flow.

Case 2: Hydrate Study in a Homogeneous Reservoir. This case considers an infinite boundary homogeneous reservoir modeled with 
a 1D radial grid. The case considers the same grid as the previous case and is presented in Fig. 2. Pore volume multipliers are used in 
the outermost gridblock to emulate an infinite reservoir. The reservoir model has one injection well at the center that injects CO2 into the 
reservoir. No producer wells are considered for this case. A sensitivity study was performed on this model to understand the impact of 
heat exchange on surrounding formations and permeability reduction. Reservoir temperature, pressure, CO2 hydrate concentration, gas 
saturation, and porosity profiles are plotted to display the effects of heat exchange and permeability reduction. Unlike the previous case, 
there is no CH4 production and pore volume multipliers are used in the external boundary to simulate an infinite boundary reservoir. 
Table 7 presents the reservoir data for this case. The heat exchange to underburden and overburden formations is computed with the 
boundary condition proposed by Vinsome and Westerveld (1980). The maximum timestep size used for this case was 0.01 days. Larger 
timestep sizes lead to run problems and severe material balance errors. Material balance errors were less than 10-4%.

Parameter/Property Value

Grid size (Nr×‍N�‍×Nz)
100×1×1

Reservoir outer radius 1130 m

Reservoir thickness 50 m

Reservoir initial temperature 45°C

Injection temperature 10°C

Water initial saturation 0.2

Porosity 0.3

Permeability 20 md

Gas initial composition 100% CH4

CO2 injection rate 0.0946 MMTA (3 kg/s)

Reservoir initial pressure 3 MPa

kv/kh 0.1

Rock heat capacity 1000 kJ/(m3 °C)

Rock heat conductivity 217 kJ/(m °C d)

Heat exchange to the surroundings Sensitivity

Base/Caprock heat capacity 1000 J/(kg °C)

Base/Caprock heat conductivity 2.51 W/(m °C)

Permeability reduction Sensitivity

Table 7—Model data, reservoir, and fluid parameters for 
Case 2.

Hydrate parameters used for Case 2 are based on the data from the literature presented in the previous section. Table 8 shows all 
hydrate parameters used for Case 2. These hydrate parameters are also used in the next sensitivity study named Case 3. Furthermore, the 
formation of hydrate is an exothermic process, thus releasing heat, while the dissociation is an endothermic process, thus taking heat from 
the surroundings. Finally, the formation of ice is modeled in STARS with latent heat (phase equilibrium) rather than a kinetics-like 
approach.

Parameter/Property CO2 CH4 Ice

Density (kg/m3) 1100 919.7 ~916.89

Heat capacity (J mol−1 °C−1) 148.86 191.2 ~37.12

Formation enthalpy (kJ/mol) 60 55 –

Dissociation enthalpy (kJ/mol) −60 −55 –

Formation activation energy (kJ/mol) 102 81 –

Dissociation activation energy (kJ/mol) 102 81 –

Formation reaction constant product, ‍
�
K0dAhs

�
‍ (mol m−3 kPa−1 

d−1)

4.02×1018 5.93×1021 –

Table 8—Hydrate parameters for Cases 2 and 3.
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Parameter/Property CO2 CH4 Ice

Dissociation reaction constant product, ‍
�
K0dAhs

�
‍ (mol m−3 kPa−1 

d−1)

4.02×1018 5.93×1021 –

Formation reaction frequency, 
‍

�
K0dAhs
�w�h

�
‍

3.65×1012 6.45×1015 –

Dissociation reaction frequency, 
‍

�
K0dAhs
�w�h

�
‍

3.65×1012 6.45×1015 –

Latent heat of fusion (kJ/mol) – –- 6.0

Table 8 (continued)—Hydrate parameters for Cases 2 and 3.

First, a sensitivity for the heat exchange (hl) with the overburden and underburden formations is presented. Fig. 5 presents a compar-
ison of results obtained without and with heat exchange to the surrounding formations. Fig. 5a presents the near-wellbore temperature 
profiles at 10 days, 30 days, and 90 days of simulation. The heat exchange with surrounding formations creates a slight increase in tem-
perature. As the time increases from 10 days to 90 days, one can observe a larger separation between the corresponding profiles. The 
temperature increase does not impact the pressure profiles in the near-wellbore region (Fig. 5b). In addition, there is a plateau in the 
temperature profile at 0°C after 90 days of simulation. This is caused by the formation of ice and how this is modeled by the numerical 
simulator. In STARS, ice is formed in a similar fashion to a pure component phase transition with a freezing temperature and latent heat. 
Therefore, temperature can only go below freezing temperature after all water is converted into ice or hydrates. CO2 hydrates were formed 
in both scenarios with a decrease in the amount of hydrates observed when heat exchange is considered (Fig. 4c). The porosity profiles 
(Fig. 4d) follow a similar behavior to the CO2 hydrate concentration profiles. It can be observed from the temperature, CO2 hydrate con-
centration, and porosity profiles that the effect of heat exchange with surrounding formations seems to intensify over time and cannot 
prevent hydrates from forming early in time. This would suggest that hydrates could be prevented by the heat exchange if hydrates were 
to be formed late in time.

Fig. 5—Comparison of results for Case 2 with (dashed line) and without (solid line) heat exchange to the surrounding formations. 
(a) Temperature. (b) Pressure. (c) CO2 hydrate concentration. (d) Porosity.

Next, a sensitivity to the permeability reduction is presented. The results of two simulations with and without permeability reduction 
are compared and different profiles are presented in Fig. 6. Both scenarios model heat exchange as presented before. The permeability 
reduction exponent (Ck) for the case with permeability reduction was two, where an input value of zero results in no permeability reduc-
tion. The near-wellbore temperature profiles are presented in Fig. 6a for 10 days, 30 days, and 90 days of simulation. More cooling can 
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be observed when permeability reduction is considered. As permeability reduces, the JT cooling increases because of the larger pressure 
drawdown. The increase in pressure can be observed in Fig. 6b, especially at 90 days. As seen in Fig. 6c, CO2 hydrates formed in the 
region with higher pressure values. The amount of CO2 hydrates formed is also larger in the case with permeability reduction because of 
more significant JT cooling. Porosity profiles of the reservoir in Fig. 6d follow a trend similar to the CO2 hydrate concentration profiles 
in Fig. 6c. From Fig. 6a through 6d, we can see that the effect of permeability reduction becomes more significant with time as more 
hydrate is formed. One important observation on the porosity profile (Fig. 5d) is the magnitude of porosity reduction when CO2 hydrates 
are formed. It is clearly seen in Fig. 6d that the maximum porosity reduction is around 20%. This reduction is in agreement with the 
amount of water originally in place. Hydrates and ice are only formed while liquid water is present in the porous media. Therefore, more 
water could lead to more porosity and permeability reduction.

A sensitivity of the injectivity to the permeability reduction is presented in Fig. 7. Here, the case without permeability reduction and 
without heat exchange is also included. Also, a case with a permeability reduction exponent (Ck) of 5 is considered. It can be observed 
that the injectivity does reduce for all cases. However, its reduction is more significant when permeability reduction is included as it would 
be expected. The injectivity reduces by 44% with a value of Ck = 5. One should note that such a value is not unusual in actual field appli-
cations as Uddin et al. (2008a) used a value of Ck = 10, based on experimental data. It can also be observed that the impact of heat 
exchange on the injectivity is negligible.

Fig. 7—Comparison of the injectivity over time for different scenarios. “Ck = 0” denotes no permeability reduction, while “hl” 
indicates that heat exchange is considered.

Fig. 6—Comparison of results for Case 2 with (dashed line) and without (solid line) modeling heat transfers from the surrounding 
formations. (a) Temperature. (b) Pressure. (c) CO2 hydrate concentration. (d) Porosity.
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Fig. 9—Leverett J function vs water saturation (Sw) considered for Case 3.

Fig. 8—Reservoir layer properties for Case 3.

Parameter/Property Value Sensitivity

Reservoir type Radial infinite –

Grid size (Nr×‍N�‍×Nz)
100×1×6  �

Reservoir initial temperature 135°C –

Injection temperature 10°C –

Initial water saturation 0.2 0.15 and 0.3

Gas initial composition 100% CH4 –

CO2 injection rate 1 MMTA (~31.71 kg/s) 0.5 and 2 MMTA

Initial reservoir pressure 2.5 MPa 1 and 4 MPa

kv/kh 0.1 0.5 and 1

Rock heat capacity 2600 kJ/(m3 °C) –

Heat conductivity 217 kJ/(m °C d) –

Heat exchange to the surroundings None Include under and overburden

Capillary pressure Not considered J-function (Fig. 9)

Interfacial tension 0.03 N/m –

Permeability reduction (Ck) 0 2

Table 9—Model data and sensitivity analysis parameter for Case 3.
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Case 3: Layered Radial Reservoir. A reservoir model is built considering the upscaled data of a well log. A sensitivity analysis is 
performed to understand the different effects of the CO2 injection in this formation. The reservoir model considers six layers and is 
assumed to be radially infinite using a pore volume multiplier at the outer boundary control volumes. A description of the reservoir 
model (including thickness, permeability, and porosity for each layer) is presented in Fig. 8. The depth at the top of the reservoir is 
2893.61 m. The model data and sensitivity parameters are presented in Table 9. The parameters considered for sensitivity were the initial 
reservoir pressure, initial water saturation, injection rate, and ratio between the horizontal to vertical permeability. The base model does 
not consider the effects of capillary pressure, permeability reduction, and heat exchange to surrounding formation and these are included 
as sensitivity scenarios. For the scenario with capillary pressure, the J-function presented in Fig. 9 is used. The hydrate kinetic model 
parameters are presented in Table 8. The maximum timestep size used for this case was 0.003 days. Larger timestep sizes lead to run 
problems and severe material balance errors. Material balance errors were less than 10−4%.

The near-wellbore temperature field for the base case at 1 year of simulation is presented in Fig. 10a. The temperature changes are 
observed to be more significant in the higher-permeability layers, with most of the temperature variation in the sixth layer (kh = 336.06 md) 
(deepest layer) followed by the third layer (kh = 20.96 md). This is a consequence of the higher flow rate through these layers, which can 
be seen from the CO2 front presented in Fig. 10d. Also, as CO2 is injected into the formation, the water will slowly vaporize into the gas 
phase, causing a dry-out effect. In this case, this effect can be observed near the wellbore in Fig. 10b, with water saturation being reduced 
to zero near the wellbore. A significant reduction in water saturation can also be observed a bit farther from the well, which coincides with 
a reduction in porosity (Fig. 10c) that is caused by the formation of ice and hydrates combined. While water dry-out could help mitigate 
the formation of ice and hydrates by reducing water content, it can be observed that the water-drying front moves slower than the 
temperature-cooling front. Therefore, hydrates and ice still form for this case. The temperature profiles for the sixth layer at 10 days, 
90 days, and 1 year of simulation are presented in Fig. 11, from which can be observed no significant difference from what would be 
observed from a 1D radial case such as the one presented in Case 2. However, a higher temperature near the wellbore can be observed at 
the sixth layer (about 12°C) due to the higher pressure in that layer. On the other hand, the minimum temperature observed within the 
reservoir is as low as 0°C after a year of injection with the formation of CO2 hydrates and ice. The maximum distance of the temperature 
front from the wellbore after 1 year was 114.85 m. It should also be noted that the x-axis in Fig. 10 refers to the radial distance from the 

Fig. 10—Cross-section (radius vs. depth) plots at 1 year of simulation for Case 3 base scenario. (a) Temperature in oC. (b) Water 
saturation. (c) Porosity. (d) CO2 mole fraction in the gas phase.
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injector well, and velocity decreases radially. This can mislead one into believing that the rate being injected into the low permeability 
layers is comparable to the injection rate into the high-permeability layers (bottom one). In fact, more than 90% of the CO2 is injected into 
the high-permeability layer. This can be observed in a plot of the mass injection rate in each layer (Fig. 12).

Fig. 12—Injection rate at each well’s segment for Case 3 base scenario. Layers are numbered from shallowest (Layer 1) to deepest 
(Layer 6).

Most of the sensitivity scenarios considered resulted in the formation of hydrates as presented in Table 10. The only scenarios with no 
hydrate formation were the ones with lower injection rates and when heat exchange was considered.

Parameter/Property Lower Value Higher Value

CO2 injection rate 0.5 MMTA 2 MMTA

Reservoir initial pressure 1 MPa 4 MPa

kv/kh 0.05 1

Water saturation (Sw) 0.15 0.3

Capillary pressure (Pc) – Included

Heat exchange to surrounding (HE) – Included

Permeability reduction (Ck) – 2

Table 10—Hydrate risk sensitivity for Case 3 after 1 year of CO2 
injection at 10°C (shaded cells represent the cases in which hydrate 
formed).

While most cases present the formation of hydrates and even ice, the movement and behavior of the temperature over time varies 
among them. To summarize such differences, a tornado plot of changes in the minimum temperature is presented in Fig. 13 for 30 days, 
90 days, 180 days, and 365 days of simulation. It is possible to observe that the minimum temperature of the base case decreases over time 
and eventually reaches the freezing temperature, which was also observed in Fig.  12. The inclusion of heat exchange mitigates the 
decrease in initial temperature over time. In fact, the minimum temperature stops decreasing after some time when heat exchange is con-
sidered (the minimum temperature at 180 days and 365 days is very close). On the other hand, permeability reduction further reduced the 
JT cooling leading to freezing temperatures observed sooner than the base case scenario. Initial water saturation also had some impact on 

Fig. 11—Temperature profiles (distance from the well) vs. time for the sixth layer from the base scenario for Case 3.
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the temperature behavior. It was observed that higher water saturation resulted in lower temperatures while lower water saturation led to 
higher temperatures. The increase in water content leads can lead to more hydrate formation when CO2 is injected. The first reason is that 
more water is available to be converted into hydrates. The second reason is that the CO2 dry-out effect becomes less relevant as the water 
content increases and hydrates can form. Another reason observed in the simulations is the expansion of CO2 when hydrates are formed, 
which leads to more JT cooling. It is important to mention that the dry-out effect was not observed to prevent hydrates in any case. The 
impact of kv/kh is small with a maximum difference of 1°C. However, this could be due to the huge contrast between layers. It is also 
important to note that CO2 flows favorably in the bottom layer due to methane’s lower density, water being immobile, and the consider-
ably higher permeability of the bottom layer. The inclusion of capillary pressure was observed to increase temperature only slightly. The 

Fig. 13—Tornado plots for the changes in minimum temperature with respect to the base scenario for Case 3 (see Table 10). 
(a) 30 days, (b) 90 days, (c) 180 days, and (d) 365 days.

Fig. 14—Sensitivity of the injectivity to permeability reduction exponent parameter (Ck). “Ck = 0” denotes no permeability reduction.
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initial reservoir pressure had a high impact on the temperature behavior. An increase in the initial pressure leads to a decrease in the JT 
cooling. However, it also leads to an increase in the hydrate equilibrium temperature and a further decrease in temperature once hydrates 
start forming. On the other hand, a lower initial pressure results in more JT cooling and a lower hydrate equilibrium temperature, which 
can lead to hydrates forming at a later time, consistent with the behavior observed in Fig. 12. At 30 days and 90 days of simulation, the 
amount of CO2 hydrates is negligible for both the 1-MPa and 4-MPa cases. At 180 days, a moderate amount of hydrates is present for the 
4-MPa scenario, while the amount of hydrates is still negligible for the 1-MPa scenario, which results in the inversion of the trend. At 
365 days, both cases have a moderate amount of hydrates, but the 4-MPa scenario has a much higher amount. Finally, the parameter with 
the highest impact was the injection rate. As expected, increasing the injection rate results in a higher-pressure drawdown and more JT 
cooling, while decreasing the injection rate results in lower pressure drawdown and less JT cooling.

A comparison of the injectivity for different values of permeability reduction exponent (Ck) is presented in Fig. 14. This figure consid-
ers the base scenario (Ck = 0) and the scenario with Ck = 2. Scenarios with Ck = 5 and Ck = 10 were also included. From this figure, it is 
possible to observe that the injectivity is the same for about 50 days when hydrates start forming and the injectivity starts behaving dif-
ferently for each scenario. It is possible to observe a reduction of about 21% in the injectivity for the case with the highest permeability 
reduction.

Conclusions
This paper provides insights into the fluid and reservoir conditions under which CO2 and water can transition into hydrates and ice in the 
reservoir near the injection well. The formation of hydrate can cause severe permeability and injectivity loss, which is detrimental to the 
CCS project goals. The results emphasize the importance of CO2 injection conditions (rate, pressure, and temperature) and reservoir 
properties (initial pressure, water saturation, capillary pressure, vertical-to-horizontal permeability ratio, and heat exchange) to consider 
in the selection of storage sites to minimize operational risk. Common hydrate mitigation strategies are costly (i.e., heating CO2 at the 
wellhead or injecting thermodynamic chemical inhibitors).

A summary of the results is presented as follows:
•	 The water dry-out zone was not too deep into the reservoir to prevent hydrate formation since the cold temperature front moved ahead 

of the dry-out zone.
•	 Heat exchange with the underburden and overburden rocks mitigates hydrate formation in the multilayer case with an increase in the 

lowest temperature.
•	 The effect of the initial reservoir pressure is complex. An increase in pressure results in less JT cooling initially but leads to more 

hydrates and lower temperatures at later times. The opposite is observed when the initial reservoir pressure is reduced.
•	 The minimum temperature in the reservoir was not sensitive to the ratio of vertical-to-horizontal permeabilities.
•	 Initial water saturation impacts the lowest temperature at later times. More hydrates and JT cooling are observed at higher water 

saturations.
•	 Permeability reduction amplified the JT cooling and increased the amount of hydrates. However, no plugging is observed by either 

hydrates or ice in the sensitivity simulations.
•	 The injection rate has the most impact on the JT cooling and formation of hydrates. The increase in injection rate requires higher 

bottomhole pressure, which further increases the JT cooling effect.
•	 The reduction in injectivity was less than 44% and 21% for Cases 2 and 3, respectively.

Despite the relatively low reduction in injectivity observed by the hydrates, care should still be exercised. Other phenomena not inves-
tigated in this work such as water backflow and salt precipitation may intensify the reduction in injectivity. Such phenomena will be the 
subject of future investigations.

Nomenclature
	 a	=	� constants or fitting parameters
	 A	=	�  surface area, m2

	 b	=	� constants or fitting parameters
	 c	=	� concentration, mol m–3

	 cp	=	� specific heat capacity, J mol–1 K–1

	 E	=	� activation energy, kJ mol–1

	 f	=	�  fugacity, Pa
	 H	=	� enthalpy, kJ mol–1

	 I	=	� injectivity, kg s–1kPa–1

	 K	=	� equilibrium ratio
	 k	=	� permeability, md
	 M	=	� molecular weight, g mol–1

	 m	=	� injection mass rate, kg/s
	 n	=	�  number of moles, mol
	 P	=	� pressure, Pa
	 r	=	�  constants or fitting parameters
	 R	=	� gas constant, J mol–1 K–1

	 S	=	�  saturation
	 t	=	�  time, seconds
	 T	=	� temperature, K
	 V	=	� volume, m3

	 x	=	� liquid mole fraction
	 ‍�‍	=	� viscosity, cp
	 ‍�JT‍	=	� Joule-Thomson coefficient
	 ‍�‍	=	� density, kg m–3

	 ‍�‍	=	� porosity
	 ‍!‍	=	� mixture acentric factor
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Subscript
	 0	=	� reference condition
	 bh	=	� bottomhole
	 c	=	� critical condition
	 g	=	� gas phase
	 h	=	� hydrate phase
	 i	=	� ith component
	 j	=	� jth component
	 R	=	� reservoir
	 s	=	� specific hydrate surface area
	 w	=	� water phase

Superscript
	 0	=	� simple fluid departure enthalpy
	 *	=	� fugacity of component h in the gas-hydrate equilibrium
	 (r)	=	� reference fluid
	depart	=	� enthalpy departure
	 ideal	=	� ideal enthalpy
	 g	=	� fugacity of component h in the gas phase
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