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Abstract Observations evidence extremely stable boundary layers (SBL) over the Antarctic Plateau and
sharp regime transitions between weakly and very stable conditions. Representing such features is a chal-
lenge for climate models. This study assesses the modeling of the dynamics of the boundary layer over the
Antarctic Plateau in the LMDZ general circulation model. It uses 1 year simulations with a stretched-grid
over Dome C. The model is nudged with reanalyses outside of the Dome C region such as simulations can
be directly compared to in situ observations. We underline the critical role of the downward longwave radi-
ation for modeling the surface temperature. LMDZ reasonably represents the near-surface seasonal profiles
of wind and temperature but strong temperature inversions are degraded by enhanced turbulent mixing
formulations. Unlike ERA-Interim reanalyses, LMDZ reproduces two SBL regimes and the regime transition,
with a sudden increase in the near-surface inversion with decreasing wind speed. The sharpness of the tran-
sition depends on the stability function used for calculating the surface drag coefficient. Moreover, using a
refined vertical grid leads to a better reversed ‘‘S-shaped’’ relationship between the inversion and the wind.
Sudden warming events associated to synoptic advections of warm and moist air are also well reproduced.
Near-surface supersaturation with respect to ice is not allowed in LMDZ but the impact on the SBL structure
is moderate. Finally, climate simulations with the free model show that the recommended configuration
leads to stronger inversions and winds over the ice-sheet. However, the near-surface wind remains underes-
timated over the slopes of East-Antarctica.

1. Introduction

At global scale, Antarctica is a major sink for atmospheric energy. As such, it is critical to understand the
atmospheric heat exchanges over the white continent in the context of global warming. The air loses
energy through transfer toward the ice-sheet surface and via the emission of longwave radiation to space
(Previdi et al., 2013). This climatological energy deficit is mainly compensated by a horizontal convergence
of atmospheric energy transport (Genthon & Krinner, 1998; Previdi et al., 2013). The near-surface Antarctic
atmosphere experienced significant changes during the last decades (Steig et al., 2009; Turner et al., 2006).
In particular, the near-surface air over the Western part of Antarctica exhibits one of the major warming
over the globe (Bromwich et al., 2013a), with heating rates larger than 0.5 K per decade at some places.
Despite a significant warming in the end of the 20th century, the Antarctic Peninsula has been slightly cool-
ing since 1998, reflecting the high natural variability of the climate in this region (Turner et al., 2016). East
Antarctica has experienced a slight cooling trend (Nicolas & Bromwich, 2014; Smith & Polvani, 2017) particu-
larly marked during autumn.

General circulation models (GCMs) are very powerful tools for investigating the mechanisms responsible for
global or regional changes in the Earth climate. However, we can wonder to what extent they are able to
correctly represent the near-surface temperature field over Antarctica. Although the models involved in the
fifth Coupled Models Intercomparison Experiment (CMIP) have a realistic climatology and interannual vari-
ability in Antarctica, they fail in reproducing the near-surface temperature trends in the period 1979–2005
(Smith & Polvani, 2017) and particularly the contrast between west and east Antarctica.
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King et al. (2001) noticed that the Antarctic surface climate is very sensitive to the boundary-layer heat flux
parametrizations. When using turbulent diffusion coefficient formulations that sharply decrease with
increasing static stability, the authors observed long-term mechanical decoupling of the surface from the
atmosphere over large regions of East Antarctica in the HadAM2 GCM. However, they wonder whether
‘‘such behavior is realistic, or even desirable in a coarse-resolution model.’’ A poor representation of the sen-
sible heat flux over Antarctica in GCM has also been reported in King and Connolley (1997) and Cassano
et al. (2001), and such a deficiency is expected to be partly responsible for a warm temperature bias over
Antarctica in the ERA-Interim (hereafter ERA-I) reanalyses (Dutra et al., 2015; Freville et al., 2014) of the Euro-
pean Center for Medium-Range Forecasts (hereafter ECMWF). Evaluating and improving the representation
of heat exchanges between the atmosphere and the ice-sheet in GCMs is therefore crucial.

GCMs and Numerical Weather Prediction models often apply formulations with enhanced turbulent mixing to
optimize model scores at synoptic scales (Sandu et al., 2013) or to account for nonrepresented subgrid mixing
processes like small-scale gravity waves (Steeneveld et al., 2008). However, these formulations are detrimental
to the modeling of the stable boundary layers (SBL) structure (Cuxart et al., 2006; Svensson et al., 2011).

Even though global tuning strategies can degrade the structure of the SBL, Baas et al. (2017) show that cli-
mate models with a 1.5 order closure turbulent scheme (with a prognotic equation of the turbulent kinetic
energy) have the required physics to represent reasonably the SBL for a wide range of mechanical forcings.
Such models seem able to mimic the two-regime behavior of the SBL, with its weakly and very stable
extremes and with the typical ‘‘reversed-S shape’’ dependency of the near-surface inversion with the wind
forcing at Cabauw, the Netherlands (van de Wiel et al., 2017). Such a behavior is evidenced by observation
in Van Hooijdonk et al. (2015), Monahan et al. (2015), and van der Linden et al. (2017). The theoretical back-
ground behind this behavior was demonstrated by van de Wiel et al. (2017). They show that the sudden
regime transition can be understood in terms of the Minimum Wind speed for Sustainable Turbulence
(MWST) theory (van de Wiel et al., 2012; Van Hooijdonk et al., 2015, 2017). If the wind speed is less than this
minimum, the sensible heat flux is unable to compensate for the energy loss of the surface, which causes
the near-surface inversion to increase rapidly. As the turbulence shuts down, the atmosphere becomes
mechanically decoupled from the surface (Derbyshire, 1999) and the near-surface temperature inversion is
only governed by the radiative ‘‘coupling’’ to the air, and the diffusive ‘‘coupling’’ to the soil.

Vignon et al. (2017a) evidenced that the prevailing SBL over Dome C, East Antarctic Plateau, also presents a
clear two-regime behavior with a sharp transition that occurs in a narrow 10 m wind speed range. On one
hand, a weakly stable regime occurs under moderate wind and/or cloudy conditions with a significant
amount of turbulence and weak near-surface temperature inversions. On the other hand, a very stable regime
occurs under weak wind and clear-sky conditions with weak turbulence. In this case, the near-surface temper-
ature inversion may reach values up to 25 K between 10 m and the surface, as the coupling between the air
and the snow is (essentially) of radiative origin. Riordan (1977) (see also Hudson and Brandt, 2005) and Cas-
sano et al. (2016) (see also Wille et al., 2016) identified similar wind speed thresholds that distinguish a SBL
regime with strong near-surface inversions from a regime with weak near-surface inversions at the South Pole
and over the Ross ice-shelf, respectively. This suggests that the two-regime behavior of the SBL may prevail
over a large part of the Antarctic continent where the surface slope is weak (ice-shelves, Plateau). In addition,
the surface-atmosphere mechanical decoupling in the weak wind speed regime is critical regarding snow
accumulation issues. Indeed, Berkelhammer et al. (2016) evidenced that under very stable conditions over the
Greenland ice-sheet, the snow surface can be mechanically insulated from transiting tropospheric air masses,
impeding both accumulation associated with surface condensation and mass loss through sublimation. After
the conclusions of Vignon et al. (2017a) and van de Wiel et al. (2017), it is thus clear that not only the two-
regime behavior but also long-term decouplings are realistic and climatological features of the SBL over
Dome C (and likely over a wide part of Antarctica) that need to be represented in GCMs.

Beyond the Antarctic climate issue, correct modeling of the SBL dynamics is important for assessing the
response of the nocturnal near-surface temperature over continents to changes in greenhouse gases con-
centrations (McNider et al., 2012; Walters et al., 2007) and for representing the evolution of Arctic near-
surface temperatures with global warming, since a transition from a very stable to weakly stable regime
would mean a transition between a state in which the warming signal remains confined in the low stratified
layer to a state in which the warming is diluted to higher levels (Bintanja et al., 2012). The present study
explores the ability of the Laboratoire de M�et�eorologie Dynamique Zoom (LMDZ) GCM, the atmospheric
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component of the IPSL Earth System model (Dufresne et al., 2013), to represent the dynamics of the atmo-
spheric boundary layer over the Antarctic Plateau. In particular, it investigates how well the model repre-
sents the competition between mechanical (turbulent) and radiative surface couplings at Dome C. Beyond
the evaluation of the model, simulations also give insights into the boundary-layer dynamics over the Ant-
arctic Plateau. Our work builds on the previous evaluation of LMDZ at Dome C in Vignon et al. (2017b). The
latter paper focused on the representation of a typical clear-sky summertime diurnal cycle using the 1-D
version of LMDZ assessing the sensitivity to surface parameters and turbulence parametrizations. The pre-
sent study extends toward the representation of a full seasonal cycle, including the polar night, and using
the standard 3-D version of the model, i.e., with its intrinsic constraints on the length of the physical time
step, on the model’s grid and on the global-scale tuning strategy (Hourdin et al., 2017). The 3-D simulations
also enable to assess how the specific improvements made to fit observations at Dome C affect the
continental-scale near-surface climate. Last but not least, the present work contributed to the setup of a
new version of LMDZ for the CMIP6 experiments and it will be shown that LMDZ has now consistent physi-
cal parametrizations for the extreme Antarctic SBL and reasonable surface parameters over ice-sheets. The
paper is structured as follows. Section 2 presents the LMDZ model, the specific ‘‘stretched-grid and nudged’’
configuration of the simulations and the observations. The ability of LMDZ to represent the Dome C bound-
ary layer is analyzed in sections 3. Section 4 discusses the representation of the near-surface Antarctic cli-
mate using standard climate simulations without nudging. Section 5 draws our conclusions.

2. Climatological Settings, Data, and Simulations

2.1. Dome C Geographical and Climatological Settings and In Situ Data
Dome C is located in the eastern part of the high Antarctic Plateau (758060S, 1238200E, 3233 m a.s.l, Local Time
LT 5 UTC 1 8) where the French-Italian station Concordia has been set-up. The landscape consists in a homoge-
neous and flat snow desert covered by snow-eroded forms called sastrugi. The sky is predominantly clear. The air
is very cold and dry, with monthly mean 2 m temperatures that range from about 2278C in austral summer to
about 2658C in the polar night in winter (Genthon et al., 2013). The annual snow accumulation is less than 83

1022 m yr21 (Genthon et al., 2015). The ‘‘flatness’’ of the Dome prevents local generation of katabatic winds. The
near-surface wind is mostly south-southwesterly (Aristidi et al., 2005) and the annual 3 m mean speed is moder-
ate, 4.5 m s21, and rare peaks reach 12 m s21 (Argentini et al., 2014). Occurrences of significant wind-transported
snow events are seldom (Libois et al., 2014).

The Dome C boundary layer shows a marked seasonality. In summer (December–January), even though the
sun remains always above the horizon, the boundary layer evolves with a clear diurnal cycle (Genthon et al.,
2010). During the summer ‘‘day’’ (i.e., when the sun is high above the horizon), the boundary layer is convec-
tive and 100–300 m deep (Casasanta et al., 2014). During the summer ‘‘night’’ (i.e., when the sun is close to
the horizon), the nocturnal SBL is shallower than 50 m and an inertial low-level jet develops (Gall�ee et al.,
2015). During the polar night, the boundary layer is almost permanently stably stratified (Genthon et al.,
2013) and the turbulent boundary layer, when present, is only a few meters or dozens of meters deep
(Petenko et al., 2014; Pietroni et al., 2012). Dome C frequently experiences sudden ‘‘warming events,’’ when
warm and moist air is advected from the coast over the Plateau resulting in a large anomaly of downward
long wave radiative flux and in an abrupt warming of the low troposphere of several tens of Kelvin in a few
hours (Gall�ee & Gorodetskaya, 2010; Genthon et al., 2013).

In the present study, we use in situ data from meteorological measurements that are performed at Concor-
dia. We use temperature and wind data obtained along a 45 m tower (Genthon et al., 2010, 2013) and a
2.5 m mast (Vignon et al., 2016) and radiation data obtained by the Baseline Surface Radiation Network
(BSRN, Lanconelli et al., 2011). Details on how all of these data are processed are given in Genthon et al.
(2013) and Vignon et al. (2016). Note that the surface temperature is estimated from surface longwave radi-
ative fluxes assuming a snow emissivity of 0.99.

Genthon et al. (2017) show that classical near-surface moisture measurements are biased at Dome C since
standard thermohygrometers are not capable to measure supersaturations with respect to ice because the
excess moisture with respect to saturation tends to condense on the surfaces of the sampling device. Data
from an innovative hygrometer installed at 3 m above the ground (so called ‘‘HMPmod’’ in Genthon et al.,
2017) that allows for the measurement of near-surface supersaturation have been used. To obtain
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estimations of the integrated water vapor (IWV) in the atmospheric column above Dome C, we use hourly
averaged measurements performed by an in situ H2O Antarctica Microwave Stratospheric and Tropospheric
Radiometer (HAMSTRAD) instrument (Ricaud et al., 2012, 2015). IWV as well as tropospheric profiles of tem-
perature, humidity, and wind are also retrieved from daily Vaisala RS92 radiosoundings, launched at 2000
LT from the Routine Meteorological Observation program (http://www.climantartide.it/). Following Tomasi
et al. (2006), the IWV from radiosondes is calculated from the ground to 10,000 m height. No correction for
typical biases (due, for instance, to sensor aging, time lags or chemical contamination, see Tomasi et al.,
2011) of temperature and humidity measurements was required because the latter biases do not signifi-
cantly affect the estimation of the IWV (Ricaud et al., 2017).

2.2. The LMDZ GCM
LMDZ is the atmospheric component of the IPSL Earth-System Model used for climate studies and climate
change projections, particularly in the CMIP experiments (Hourdin et al., 2013). LMDZ was particularly used
for Antarctic purposes in studies on surface mass balance issues (e.g., Agosta et al., 2013; Krinner et al.,
2007), on oceanic forcing on the Antarctic climate (Krinner et al., 2014) and on the transport of chemical
species at high southern latitudes (Cosme et al., 2005). We used here a ‘‘pre-CMIP6’’ version of the model,
i.e., an advanced version of LMDZ-5B (Hourdin et al., 2013).
2.2.1. Configurations of the Simulations
The simulations are conducted with the zooming capability of the model in a nudged mode, as described
in Coindreau et al. (2007). The ‘‘zoom’’ consists in stretching the horizontal Arakawa-C 64 3 64 grid in both
latitude and longitude in order to obtain a refined domain of 400 km3400 km centered on Dome C with a
middle grid cell of 25 km325 km. The grid retained here is plotted in Figure 1. In the vertical, we use the
default 79 hybrid-pressure levels setup for the 6th CMIP experiment. Above Dome C, the vertical grid has 15
levels in the first 500 m of which 3 in the first 45 m (height of the meteorological tower). The first model
level height varies between 5.2 m in winter and 6.8 m in summer. Likewise, the second (respectively, third)
model level height varies between 17 m (respectively, 31 m) and 22 m (respectively, 39 m). As the SBL
above the Antarctic Plateau may be very shallow, we also perform simulations with a refined 103 hybrid-
pressure levels grid. This latter has a better resolution in the first meters above ground, with a first model
level at approximately 1.5 m and with 11 levels in the first 100 m.

The model is nudged by the ECMWF ERA-I reanalyses by adding a relaxation term to the prognostic equa-
tion for four state variables:

@X
@t

5FðXÞ2 X2Xa

s
(1)

where X is the zonal and meridional wind u and v, the temperature T, and the specific humidity qv. F is the
operator describing the dynamical and physical processes that determine the evolution of X. Xa is the reana-
lyzed field from ERA-I interpolated on the model grid and at each model time step. s is a relaxation time.
Genthon et al. (2013) show that the synoptic evolution in the bulk of the atmosphere and the tropospheric
variability are relatively well reproduced by ECMWF analyses. Different values of s are used inside and out-
side the ‘‘zoomed’’ region with a smooth transition between the inner and outer regions that follows the
grid cell size. Outside the zoom, we set sout53 h and inside the zoom, sin5240 h. A large value of s (weak
nudging) in the zoomed area enables the meteorological fields in this region to be governed by the internal
physics of LMDZ rather than by the (external) reanalysis field. Such a nudging enables both an evaluation of
the subcomponents of the physics of the model apart from likely deficiencies in representing the atmo-
spheric synoptic conditions (Appendix A) and a chronologic comparison with in situ data from the Dome C
observatory. The 3-D zoomed-nudged simulations start in December 2014 and they are run until 31 Decem-
ber 2015. The model has sufficient time to reach an atmospheric equilibrium over the Antarctic Plateau
before 1 January 2015, date from which we analyze the results.

In section 4, we discuss meteorological fields not only over Dome C but over the whole Antarctic continent.
For this purpose, we analyze free (i.e., without nudging) simulations performed with the standard (no
‘‘zoom’’) 1443142379 grid and run over the period 2001–2011. Over continents, LMDZ is coupled with the
land-surface model ORCHIDEE (Hourdin et al., 2013; Krinner et al., 2005). Sea ice cover and sea surface tem-
perature fields are prescribed every month with climatological fields.
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2.2.2. Modifications of Physical Parametrizations
The ability of LMDZ in modeling the summertime atmospheric boundary layer at Dome C was assessed and
improved by Vignon et al. (2017b) using the single column version of LMDZ on the 4th Gewex Atmospheric
Boundary Layer (GABLS) case (Bazile et al., 2014, 2015). This study led to changes of the values of model’s
parameters over the ice-sheets:

1. The snow albedo is set to 0.96 for the visible range and to 0.68 for the near infra-red range (Grenfell &
Warren, 1994) instead of 0.77 for both ranges. This low value was tuned in the CMIP3 version to compen-
sate for a deficit of longwave downward radiation at surface.

2. The roughness lengths for momentum z0 and for heat z0t are set to 1023 and 1024 m, respectively. These
values are close to measurements at Dome C (Vignon et al., 2016) and in reasonable agreement with
measurements over other regions of the Antarctic Plateau (Amory et al., 2017).

3. The snow thermal inertia is set to 350 J m22 K21 s21=2 instead of the original largely overestimated value
of 2; 000 J m22 K21 s21=2.

Figure 1. Polar stereographic view of the stretched-grid used for the 3-D nudged simulations. The orange dot locates Dome C (DC). In the inset are shown the
approximative heights of the observation levels at Dome C and the yearly averaged heights of the vertical model levels of LMDZ and ERA-I.
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The parametrization of the vertical turbulent transport in the current version of LMDZ is a 1.5 order turbu-
lence closure K-gradient scheme based on Yamada (1983). This local turbulent scheme is combined with a
mass-flux scheme, the so-called ‘‘thermal plume model,’’ for convective boundary layers (Hourdin et al.,
2002; Rio et al., 2010). In stable conditions, the turbulent mixing coefficients for momentum (subscript ‘‘m’’)
and for heat (subscript ‘‘h’’) read:

Km;h5lSm;h

ffiffiffiffiffiffiffiffiffiffi

2TKE
p

(2)

where l is a mixing length, TKE is the turbulent kinetic energy, and Sm;h are monotically decreasing functions of
the Richardson number Ri (see Yamada, 1983). In previous versions of LMDZ, l was lower-bounded by a mini-
mum value lmin51 m and Sm;h were also lower-bounded by values Sm;hðRicÞ, Ric being a critical Richardson num-
ber equal to 0.143. Vignon et al. (2017b) pointed out that the representation of the summertime nocturnal SBL
at Dome C was significantly improved when the lower-bounds of Sm;h and l are removed. Roughly speaking,
removing such thresholds enables the turbulent mixing to collapse in very stable conditions leading to more
realistic shallow and very stratified SBL. In what follows, the simulations with the enhanced mixing configuration
will be referred to as ‘‘minmix.’’ In all the other simulations, lmin 5 0 and Ric 5 0.18. It is worth noting that in this
latter ‘‘weak mixing’’ configuration, the original numerical resolution of the prognostic equation of the TKE (Hour-
din, 1992) does not converge at long time steps as those used for physical parametrizations in 3-D simulations
(900 s for CMIP6). In fact, besides its role of mixing enhancement, the minimum mixing length was acting as a
numerical artifice that helped numerical convergence in previous versions of the model. The numerical scheme
has thus been changed to one proposed by Deleersnijder (1992) with better convergence properties.

The surface drag coefficient for momentum Cd and for heat and moisture Ch are computed as:

Cd5
j2

ln ðz1=z0Þ2
3fm (3)

Ch5
j2

ln ðz1=z0Þln ðz1=z0tÞ
3fh (4)

where j is the Von K�arm�an constant, z1 is the height of the first model level, z0 and z0t are the roughness
lengths for momentum and heat, respectively, and fm and fh are functions of the local Ri between the first
model level and the surface. Vignon et al. (2017b) pointed out that fm;h functions from (Louis et al., 1982)
(hereafter L82) are significantly overestimated in stable conditions compared to in situ data over an extended
summer period at Dome C. L82 functions were historically implemented to prevent surface-atmosphere
decouplings over lands in 3-D simulations. We test here two additional types of function: the so-called
‘‘SHARP’’ functions from King et al. (2001) (hereafter K01) and so-called ‘‘cutoff’’ functions (England and
McNider, 1995; King & Connolley, 1997), derived from the Monin-Obukhov similarity theory. These two latter
types of functions decrease more sharply with Ri and the cutoff functions reach zero at Ri 5 0.2 (see Figure 2).

In the previous versions of LMDZ, the standard radiative scheme was the one developed by Morcrette
(1991) (herefafter M91) for the ECMWF. The longwave spectrum part is a six band scheme with the following
radiative active species: H2O; O3; CO2; N2O; CH4, and chlorofluorocarbons. During the setting of the CMIP6
version of LMDZ, the k-correlated Rapid Radiative Transfer Model (RRTM, Mlawer et al., 1997) was imple-
mented for the longwave spectrum. It is now used as the standard radiative scheme. It is worth noting that
RRTM is also used in several GCMs like the Weather Research and Forecasting model (Skamarock et al.,
2008), in the ECMWF model (Morcrette et al., 2001) or the NCAR community climate model (Iacono et al.,
2000) for instance. The main differences with the M91 are (Morcrette et al., 2001):

1. RRTM considers 16 different spectral bands, improving the spectral description of air and cloud radiative
properties.

2. RRTM allows for more accurate absorption in the water-vapor continuum.

3. Representing the Boundary-Layer Dynamics at Dome C

In this section, the representation of the boundary layer at Dome C in nudged and stretched-grid LMDZ
simulations is evaluated using in situ data. The analyzed simulations are listed according to their characteris-
tics in Table 1.
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3.1. Downward Longwave Fluxes and Surface Temperatures
Modeling studies like Cerni and Parish (1984), Bromwich et al.
(2013b), or Sterk et al. (2013) highlighted the sensitivity of meteoro-
logical models to the radiation scheme in polar regions, particularly
in low wind conditions. Gall�ee and Gorodetskaya (2010) also pointed
out that the main energy source term of the surface energy balance
at Dome C in winter is the LWdn flux. Figure 3a shows that the LWdn

flux in the simulation using the M91 scheme (M91-L82-79) is signifi-
cantly underestimated (mean bias of 212:82 W m22). The implemen-
tation of RRTM has led to a significant improvement of the LWdn flux
in the RRTM-L82-79 simulation. This result is weakly sensitive to the
turbulent mixing parametrization (not shown). Morcrette et al. (2001)
noticed that in the ECMWF model, one of the main consequence of
the introduction of RRTM in place of M91 was a significant reduction
of the LWdn bias at the surface over the dry and cold atmosphere like
at the South Pole (Wild et al., 2001). Gall�ee and Gorodetskaya (2010)
also noticed the improvement of the LWdn simulation during the
polar night at Dome C with the regional model MAR using RRTM,
compared to simulations with M91. Our results agree with these
conclusions.

Figure 3b shows that the relative difference in LWdn between the simulation with M91 and the simulation
with RRTM is maximum when the atmospheric column above Dome C is dry, i.e., at low values of the IWV.
Differences are also larger when the ice water path (integrated ice content, IIC) is high. Note that IWV and
IIC are very similar in M91-L82-79 and RRTM-L82-79. As such, the difference in LWdn between the two simu-
lations seems to be primarily due to the radiative scheme itself and the sensitivity to the radiative scheme is
the highest when the atmosphere is dry (low IWV) and/or contains a significant amount of ice-particles
(high IIC). However, the LWdn in the RRTM-L82-79 simulation still show a Root Mean Square Error (RMSE)
with respect to observations of 12:97 W m22 over 2015. Differences in LWdn with observations are mostly
positive for LWdn < 100 W m22, while they are mostly negative for LWdn > 140 W m22. This could suggest
that even RRTM struggles in representing the longwave transfer in clear-sky conditions
(LWdn < 100 W m22) or that the quantities of hydrometeors could be overestimated in cold and dry condi-
tions at Dome C. Gall�ee and Gorodetskaya (2010) point out that the modeling of the LWdn at Dome C is very
sensitive to small variations in the water vapor content and to the modeling of thin clouds in both the tro-
posphere and stratosphere. In fact, the cold polar atmosphere is very dry. The far infrared range, often con-
sidered as opaque at midlatitudes and low latitudes, becomes more transparent and the transmittance is
thus very sensitive to the water vapor content (Palchetti et al., 2015). Moreover, clouds above the Antarctic

Table 1
Overview of the 3-D Stretched-Grid-Nudged Simulations

Simulation name Res lmin ðmÞ, Ric Surface layer LW scheme

M91-L82-79 79 0, 0.18 L82 M91
RRTM-L82-79 79 0, 0.18 L82 RRTM
RRTM-K01–79 79 0, 0.18 K01 RRTM
RRTM-cutoff-79 79 0, 0.18 cutoff RRTM
RRTM-minmix-L82-79 79 1, 0.143 cutoff RRTM
RRTM-L82–103 103 0, 0.18 L82 RRTM
RRTM-K01–103 103 0, 0.18 K01 RRTM
RRTM-cutoff-103 103 0, 0.18 cutoff RRTM
RRTM-minmix-L82–103 103 1, 0.143 cutoff RRTM

Note. ‘‘Res’’ refers to the vertical resolution, ‘‘Surface layer’’ to the type of stability function of the drag coefficient in
stable conditions and ‘‘LW scheme’’ to the type of radiative transfer code in the longwave spectrum. ‘‘K01’’ refers to
King et al. (2001), ‘‘L82’’ to Louis et al. (1982).

Figure 2. Stability function models used for the calculation of the surface drag
coefficients versus Ri. Solid (respectively, dashed) lines show the stability func-
tion for momentum fm (respectively, for heat fh).
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Plateau are rather thin, so an additional small amount of hydrometeors or a slight change in their properties
(sedimentation velocities for instance) may have significant impacts on the LWdn flux.

In addition, further investigation reveals that the most negative differences of LWdn in the RRTM-L82-79 sim-
ulation with respect to observations coincide with peaks of IWV corresponding to northerly advections of
warm and moist oceanic air, often associated to thick cloud episodes above Dome C (Ricaud et al., 2017).
The amplitude of these large peaks of IWV is underestimated in our simulations (see Appendix A) and in the
ERA-I reanalyses (not shown) suggesting that a part of the negative bias in LWdn could be related to defi-
ciencies in the moisture nudging by ERA-I.

As the LWdn flux is the major source term in the surface energy balance during a large part of the year, the
improvement of the LWdn flux associated to the introduction of RRTM leads to a much better representation
of the surface temperature Ts (Figure 3c). However, the surface temperature remains slightly cold-biased by
1.118C on average over 2015 and remaining hourly Ts biases are relatively well correlated with LWdn biases
(Figure 3d), especially during the polar night (not shown). The present section thus highlights that a correct
representation of the longwave transfer in the atmosphere is paramount to the modeling of the surface
temperature at Dome C, in agreement with Bromwich et al. (2013b).

Figure 3. (a) Scatter plots of LWdn at the surface in LMDZ simulations (M91-L82-79 and RRTM-L82-79) versus BSRN observations. Blue (orange) color refers to the
simulation with the RRTM (M91) radiative scheme. The black line is the first bissector. (b) Relative difference of the LWdn in the RRTM-L82-79 with that in the M91-
L82-79 simulation versus the Integrated Water Vapor (IWV) in the atmospheric column above Dome C in the M91-L82-79 simulation. Colors show the value of the
Integrated Ice Content (IIC). (c) Same as (a) but for Ts.(d): Difference of simulated (RRTM-L82-79 simulation) and observed Ts versus the difference of simulated and
observed LWdn. All hourly mean data in 2015 are plotted.
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3.2. Seasonality of the Near-Surface Temperature and Wind
As using RRTM leads to better comparison with in situ measurements of radiative fluxes compared to M91,
we now evaluate the seasonality of the boundary-layer temperature and wind in simulations with the RRTM
radiative scheme. Figure 4a shows the annual time series of the monthly mean surface temperature Ts in
LMDZ simulations (colored lines) and in observations (black line). Ts in RRTM-L82-79, RRTM-K01–79, and
RRTM-cutoff-79 are close because the Richardson number in the surface layer is often <0.1, i.e., in a range
in which fm;h stability functions do not significantly diverge. The monthly mean bias (plot b) and the
monthly RMSE (plot c) are thus similar for these three simulations. In particular, the three simulations are
cold-biased between May and September, with a mean bias exceeding (in negative values) 228C in July
and August (plot b). The RRTM-cutoff-79 (purple line) is the coldest simulation, in agreement with the col-
lapse of the sensible heat flux in very stable conditions using the ‘‘cutoff’’ functions in the surface layer. As
expected, the RRTM-minmix-L82-79 simulation (dark blue line) with enhanced mixing of heat in the SBL is
significantly warmer than the other simulations and than observations during most of the year. Its monthly
RMSE (dark blue line in plot c) is close to that of the other simulations from January to August, and higher
by 1–1.88C between September and November.

Figure 5 shows the composite vertical profiles of temperature and wind speed over the first 50 m above the
surface for three classes. Left plots show the mean summertime (December–January, ‘‘DJ’’) profiles at 1400
LT and middle plots show the mean DJ profiles at 0200 LT. Note that in DJ 2015, all the observed hourly pro-
files at 1400 LT (respectively, 0200 LT) correspond to convective (respectively, stable) conditions. Right plots
show the mean profiles during winter (June–July–August, ‘‘JJA’’). Figure 5 can be analyzed in parallel with
Figure 6 that shows the vertical profiles of the RMSE of LMDZ simulations with respect to observations for

Figure 4. (a) 2015 monthly mean Ts in observations and LMDZ simulations. (b) Monthly mean bias of the simulated Ts with respect to observations. In this plot, the
thick horizontal black line is the zero line. Numbers above the plot indicate the percentage of valid in situ Ts data used to compare with simulations within each
month. (c) Monthly Root Mean Square Error (RMSE) of the simulated Ts in LMDZ simulations with respect to observations.
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Figure 5. 2015 near-surface vertical profiles of temperature (top plots) and wind speed (bottom plots) in observations (black) and LMDZ simulations (colors). Three
composites are shown. Plots a and d show the mean profiles for December–January (DJ) at 1400 LT. Plots b and e show mean profiles for DJ at 0200 LT and plots c
and f show the mean profiles for June–July–August (JJA). Errorbars show the variability (6one standard deviation) in the observations for each class. As the height
of model levels varies with time, the hourly vertical profiles within each composite have been first linearly interpolated in the vertical on a grid whose heights are
the composite-averages of the model level heights. Then, the interpolated profiles have been averaged to obtain the composite profiles. In the insets in plots c
and f are plotted the mean JJA profiles restricted to the periods during which the difference of temperature between 9 m and the surface exceeds 10 K in the
observations (very stable cases, corresponding to 41% of the JJA profiles). Note that profiles of the RRTM-L82–103 (dashed cyan lines), RRTM-K01–103 (dashed
green lines) and RRTM-cutoff-103 (dashed purple lines) simulations are almost always perfectly superimposed.

Figure 6. Vertical profiles of the RMSE of the temperature (top plots) and of the wind speed (bottom plots) from LMDZ simulations with respect to observations.
The RMSE is calculated at each observation levels after linear interpolation of the simulated profiles to the observation heights. Four composites are shown. Plots a
and e show the mean profiles for December–January (DJ) at 1400 LT. Plots b and f show mean profiles for DJ at 0200 LT. Plots c and g show the mean profiles for
June–July–August (JJA). Plots d and h show the mean profiles for very stable conditions in JJA, i.e., when the difference of temperature between 9 m and the sur-
face exceeds 10 K in the observations. Note that profiles of the RRTM-L82–103 (dashed cyan lines), RRTM-K01–103 (dashed green lines), and RRTM-cutoff-103
(dashed purple lines) simulations are almost always perfectly superimposed.
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the same classes. Note that a similar analysis is made along a 30 m tower over the Ross ice-shelf in Nigro
et al. (2017).

Figures 5a and 5d show that DJ convective profiles at 1400 LT are reasonably well represented by LMDZ, in
agreement with the 1-D simulations in Vignon et al. (2017b). The RMSEs for temperature and wind speed
above 10 m high are about 2.68C and 1:2 m s21 respectively (Figures 6a and 6e). They increase downward
near the surface due to the poor resolution in the surface layer particularly in simulations with the 79 level
vertical grid. A cold bias associated to RMSE values around 58C can be pointed out in all the LMDZ simula-
tions at 1400 LT in DJ. This bias corresponds to a deficit in the net shortwave radiative flux at the surface
(not shown). One possible explanation is that LMDZ does not account for daily variations in the albedo, par-
ticularly owing to the diurnal cycle of the solar zenith angle (Vignon, 2017). One can further notice that
LMDZ simulations better agree with summer observations than ERA-I reanalyses (solid red curves). In partic-
ular, the temperature and wind vertical gradients in summertime nocturnal conditions (Figures 5b and 5e)
are significantly underestimated in the reanalyses. This is probably due to the use of long-tail functions
close to the surface in the turbulent mixing scheme or to an overestimated snow thermal-inertia over ice-
sheets in the ECMWF model (Dutra et al., 2015; Sandu et al., 2013). Regardless of the minmix simulations,
the representation of the vertical profiles of temperature and wind by LMDZ in summertime and wintertime
stable conditions (Figures 5b, 5c, 5e, and 5f) is also reasonable. The increase in vertical resolution (from solid
to dashed curves) improves the climatological profiles of temperature and the intersimulation spread. In
particular, one can notice the overall decrease in RMSE for both the wind speed and the temperature, espe-
cially close to the surface in winter (Figures 6c, 6d, 6g, and 6h) where the vertical gradients are the stron-
gest. In winter, using the minmix configuration (dark blue curves) improves the simulation of the wind
speed. However, this configuration significantly degrades the representation of the temperature profiles
above 15 m in very stable wintertime conditions even when using the 103 level vertical grid. This is revealed
by an underestimation of the convexity of the profiles in the insets in Figure 5c and the RMSE reaches � 6 o

C at z525 m (Figure 6d). In Figure 5c, one can further point out the sharp change in the winter vertical gra-
dient of temperature at the first model level (z � 1:4 m) in the RRTM-minmix-L82–103 simulation (and in a
lesser extent in the RRTM-minmix-L82-79). In the RRTM-minmix-L82–103 simulation, as the turbulent mixing
of heat in the SBL is stronger than in the surface layer, the temperature at the first model level and the tem-
perature gradient in the surface layer (between the surface and the first-model level) are overestimated.
Moreover, the vertical gradient of temperature above the first model level is underestimated, leading to
underestimated values of the temperature difference between 9 m (third model level) and the surface (see
next section), despite the overestimated inversion in the surface layer.

3.3. Two-Regime Behavior of the Near-Surface Inversion in Clear-Sky Winter Conditions
We now analyze the ability of LMDZ in modeling the SBL regimes. We focus hereafter on clear-sky condi-
tions (LWdn < 100 W m22) in the extended winter (April–September) 2015, when the SBL variability is
almost only driven by external mechanical forcings.

Following Vignon et al. (2017a) and van de Wiel et al. (2017), we evidence the two-regime dynamics of the
SBL at Dome C by showing the relationship between the near-surface temperature inversion over the first
9 m and the wind speed at 9 m in Figure 7. In the observations (plot a), the relation between the near-
surface inversion amplitude and the wind speed takes a characteristic ‘‘reversed S-shape’’ with a ‘‘back-
folding.’’ The transition between the two branches is particularly abrupt and occurs for wind speeds around
6 m s21. van de Wiel et al. (2017) show that the lower horizontal branch of the ‘‘S’’ corresponds to a weakly
stable regime, in which the surface and the boundary layer are mechanically coupled via turbulence (see
also van de Wiel et al., 2012; Van Hooijdonk et al., 2015). The upper horizontal branch corresponds to a very
stable regime, in which the strength of the inversion mostly depends on the radiative coupling between
the air and the surface and on the diffusive coupling between the snowpack and the surface. The vertical
branch corresponds to transitional cases. Figure 7f shows that the ERA-I reanalysis misses the strong inver-
sion values and does not capture the two-regime behavior, pointing to the current failures in the reanalyzed
near-surface meteorological fields over the Antarctic Plateau (Dutra et al., 2015).

The other plots show the results for LMDZ simulations. Figures 7b and 7g show the results for LMDZ simula-
tions using the minmix configuration. Interestingly, the comparison with observations is more satisfactory
using the 79 level vertical grid (plot b) with in particular stronger near-surface inversions in weak wind speed
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conditions. In fact, using a coarser grid near the surface, the content T9m2Ts is less affected by the enhanced
mixing in the turbulence scheme in the boundary layer and is more dependent on the surface layer scheme
which is active over a deeper layer (up to the height of the first model level, i.e., z � 6 m). T9m2Ts thus
increases more with decreasing wind speed and reaches larger and more realistic values in Figure 7b
compared to plot g. In summary, the minmix configuration tends to alter the representation of SBL
regimes in near-surface inversion, and the degradation is even more pronounced when using the 103
level grid.

Figures 7c–7e show that the sharpness of the regime transition in simulations with the 79 level grid
depends on the choice of the stability function in the surface layer, in agreement with van de Wiel
et al. (2017). In particular, the default long-tail L82 function (Figure 7c) leads to a too smooth transition
and too weak near-surface inversion values in weak wind conditions. Results are better when using
the K01 functions (Figure 7e) and even better when using the cutoff functions (Figure 7g). However,
using cutoff functions in the GCM may not be recommended since it makes the current version of the
model crash due to excessive run-away continental surface coolings in free (i.e., without nudging) sim-
ulations. For simulations with the 79 level grid, the RRTM-K01–79 configuration is thus a reasonable
trade-off for both the representation of the boundary-layer climatology and the representation of SBL
regimes at Dome C.

Figures 7h–7j show that when using the refined 103 levels grid, LMDZ also well reproduces the two-
regime behavior of the near-surface inversion, with a very sharp transition at U9m � 6 m s21 and a clear
‘‘reversed-S’’ shaped pattern with a back-folding. It is worth noting that when using the 103 level grid,
simulations are less dependent upon the choice of the stability function in the surface layer and no major
difference can be identified between the three plots h, i, and j. In fact, with this refined resolution, the

Figure 8. Boxplots of the contributions to the surface energy balance (see Appendix B) for different ranges of U9m (a) or
T9m2Ts (b) in the RRTM-K01–103 simulation. The data set is restricted to clear-sky conditions in the period 1 April to 30
September 2015. H is the sensible heat flux, Le is the latent heat flux, G is the snow heat flux, SWnet the net shortwave radi-
ative heat flux, LWup and LWdn the upward and downward longwave radiative fluxes. Fluxes are defined positive down-
ward and in this graph, positive values indicate net fluxes toward the snow surface. Numbers above the plots indicate the
percentage of occurrence in each range. Black horizontal dotted lines are the zero lines. In this figure, U9m and T9m are the
wind speed and the temperature at the third model level, respectively.
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first model layer is shallower. Compared to simulations with the 79 level grid, the Richardon number in
the first layer more often falls in an interval where fm;h functions do not significantly depart, i.e., between
0 and 0.1 (see Figure 2).

3.4. Thermodynamical Considerations
We want to assess whether the physical reasons why LMDZ reproduces two regimes of the near-surface
inversion are in agreement with previous findings from observations and conceptual models. Figure 8 the
magnitude of the different terms of the surface energy balance (see Appendix B for the detailed equation)
for different ranges of the wind speed at 9 m (Figure 8a) and for different ranges of the near-surface inver-
sion (Figure 8b) in clear-sky wintertime conditions in the RRTM-K01–103 simulation. One can notice that for
U9m < 4 m s21 or for T9m2Ts > 10 K (i.e., in the very stable regime) the surface sensible heat flux H is null
or very close to zero. In this case, the surface energy balance mostly consists in an equilibrium between
downward and upward longwave radiation. In its current configuration and using short-tail stability func-
tions for the surface drag coefficient, LMDZ thus reproduces a very stable regime in which the surface is
mechanically insulated from the air above, in agreement with theoretical considerations in van de Wiel
et al. (2017) or single column simulations in Baas et al. (2017). This result is essentially independent on the
vertical resolution (not shown).

Figure 9 shows similar plots as in Figure 8 but for the different contributions to the air enthalpy budget at
9 m (see Appendix B for the detailed equation). One can notice that at high wind speed, there is a quasi bal-
ance between heating due to horizontal advection and turbulent cooling due to mixing with the under-
neath colder surface. Following Mahrt (2017), the role of horizontal advection of heat in strong wind
conditions explains why in our simulations, for U9m > 7 m s21, the near-surface inversion no longer

Figure 9. Boxplots of the main contributions to the air enthalpy budget at z59 m for different ranges of U9m (a) or
T9m2Ts , (b) in the RRTM-K01–103 simulation. See Appendix B for detailed formulations of each term. The terms associated
to the divergence of the shortwave radiative flux and to the nudging are insignificant and are not plotted. The data set is
restricted to clear-sky conditions (LWdn < 100 W m22) in the period 1 April to 30 September 2015. Numbers above the
plots indicate the percentage of occurrence in each range. Black horizontal dotted lines are the zero lines. In this figure,
U9m and T9m are the wind speed and the temperature at the third model level, respectively.
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decreases with increasing wind speed—as it would do in a turbulent SBL in horizontally homogeneous con-
ditions—but it stabilizes at values around 3–4 K (see Figures 7e–7h). Moreover, Figure 9b shows that for
near-surface inversions greater than 10 K, the enthalpy budget tends to be dominated by the heating asso-
ciated to the subsidence (adiabatic heating 1 vertical advection) and by the longwave radiative cooling.
This result agrees with the conclusions of van de Berg et al. (2007, 2008) for East-Antarctic domes (in line
with other studies like Mirocha and Kosović, 2010 or Edwards, 2009). Our current analysis raises the critical
roles of subsidence and longwave cooling in the heat budget of the SBL of polar regions and particularly
over the Antarctic Plateau in very stable conditions.

3.5. One Major Sudden Warming Event of the Boundary Layer
Besides the two-regime behavior of the SBL, another critical aspect that should be reproduced by models is
the response of the boundary layer to sudden warming events associated to intrusions of air masses from
coastal regions. These sudden warming events disrupt the structure of the atmospheric boundary layer and
particularly lead to a sudden destruction of the near-surface temperature inversion. Figure 10a depicts the
synoptic view of meteorological anomalies during one major warming event that occurred on 7 July 2015.
A strong positive anomaly of geopotential at 500 hPa occurs off the Antarctic coast at a longitude of 1508.
Note that the 500 hPa level is chosen here because it is the first standard pressure level that does not inter-
sect with the ice-sheet surface. The positive anomaly of geopotential is associated to warm temperature
and high moisture anomalies at its west flank due to the advection of lower latitude air toward the Plateau.
Figure 10b shows the time evolution of the meteorological fields at Dome C during this event in observa-
tions, in the ERA-I reanalyses and in the RRTM-K01–79 simulation.

Figure 10. (a) Anomalies of the geopotential at 500 hPa (G500hPa), of the temperature at 500 hPa (T500hPa), and of the IWV in the ERA-I reanalyses on 7 July, 2015 at
0800 LT with respect to the July climatology over the period 1996–2016. Dome C is indicated with a white dot. (b) Vertical structure of the temperature (first row),
time series of the near-surface inversion (second row), time series of Ts and LWdn (third row), time series of the integrated water vapor (fourth row), and time series
of the speed and direction of the 9 m wind (fifth row) during one warming event in July 2015 in the ERA-I reanalyses (left plots), in the RRTM-Wmix-79 simulation
(middle plots) and in the observations (right plots). In this figure, the wind and temperature at z59 m in model simulations are either linear interpolations between
quantities at the first and the second model level (for the RRTM-Wmix-79 LMDZ simulation) or the quantities at the first model level (for ERA-I).
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The observed response of the boundary-layer (right plots) is qualitatively similar to those described for
other typical warming events in Gall�ee and Gorodetskaya (2010) and Genthon et al. (2013). On 4 July, the
wind changes from southerly to westerly then northerly direction (fifth row). This change is followed by a
top-down warming of the boundary-layer (first row) and to a sharp increase in Ts, LWdn (third row) and IWV
(fourth row). Five days later, the surface temperature is back to its initial value.

LMDZ (middle plots) represents correctly the warming event, both in terms of forcing by advection of
humidity (dictated by the large-scale nudging) and LWdn at the surface. LMDZ correctly simulates the abrupt
warming of the surface from 2808C to 2508C on 5 July, up to 2358C on 7 July, as well as the homoge-
neously mixed warm temperatures in the first dozens of meters during the following 2 days. Note that the
increase in the 10 m wind speed (Gall�ee & Gorodetskaya, 2010) is due not only to the increase in the wind
above the boundary layer but also to the enhanced mixing of momentum and to subsequent deepening of
the SBL. The destruction of the near-surface inversion (second row) in the end of 5 July, is well represented
in the LMDZ simulation. Indeed, even though the near-surface inversion is slightly underestimated before
the warming event in LMDZ (until 5 July), its sharp decrease in the afternoon of 5 July, and the levelling off
at a small value (� 5 K) during about 4 days is well simulated by the model. This observation can be
explained by the sharp change in the LWdn forcing jointly with the sharp increase in the large-scale wind
speed (not shown) as well as the advection of warmer air close to the surface. In the ERA-I reanalyses (left
plots), the overestimated mixing in stable conditions prevents the occurrence of strong near-surface inver-
sion and subsequently, the inversion destruction due to the warming event is not very marked. Moreover,
the surface temperature in the reanalyses decreases too slowly after the warming peak (from 8 to 10 July)
probably because of the overestimated value of the snow thermal inertia implemented over the ice-sheet
(Dutra et al., 2015).

3.6. Moisture in the Near-Surface Atmosphere
We now assess the modeling of the near-surface moisture at Dome C by LMDZ. Genthon et al. (2017) show
that near-surface supersaturation with respect to ice occurs frequently in the SBL at Dome C. While the ERA-
I reanalyses allow for such supersaturations despite biases in terms of occurrence and absolute values (Gen-
thon et al., 2017), LMDZ does not allow for supersaturation. This is illustrated in Figure 11a for the RRTM-
K01–79 simulation. The relative humidity with respect to ice (RHi) in LMDZ reaches a ceiling at 100% during
a large part of the year, leading to very frequent occurrence of ice-particles in the near-surface atmosphere
even when warming events—corresponding to high peaks of LWdn—do not occur (see Figure 11d). In fact,
the clouds parametrization of LMDZ condensates as soon as the partial pressure of the vapor exceeds the
equilibrium vapor pressure. As in LMDZ, the equilibrium vapor pressure is directly estimated from the
Clausius-Clapeyron law, the relative humidity cannot exceed 100%. At temperatures lower than 2158C, all
the formed cloud hydrometeors are in the ice phase. This explains why LMDZ does not allow for supersatu-
ration with respect to ice and hence why the simulated RHi is underestimated in periods when supersatura-
tion occurs in the observations.

One can also pointed out that there are periods during which RHi < 100% in the observations while the
near-surface air is saturated in LMDZ with presence of iced hydrometeors. Note that this observation is very
slightly sensitive to the relaxation time of the nudging inside the zoom. Genthon et al. (2017) specify that at
temperatures lower than 2608C, the time response of the hygrometer increases and thus the reliability of
the moisture measurement can be questioned during fast transitions. As the lowest RHi values are observed
at very low temperature (see plot c), this may explain some part of the difference between simulated and
observed RHi. Moreover, although the time series of the specific humidity is reasonably well reproduced
(plot b), it is worth noting that at very low temperature, the sensitivity of the near-surface RHi to both the
content in water vapor in the air and to the temperature is high. Subsequently, the value of the relative
humidity in the Dome C boundary layer is delicate to simulate since it requires an accurate value of both
specific humidity and temperature. However, a further inspection shows that periods when RHi remains
stuck at 100% in LMDZ while it is lower in observations can correspond to both positive and negative near-
surface temperature biases (not shown). Underestimating the temperature and subsequently underestimat-
ing the equilibrium vapor pressure can thus not be the sole hypothesis to explain the model-observations
differences of RHi when the observed near-surface atmosphere is not saturated. Likewise, the turbulent
water flux at the surface is almost always positive (toward the surface) during the extended winter and it
cannot be responsible for an excess in water vapor at the first model level when major positive model-
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observations differences of RHi occur. Further investigation is therefore needed to explain the RHi biases in
LMDZ, exploring for instance the sensitivity to the microphysics properties of the ice crystals but this is
beyond the scope of the present paper.

We now assess what are the consequences of the excess near-surface condensation in LMDZ simulations
on the representation of the boundary-layer dynamics at Dome C. As supersaturation mostly occurs when
temperature and specific humidity are low, Genthon et al. (2017) show that they do not significantly affect
evaporation/condensation fluxes at the surface. Therefore, supersaturation does not appreciably affect the
latent heat flux, already negligible in the surface energy balance at Dome C (King et al., 2001). Moreover,
the latent heat released during condensation in the near-surface air is small compared to the other terms of
the air energy budget, not only in clear-sky wintertime conditions (Figure 9), but also during the whole year
(not shown). The excess condensed water close to the surface in LMDZ might thus modify the boundary-
layer dynamics in two different ways. First, it may affect the radiative transfer inside the SBL, and second, it
may change the amount of radiative fluxes that reach the surface, modifying the radiative budget of the
surface, the surface temperature and subsequently the static stability.

In Figures 11e–11g, we compare the clear-sky component of the longwave radiative temperature tendency
dT=dtLW;CS (y axis) with the total tendency dT=dtLW (x axis) at the first three model levels. Note that only the

Figure 11. (a–c) 2015 time series of the relative humidity with respect to ice (a), of the specific humidity (b), and of the temperature (c) at 3 m at Dome C in obser-
vations and at the first model level (z � 6 m) in the RRTM-K01–79 LMDZ simulation. (d) 2015 time series of the ice water content (IWcon) at the first model level
(z � 6 m) and of the LWdn flux (red line) in the RRTM-K01–79 LMDZ simulation. (e–g) Scatter plots of the clear-sky component of the air temperature tendency
associated with the longwave flux divergence dT=dtLW;CS versus the total tendency dT=dtLW in the RRTM-K01–79 LMDZ simulation (all hourly 2015 data are plot-
ted). Insets show the corresponding distributions (red lines indicates the mean). Plot d refers to the first model level, plot e to the second model level, plot f to the
third model level. Black line is the first bissector. Colors show the magnitude of the relative difference jðdt TLW;CS2dt TLW Þ=dt TLW j in %. In the legend, RMSD refers to
the Root Mean Square Difference and MdMRD to the Median of the Magnitude of the Relative Difference.
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longwave spectrum is considered since the shortwave tendencies are negligible. One can first notice that
the mean difference at the three levels is positive, meaning that iced particles in the atmosphere warm (in
average) the near-surface air. The median of the magnitude of the relative difference (MdMRD) ranges
between 5% and 6%, indicating that the relative contribution of the hydrometeors to the air radiative heat-
ing/cooling is not major but significant. However, large relative differences occur when dT=dtLW is weak
(see colors), meaning that the absolute effect of the hydrometeors on the longwave flux divergence in the
first tens of meters is moderate (RMSD between 0.018 and 0:029 K h21).

One can then assess the impact of the absence of near-surface supersaturations in LMDZ on the LWdn flux
at the surface. We have compared the 2015 time series of LWdn at the surface with that at a height of
� 300 m—i.e., at an altitude relatively close to the surface but above the height of the SBL—in the RRTM-
K01–79 LMDZ simulation. Only the longwave spectrum is considered here since the impact on the net
shortwave fluxes at the surface is negligible compared to the impact on the thermal infrared forcing. The
value of the downward longwave radiation at z5300 m and that at the surface are very close (mean differ-
ence 5 0:8 W m22). The root mean square deviation is equal to 2:6 W m22 meaning that the first 300 m of
air above the surface contributes (in average) by 2:6 W m22 to the total LWdn flux at the surface. In terms of
surface temperature, this corresponds to � 0:9 K for a typical very stable boundary layer in the polar night.
This is significant but not critical, especially when the surface is mechanically decoupled from the air above.
In LMDZ, the downward longwave radiation that reaches the Dome C surface thus mostly depends on the
atmospheric properties above the SBL. Hence, the absence of supersaturation and the subsequent excess
of water condensation in the first 300 m above the surface (and thus in the SBL) do not strongly affect the
radiative budget at the surface and the surface temperature in the model.

Even though the absence of moisture supersaturations in the boundary layer in LMDZ is a critical issue for
the modeling of moist processes above the ice-sheet, its impact on the representation of the boundary
layer dynamics remains moderate. However, the failure of the cloud parametrization upper in the tropo-
sphere and the lack or excess of hydrometeors over the whole atmospheric column may be responsible for
substantial biases in the LWdn flux at the surface. Excess condensation could lead to positive biases in sur-
face temperature as those observed in section 3.1 with significant consequences on the SBL structure.

4. Climate Simulations With the Free LMDZ Model: Impact of the Turbulent Mixing
Parametrization Over the Antarctic Ice-Sheet

One may wonder whether the calibration of the model at Dome C affects the near-surface meteorological
fields at the continental scale. In particular, we have shown that removing the artificial mixing thresholds in
the turbulent mixing parametrization and using short-tail stability functions in the surface layer improves
the representation of the SBL regime transition and of strong near-surface temperature inversions. Hereaf-
ter, we show an analysis of the specific effect of the turbulent mixing parametrization on the surface tem-
perature and on the near-surface wind over the whole Antarctic continent. This analysis is similar to that in
King et al. (2001) but it further benefits from the previous ‘‘calibration phase’’ at Dome C and from direct
comparison with in situ observations. We consider 10 year climate free (not nudged) simulations with the
standard 1443142379 regular grid of the model. The first simulation has been run with the recommended
RRTM-K01–79 configuration, i.e., with no mixing thresholds in the turbulence scheme and with short tail sta-
bility functions in the surface layer. The second simulation has been run with the RRTM-minmix-L82-79 con-
figuration, with enhanced mixing formulations in both the boundary layer and the surface layer. Figure 12a
shows that the wintertime near-surface inversion over the Antarctic ice-sheet is significantly reduced with
the RRTM-minmix-L82-79 configuration compared to RRTM-K01–79 as expected by the enhanced turbulent
mixing in the former configuration. Moreover, Figure 12c shows that the RRTM-minmix-L82-79 simulation is
significantly warmer at the surface compared to the RRTM-K01–79 simulation (by 3.98C in average over the
ice-sheet). This is particularly noticeable in winter at Dome C (plot b). The downward radiative fluxes at the
surface in both simulations are similar (difference less than 0:8 W m22 for both the shortwave and long-
wave downward radiative fluxes). In fact, the surface temperature difference is mostly due to the larger (in
magnitude) sensible heat flux in the RRTM-minmix-L82-79 simulation: 19:61 W m22 in average over the ice-
sheet in RRTM-minmix-L82-79 instead of 15:58 W m22 in RRTM-K01–79. This observation is in agreement
with the conclusions on the stretched-grid and nudged simulations in section 3.1.
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Figure 13 shows the winter averaged vertical profiles of the two components of the wind, averaged over the
whole ice-sheet. It emphasizes the different vertical distributions of momentum, with on average deeper mix-
ing and weaker wind speed in the RRTM-minmix-L82-79 simulation. In agreement with King et al. (2001), using
a turbulent scheme that allows for sharp decrease of the turbulent mixing with increasing stability thus leads
to an overall increase of the wind speed in the first hundreds of meters above the ice-sheet, especially at the
peak level. The increase in the wind speed is not limited to the coastal regions, but it extends toward the
escarpment regions and even over a large part of the Plateau (not shown). In LMDZ simulations, the choice of
the turbulent mixing parametrization thus affects the circulation at the continental scale.

Furthermore, the wind field very close to the surface remains not very satisfying in the free LMDZ simulations.
Indeed, Figure 14 compares the monthly mean wind speed at the standard 10 m near-surface level with obser-
vations at four Antarctic automatic weather stations along a Plateau-Coast transect in Ad�elie Land (black straight
line in Figure 12c). Extrapolation to observation levels are also plotted (dotted line, see legend for details). Fur-
ther information on measurements at D17, D47, and D85 stations can be found in Wendler et al. (1993), Barral
et al. (2014), and Amory et al. (2017) (see also the webpage http://amrc.ssec.wisc.edu/aws/index.php?re-
gion5Adelie\%20Coast&year52017&mode5uw). Note that while landscapes at Dome C, D47, and D85 are rela-
tively homogeneous—suggesting a representativity of the local measurement at the LMDZ grid scale
(� 110 km 3 140 km)—the topographic and geographic spatial variability near D17 at the 10 km scale makes
the simulation-observation comparison delicate at this site. Figure 14b should thus be interpreted with caution.

Figure 12. (a) Vertical profiles of the temperature (JJA mean) averaged over the Antarctic ice-sheet in the free LMDZ simulations. (b) Time series of the monthly
mean surface temperature in the free LMDZ simulations and in observations at Dome C (DC). In this plot, we have used all the available surface temperature data
from observations in the period 2011–2015. (c) Difference of yearly mean surface temperature (in 8C) over Antarctica in free LMDZ simulations between the RRTM-
minmix-L82-79 and the RRTM-K01–79 configurations. The black straight line is the transect in Ad�elie Land along which the meteorological stations Dome C (DC),
D85, D47, and D17 are set-up.
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One can point out an underestimation of the wind speed at three Antarctic stations compared to observa-
tions. Largest differences with observations occur at D47 station, in a region of strong katabatic winds. By
mass conservation at the continental scale, underestimating the flow toward the ocean in the periphery of
the continent could explain an underestimation of the overall drainage flow at low levels over the whole
Antarctic continent (James, 1989). It is worth noting that biases are similar for the RRTM-K01–79 (green
lines) and RRTM-minmix-L82-79 (blue lines) simulations suggesting that the turbulence parametrization is
not the main cause. The hydrostatic hypothesis of the LMDZ model can be hardly suspected since nonhy-
drostatic effects tend to weaken the flow at lower levels in the katabatic layer (Cassano & Parish, 2000). One
could otherwise suspect issues related to biases in the continental-scale circulation like an underestimation
of the climatological trough off the Antarctic coasts leading to underestimated ocean-ice-sheet pressure
gradients, one of the drivers of the coastal Antarctic winds (Van den Broeke et al., 2002; Van den Broeke &
Van Lipzig, 2003). However, comparison of the 500 hPa geopotential between the free LMDZ simulations
and ERA-I has not revealed significant underestimation of the geopotential off Ad�elie Land. One could also
question the vertical resolution, that can be too coarse in the katabatic region where sharp and shallow
wind jets frequently occur. Moreover, the continental-scale smoothening out of the topography inherent to
the use of coarse horizontal resolutions in GCMs could lead to an underestimation of the local slopes in the
escarpment and coastal regions of the ice-sheet, where strong local katabatic flows are generated.

Another hypothesis to explain the near-surface wind speed underestimation is the absence of a blowing
snow parametrization in the model. Kodama et al. (1985) estimate that the positive feedbacks of the blow-
ing snow on the speed of the flow (sublimation effect and density effect due to the presence of solid par-
ticles in the air) could be responsible for a significant enhancement of the speed of the wind. However,
Gosink (1989) further found that the impact of blowing snow on the katabatic wind speeds is significant
only for wind speeds higher than � 28 m s21. In addition, Lenaerts and van den Broeke (2012) found no
appreciably effect of the drifting snow on the wind speed in simulations with a regional climate model, but
their model does not account for the mass of solid snow particles in the flow. It is thus still unclear whether
neglecting blowing snow could lead to a large underestimation of the wind speed in katabatic regions.

Figure 13. (a) June–July–August mean near-surface vertical profiles of the zonal and (b) of the meridional components of the wind, averaged over the whole
Antarctic ice-sheet.
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Future studies on the evaluation of the large-scale Antarctic circulation and on the representation of the
Antarctic coastal flows in LMDZ should be addressed in the future, assessing the sensitivity to the turbu-
lence scheme, to the model resolution and eventually to the inclusion of a blowing-snow parametrization.

5. Conclusions

In the present work, we assess the ability of the state-of-the-art version of the LMDZ GCM in modeling the
dynamics of the boundary layer over the Antarctic Plateau. The model is first run with a stretched-grid over
Dome C, with a strong nudging outside the zoom region and a very weak nudging inside. This configuration
enables to well constrain the synoptic circulation with reanalyses, leaving the whole physical package of
LMDZ working over the Antarctic Plateau. Then, the model is run in a free configuration with its standard
grid to assess the impact of the turbulent mixing parametrization over the whole Antarctic continent. Our
analysis has led to the following conclusions.

1. First, the implementation of the RRTM radiative scheme leads to a significant improvement of the simu-
lated LWdn and surface temperature at Dome C. The remaining surface temperature biases in the simula-
tions are correlated with biases in LWdn, raising the critical need of a correct modeling of the longwave
radiative transfer in the particularly cold and dry conditions over the Antarctic Plateau to obtain satisfac-
tory surface temperatures over the ice-sheet. The remaining LWdn biases could be either due to a failure

Figure 14. Comparison of the monthly mean wind speed in LMDZ simulations with that observed at four stations on a Plateau-coast transect (Dome C: plot a,
D17: plot b, D47: plot c, D85: plot d). For each station, the simulated 10 m wind speed is plotted. In plots b–d, as the observation height z is well lower than 10 m,
an approximated value of the simulated wind speed at z is calculated with the relation UðzÞ5Uð10 mÞln ðz=z0Þ=ln ð10=z0Þ, where z051 mm the roughness length
value prescribed over ice-sheets in LMDZ. Such logarithmic extrapolation - based on the Monin-Obukhov similarity theory—is acceptable because the surface layer
at D17, D47, and D85 is most of the time statically neutral (Amory et al., 2017; Barral et al., 2014). All the available observational data at Dome C and D17 (respec-
tively, D47 and D85) in the period 2011–2015 (respectively, 2010–2014) have been used to make this plot. Note that the height of the instruments is not constant
and it can change significantly within one year due to snow accumulation/erosion. Stations D17, D47, and D85 are leveled at the reference height once a year.
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of the RRTM scheme in clear-sky Antarctic condition or to an excess (or misrepresentation) of cloud
hydrometeors above Dome C.

2. Climatological near-surface vertical profiles of temperature and wind speed at Dome C are reasonably
well reproduced by LMDZ except the profiles of temperature in very stable conditions when using the
minmix configuration.

3. Unlike ERA-I, the physical package in LMDZ enables the representation of two distinct SBL regimes in
clear-sky wintertime conditions at Dome C. However, the representation of strong near-surface inversions
and of the regime transition is degraded when using enhanced mixing formulations in the SBL. Using
short-tail stability functions in the surface layer enables sharper and more realistic regime transitions
with the standard 79 level vertical grid of the model. Subsequently, using short-tail stability functions is
thus preferable for Antarctic simulations. The characteristic ‘‘reversed-S’’ shaped dependency of the near-
surface inversion with the wind speed is even better reproduced when using the 103 level vertical grid.

4. In clear-sky wintertime conditions, when the boundary layer is very stable, the surface energy balance almost
reduces to an equilibrium between the upward and downward longwave fluxes. The air heat budget close to the
surface is mostly governed by a longwave radiative cooling and a warming associated to large-scale subsidence.

5. Sudden warming events of the boundary layer associated to northerly advections of warm and moist air
and the associated near-surface inversion destruction are reasonably well reproduced by the nudged
LMDZ. Therefore, if the free model correctly represents the oceanic air intrusions into the Antarctic conti-
nent, the response of the boundary layer over the Plateau should be in principle well simulated.

6. LMDZ does not account for near-surface supersaturation with respect to ice. This phenomenon, though
critical for the representation of moist processes over the ice-sheet, has a moderate impact on the structure
of the boundary layer in the model. However, this conclusion only stands for humidity biases inside the
boundary layer, not for the whole atmospheric column above Dome C. Likely excess condensation higher
in the troposphere might have a significant impact on the LWdn flux and on the surface temperature.

7. In agreement with King et al. (2001), analysis of a free LMDZ simulation with the recommended configu-
ration without enhanced mixing formulations in both the boundary layer and the surface layer shows a
strengthening of the continental-scale temperature inversion and a cooling of the surface in winter com-
pared to simulations with enhanced mixing in stable conditions. However, an underestimation of the
near-surface wind speed is present in our free simulations and its origin has not been clearly identified
so far.

Persisting biases in the LWdn flux at the surface have not been explained. In addition to the inability of
LMDZ to model ice-supersaturations and to correctly simulate the near-surface relative humidity, this invites
to an in depth evaluation of the radiative transfer and of the cloud parametrization in the model over
Antarctica. Last but not least, even though the present study shows a reasonable agreement between simu-
lations and observations in terms of temperature and wind field structures in the boundary layer, a further
investigation of the physical processes in very stable conditions at Dome C remains to be carried out.
Additional observing systems measuring the radiative vertical divergence (Hoch et al., 2007) for instance or
fine scale modeling studies using large eddy simulations or even direct numerical simulations could be valu-
able. Furthermore, Vignon et al. (2017b) as well as the present study evidenced that a correct modeling of
the SBL over the Antarctic Plateau requires the removal of artificially enhanced turbulence formulations.
However, this may be problematic over other continents, in regions where sub-grid mixing processes not
included in classical parametrizations of turbulence actually participate to the subgrid mixing (e.g., meso-
scale motions or internal waves). Alternative approaches like the implementation of an additional small-
scale gravity wave drag (Steeneveld et al., 2008; Tsiringakis et al., 2017) have been proposed. A study is
currently underway in LMDZ.

Appendix A: Tropospheric State Above Dome C in Simulations
With a Stretched-Grid and Nudging

A satisfying representation of the boundary layer by the model first requires a correct modeling of the syn-
optic fields above Dome C. Even in case when LMDZ is nudged with reanalyses, we want to ascertain
whether the overall climatology of the troposphere above Dome C is correctly reproduced. Note that given
simulations are nudged with temperature, wind and moisture, the tropospheric profiles of the three quanti-
ties in LMDZ are very close to those in ERA-I except of course in the boundary layer. Figure A1a compares
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Figure A1. (a) 2015 profiles of the temperature T, the wind speed U, and the specific humidity qv from the radiosoundings (solid black lines) and in the RRTM-K01–
79 LMDZ simulation (solid blue line) 6one standard deviation (dotted lines). The model outputs data set is restricted to hourly means at 2000 LT (1200 UTC)
i.e. the time at which radiosoundings are launched. Upper row shows DJ means, lower row shows the JJA mean. Dotted lines show 6one standard deviation.
Red lines shows LMDZ biases and RMSE with respect to the radiosoundings. (b) 2015 time seres of the surface pressure at Dome C in observations and in the
RRTM-K01–79 LMDZ simulation. (c) 2015 time series of the integrated water vapor in the RRTM-K01–79 LMDZ simulation, from HAMSTRAD measurements and
from radiosoundings.
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LMDZ (RRTM-K01–79 simulation) and radiosounding profiles of temperature, wind speed, and specific
humidity in the tropopheric column above Dome C during the two most contrasted seasons: in summer
(December–January mean, left column) and in winter (June–July–August mean, right column). The model
output data set is restricted to data at 2000 LT (1200 UTC, time of radiosounding launches) to make a
proper comparison. All plots show a reasonable agreement between model and observations. Not only the
mean profiles (solid lines) but also the spread (standard deviations, dotted lines) are correctly reproduced.
However, major biases and RMSE (red lines) are found for temperature and specific humidity in the first
500 m in winter. This result is surprising since the winter climatological profiles of temperature over the first
45 m in the RRTM-K01–79 simulation show a reasonable agreement with tower observations on the Dome
C tower (Figure 5). When the Antarctic surface-based temperature inversion is strong, i.e., in winter, near-
surface radiosoundings measurements can be affected by large thermal lag errors up to an altitude of about
250 m above the surface (Mahesh et al., 1997). Without correction algorithms, it is hard to disentangle
model deficiencies from measurement errors. Instead of applying such algorithms, we prefer using tower
measurements rather than radiosoundings to evaluate the simulations close to the surface.

Figure A1b shows that the evolution of the time series of the surface pressure (Ps) agrees with observations.
The slight offset of about 3 hPa in the simulation is due to the fact that the mesh encompassing Dome C
has a mean altitude lower by 33 m than the summit of the dome. The IWV is also in reasonable agreement
with observations (Figure A1c) even though one can point out an underestimation of the ‘‘peaks’’ associated
to significant advections of warm and moist air from coastal regions.

The key message here is that the overall large-scale meteorological fields are well reproduced in the
nudged-simulation and this ensures that the dynamical forcings on the atmospheric boundary layer are cor-
rect. This makes us confident that the differences between model simulations and observations that can be
evidenced in the first dozens of meters above the surface are primarily related to physical parametrizations
and/or vertical resolution rather than consequences of deficiencies in the modeling of synoptic fields. How-
ever, the IWV values during warming events should be considered with caution.

Appendix B: Surface Energy Balance and Air Heat Budget Equation

B1. Surface Energy Balance
Defining fluxes positive downward, the surface energy balance reads:

SWdn1LWdn1SWup1LWup1H1Le2G50 (B1)

where H is the sensible heat flux, Le is the latent heat flux, G is the ground heat flux, SWdn and LWdn are the
downward shortwave and longwave fluxes, respectively. SWup and LWup are the upward shortwave and
longwave radiative fluxes, respectively, and these terms are always negative.

B2. Air Heat Budget Equation
The heat budget equation of the air in our LMDZ simulations reads (Holton, 1992; van de Berg et al., 2007):

qcp@t T5 2qcpðu@x T1v@y TÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Horizontal Advection

2qcpw@z T1x
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

Subsidence

2@z SW
|fflfflfflffl{zfflfflfflffl}

SW

2@z LW
|fflfflfflffl{zfflfflfflffl}

LW

2@zðTHFÞ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Turbulence

1 J
|{z}

Water Phase change

1 N
|{z}

nudging

(B2)

where w is the vertical velocity, cp is the isobaric heat capacity per unit mass of dry air, q the air density, LW
is the longwave radiative flux, SW is the shortwave radiative flux, THF the turbulent heat flux, J is the diabatic
heating rate per unit volume due to water phase changes and N the nudging term. Here, we assume x5d
P=dt � 2qgw (Holton, 1992) where P is the pressure and g is the magnitude of gravity.
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