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Abstract

Cyber-physical systems are complex systems constructed from different indepen-
dent parts. A self-driving car is an example of a cyber-physical system where indepen-
dent parts have to come together in order to result in a car that is able to drive by itself.
The main challenge is finding failures within the interactions between the independent
parts of the self-driving system. In this paper, we present a novel algorithm REWOSA, in
order to detect these faults within the self-driving software. With the use of real-world
roads extracted from Google Maps combined with a multi-objective genetic algorithm,
we develop a new way to generate roads for testing self-driving cars. We evaluate this
algorithm against a state-of-the-art multi-objective genetic algorithm using randomly
generated roads using two different setups. Our results show that REWOSA is able to
generate more failures than the baseline on both the setups, as well as create more
complex roads. In return, REWOSA does create a large overhead due to the complexity
of the real-world roads. However, this overhead is justifiable as we can detect more
faults with the more complex real-world roads.
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Chapter 1

Introduction

A self-driving car, or an autonomous vehicle, is a car that is able to drive with little to no hu-
man input. With the use of sensors and cameras, the car can get an idea of the surroundings
and uses that to make decisions on how to drive. Some components in a self-driving car
system, which can take over human control, are Adaptive Cruise Control, where the car has
control over the engine and brake power in order to maintain and fluctuate speed, Parking
Assistant, where the car has control over steering the vehicle in the designated parking spot,
and Lane Keeping Assistant, which makes use of a forward facing camera that scans the
road for the lane markers to makes sure the car stays within its lane.

Over the last years, we witnessed a large growth in research and development of self-
driving/autonomous vehicles. As an example, Tesla plans full hardware support for self-
driving cars [39], and Waymo initiates a ride-share program with self-driving cars [34]]
However, these developments also showed some negative pointers. The main pointer is
the danger of testing self-driving vehicles on real roads. Many recent articles reported
the scenarios in which self-driving cars caused both minor accidents [9} 132} |36] and fatal
crashes [9,132]. On top of the fact that testing self-driving cars on roads with real traffic is
dangerous and expensive, a study [18] also showed that it is not sufficient enough to assure
the safety of cars under test. They state that the cars need to drive multiple millions or even
billions of miles in order to provide statistical data confirming the safety of the cars.

A common technique used within the world of Cyber-Physical systems is the use of
Hardware-in-the-Loop (HIL) simulations, which provides a platform for testing the com-
plex real-time embedded systems in a safe space. Besides safety, this platform eases the
process of testing. For instance, developers can test the system in various scenarios without
waiting for specific weather conditions or finding specific road structures [4]].

Next to HIL, we also have Software-in-the-Loop (SIL). SIL provides an environment for
developers to fully test the software of a real-time system without involving any hardware
module.

With the aim of reducing the cost and danger and providing a more efficient way of
testing, the use of virtual testing provides a good alternative to real-world testing. The
main components of these virtual testing scenarios are models of the hardware and soft-
ware of the vehicle under test. As the hardware components of self-driving vehicles include
cameras and sensors, one way of virtually testing the vehicle is by providing artificially gen-
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erated images, or sensor data [4} 41]. Another way of virtually testing self-driving vehicles
is by creating real-world-like environments and scenarios within a virtual world [15} 22].
Simulating different scenarios and environments is easier than actually testing them in real
life. In real life, the correct place with the desired conditions needs to be found, whereas
in simulations, the desired environment is given to a simulation engine, and it is directly
available. Nevertheless, creating such virtual environments does not come without its chal-
lenges. First, we need to be able to generate the virtual world (e.g., generating roads), its
surroundings, the landscape, and weather conditions. Secondly, when generating these vir-
tual worlds, we need to create complex and challenging test scenarios. In other words, we
need to create an environment in which the vehicles show weaknesses within the hardware
or software implementation.

One way of helping to improve the process of generating these test scenarios is using
seeding strategies, which can be defined as using previously gathered knowledge in order to
help solve the current testing problem. Various papers showed that using seeding strategies
improve the performance of search-based software testing techniques [[11} 13} 30].

We aim to create a tool generating various diverse test cases that are able to find out-of-
bounds episodes (OBEs) while also keeping the number of invalid test cases low. To achieve
this goal, we introduce a novel seeding strategy for generating roads, called REWOSA. REWOSA
uses real-world roads gathered from Google Maps to guide a multi-objective search-based
test generation process for finding flaws in the self driving software from BeamNG. Our
algorithm is based on FITEST [2]], a many-objective test generation algorithm, with the
addition of mutation to push the software to failures. REWOSA utilizes the data available
in Google Maps to improve the road creation process by extracting real-world roads and
converting them so that they are usable with a simulation. We then provide an empirical as-
sessment of our new algorithm by comparing it with a basic genetic algorithm as a baseline.

In our algorithm, the roads are represented by a list of points, consisting of an X and Y
coordinate, within a 2D grid. The way the points are generated is done in two different ways,
one in which we generate random points, using the Deepjanus seed generator, included in
the SBST21 code package ﬂ The other way uses roads gathered from Google Maps and
transforms the real world coordinates into points within the 2D grid. We then keep a list
of all the test cases that do not generate an OBE, and that are not dominated by other test
cases that do not generate an OBE. The test cases in this list are then randomly used to be
mutated to create a test case that finds an OBE.

In order to assess our approach we compare our REWOSA to a genetic algorithm as base-
line, using two different setups. We use the BeamNG.research simulator with the BeamNG
Al self driving software to assess both algorithms on. We found that REWOSA was able to
detect more then 2 times the amount of faults on average and slightly more diverse faults
than the baseline. On top of that, we saw that REWOSA creates more complex road than the
baseline. This results in a trade-off between complexity and overhead, where the higher
the complexity of the road, to bigger the overhead will be. But, this bigger overhead of the
real-world roads is worth it, as the real-world roads are able to detect more faults.

With this thesis we provide the following contributions:

Thttps://sbst21.github.io/
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* We introduce a new algorithm called REWOSA, where we use multi-objective search to
highlight flaws within the self driving software of BeamNG.

* We implemented our algorithm for the assessment.

* We evaluate REWOSA by comparing it with a genetic algorithm as a baseline, using the
BeamNG.research simulator with the BeamNG Al self driving software.

The structure of the rest of the thesis is as follows. In section [2| we discuss the background
of the research and discuss related work. Section [3] describes our approach to solve the
discussed limitations of current solutions. In section ] we describe our experimental setup.
Section [5| displays and explains our results and discuss them. In section [6] we go over the
threats to validity and section[7]concludes our thesis.



Chapter 2

Background and Related Work

2.1 Self-driving cars

A self-driving car, also known as an autonomous vehicle, is a car that is able to maneuver
around safely with little to no human involvement. The car can drive safely with the use of
cameras, sensors, complex algorithms, and even machine learning. With the use of sensors
and cameras, the car can create a map of its surroundings. It uses radar sensors to get an idea
of where any nearby vehicles are positioned. Lidar (Light detection and ranging) sensors
are used to measure the distances to the other vehicles and detect lane markers and the edges
of the road. On top of this, it uses cameras to track pedestrians, traffic lights, traffic signs,
and other vehicles. The complex algorithms and machine learning algorithms then use all
the information from the sensors and cameras as input to create a path for the car to follow.
In order to follow this path, these algorithms send commands to the actuators of the car
(e.g., acceleration, braking, and steering). With the help of some other build-in rules, the
car is able to safely maneuver around in traffic while abiding by traffic laws.

The idea of a self-driving car all started in 1925, when Houdina demonstrated a radio-
controlled car, with no one at the steering wheel. This car was able to start its engine and
shift gears just through radio impulses sent from a human-controlled antenna in the car that
was following the radio-controlled car.

Then in 1969, McCarthy’s essay on his idea of a robo-chauffeur [23], let many other re-
searchers to go deeper into the self-driving car area. His idea was that the automatic driver
was able to navigate to a destination using camera inputs. That way, the user would be able
to type in a destination and make adjustments to the destination while the car is driving
towards the original goal.

During the 90s, Pomerleau described in his thesis [33] how neural networks could trans-
form road imagery into steering commands in real-time. He was able to apply his idea in
a minivan and drove from the east to the west coast by just controlling the gas and brake
pedals.

In the early 2000s, some modern cars were introduced with a self-parking system, which
was able to park in most challenging real-world situations with the use of sensors.

In the last couple of years, the biggest improvements have come from using artificial in-
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telligence and machine learning. With the help of Machine learning and neural networks,
research has been able to train self-driving cars on how to drive [10} [17].

The innovations within the self-driving field have gotten to the point where we can
now simulate the behavior of self-driving software within a digital environment. Previous
research shows the use of neural networks and artificial intelligence within simulation en-
gines [10, 21]. Not only that, there is research that uses real-world data in order to generate
a realistic virtual world simulator to train perception algorithms [22]. Similar to previously
done research, the combination of simulation and an Al controlling the car is used within
our research to provide an assessment of our new algorithm REWOSA.

2.2 Search-based and evolutionary testing

Search-based software testing is applying optimizing search techniques, like genetic algo-
rithms, to solve software testing problems. Evolutionary testing transforms testing objec-
tives into search problems and applies evolutionary computation to solve the problems in
order to improve the efficiency and effectiveness of the testing process. In evolutionary
computation, we have a population of solutions, which are subject to natural selection and
mutation. This idea stems from Charles Darwin and his theory about the natural evolution.
He said that over the course of generations, biological organisms evolve based on natural
selection, also known as ’survival of the fittest’ [37]. This process of natural selection will
gradually evolve the population and improve its fitness. Within the software, this fitness
refers to a selected fitness function(s) for the algorithm in use, which provides scores for
each solution within the population. With these scores, we can compare two solutions with
each other and decide which is the better solution. As an example, assume that in a search
process, solving a maximization problem (i.e., higher score is better), we have three search
objectives (i.e., each individual is evaluated according to three fitness functions). In a pop-
ulation of solutions, we have a solution that has scores of 2, 3 and 5 (for each of the search
objectives, respectively) and a second solution that has scores of 1, 2 and 3. Here, we can
clearly see that the first solution is better than the second solution, as the respective num-
bers are all higher in the first solution (2 > 1,3 > 2, 5 > 3). This means that solution one
dominates solution two. Lets now say that solution one has scores 2, 1, 5 and solution two
has scores 3, 2, 1. Now it is a lot harder to say which solution is better, as we don’t know
how important the respective scores are. As the first two scores are higher for the second
solution (2 < 3, 1 < 2), but the third score is higher for solution one (5 > 1), both of these
solutions are non-dominant and non-dominated. When we get more and more solutions to
compare with each other, the number of non-dominated solution will start to grow. This set
of non-dominated solutions is also called the Pareto set or the Pareto front.

A genetic algorithm usually contains three main steps: selection, crossover, and mu-
tation [26]. Selection is the process in which chromosomes, or solutions, are selected for
reproduction, where the higher their fitness score is, the greater the chance they will be
selected. In the crossover step, sub-sequences of two chromosomes, or solutions, are com-
bined to create new solutions. As an example, let us assume that we have a chromosome
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with eight bits, and we cut them both after the fifth bit. This means that we combine the five
first bits from the first chromosome with the three last bits from the second chromosome,
and vice versa, resulting in two new chromosomes. Then, the mutation step is able to flip
each bit with a given probability, most of the time a low percentage.

Within our research we also use evolutionary algorithms, in particular the genetic algo-
rithm. However, we slightly changed from the most basic form of the genetic algorithm.
We do not make use of the crossover steps, as we are using road points in a 2-dimensional
grid. This would make it hard for the 2 sub-sequences of roads to align just right to create
new valid roads. We do adopt the selection step, where we only keep the Pareto set and
select a single solution that we then mutate. As we do not use crossover, we always use
mutation, where we randomly select whether we add, remove or adjust points within the
selected solution.

Previous research by McMinn [25]] highlights the origin and rise of search-based testing,
explaining the explosion in the amount of work on search-based testing in the early 2010s.
Harman et al. discuss the lack of theoretical and empirical analysis of search-based testing
techniques and present a theoretical exploration of the genetic algorithm [16]].

2.3 Test case generation for Self-driving cars

When testing the self-driving car systems, it is shown that this can be very dangerous when
performed on real-world roads [9, 32} [36]. On top of that, testing the car on all the different
types of roads and climates is a time-taking process. Hence, a common practice both in
industry and research for self-driving car systems (in general, any cyber-physical system)
is utilizing a simulation engine to safely test this type of system. In addition, simulation-
based testing provides the opportunity of running more test scenarios virtually and prevents
spending time and cost on testing the system in the real world.

The self-driving car system includes many different components that allow the car to
drive without the help of a human driver. Previous studies have focused on single aspects of
this driving system [2| 14, [15} [20} 38]]. Alghodhaifi and Lakshmanan use radar and camera
images as input in order to test the Pedestrian Protection System [4]]. Duy Son et al. de-
veloped their own simulation platform and displayed it by testing adaptive cruise control,
green wave technology, autonomous valet parking, and double lane change separately [38]].
Kliick et al. test the automated emergency brake system by using a genetic algorithm for
test parameter optimization [20]. Gambi et al. combine procedural content generation and
search-based testing in order to create virtual roads to test the lane-keeping assistant [[15]].
There have also been investigations done on testing the combination of these features and
how they interact. Ben Abdessalem et al. created FITEST, which is a search-based test
generation algorithm, in order to test the feature interaction between Autonomous Cruise
Control, Traffic Sign Recognition, Pedestrian Protection, and Automated Emergency Brak-
ing 2.

Moreover, many testing frameworks for self-driving cars have been developed in recent
years. Weissnegger ef al. created a design, simulation, and verification framework named
SHARGC, which focuses on verifying safety-critical networked embedded systems concern-
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ing functional safety [42]]. Duy Son ef al. established a framework for high fidelity vehicle
dynamics, sensors, and traffic environment modelling [38]]. Negrut ef al. created a platform
called CAVE that helps with low-cost, risk-free, and rapid testing of new state-of-the-art
designs, methods and software components for autonomous navigation [28]]. Saraoglu et al.
designed a simulation-based fault injection framework to assess the safety of autonomous
driving systems [35]]. Abdelhamed et al. used a Robot Operating System and a 3D simu-
lator to produce a simulation framework in which it is possible to virtually design, verify,
and validate Autonomous Driving and Advanced Driver Assistance Systems features [[1].
For our research, we use a framework set up by the Search-based Software Testing (SBST)
workshop’s tool competition for automatically generating tests for self-driving cars [31]].
The framework is used to implement a design for the generation of test cases to test the
lane-keeping feature of a self-driving car system.

In addition, several techniques are proposed for constructing the driving roads used
for testing vehicles during simulation. Gambi et al. proposed a technique that gradually
produces road segments and glues them together in order to ensure gapless roads [[15)]. In
our case, we use real-world coordinates, and thus use points to represent the roads for both
our novel generator.

A search-based test generation technique aims to convert test generation problems (in
any testing level or system) into an optimization problem. Then, it tries to solve the opti-
mization problem using search algorithms. Similar to any optimization problem, the search-
based test generation problem can be a single objective [[19], multi-objective (contains two
or three objectives) [6], or many-objective (contains more than three objectives) [2] opti-
mization problem.

2.3.1 Solution representation

In order to solve an optimization problem, different solutions are required. These solutions
can be represented in different ways, depending on the input required for the algorithm or
simulator. Within FITEST, each of these solutions is represented by (i) the initial position
and speed of the ego car, (ii) the initial position and speed of the leading car, (iii) the initial
position, speed, and orientation of the pedestrian, (iv) the position of the traffic sign and (v)
the fog degree.

Within our research, we test a different scenario than FITEST, as we only use one car
that tries to drive outside a lane. Therefore we do not make use of a second car, a pedestrian,
or a traffic sign, and we also do not make use of the fog degree. The input for our simulation
is just the road for the car to drive on. The simulator will place the car at the start of this
road, standing still.

Interpolation

In order to create a road that can be interpreted by the simulator, we make use of an inter-
polation over a set of road points. There are a plethora of interpolation techniques one can
use, but in our case, we make use of spline interpolation.
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Figure 2.1: The polynomials shown here represent the interpolation function within their
given intervals (colored in black). The polynomials functions do not match the points out-
side of these bounds 1]

Spline interpolation is an interpolation technique where the function calculating the
missing points is a piece-wise polynomial, called a spline. This means that spline interpola-
tion fits low-degree polynomials to a small subset of values instead of fitting one high-degree
polynomial between all values. For example, fitting seven cubic polynomials between each
of the pairs of eight points instead of fitting one degree-eight polynomial to all the points.
Figure [2.1] depicts an example where we can see four polynomials fitted between the four
pairs of points, highlighted by the black part of the line, to create the spline together.

To be more specific, we make use of the cubic spline. The fundamental idea behind
the cubic spline stems from an engineer’s tool to draw a smooth curve through a set of
points [24]. At these points, weights are attached such that a strip can be bent around
these points to create a smooth bend. The mathematical spline is similar, but the points are
numerical data in this case, and the weights are coefficients. Interpolation between these

Ihttps://timodenk.com/blog/cubic-spline-interpolation/
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points and their corresponding coefficients then makes a line with smooth curves without
losing continuity. The cubic spline represents a series of unique cubic polynomials fitted
in between the data points. The requirement for the resulting curve is that it has to be a
smooth and continuous curve. A mathematical definition of the cubic spline is given as
follows [24]:

s1(x) ifx; <x<x
s2(x ifxo <x<x3
Sp—1(x) if x,_1 <x<xp,

where s; is a third degree polynomial defined by:

si(x) = ai()c—x,-)3 —l—b,'(x—)ci)2 +cilx—x;)+d; 2.2)

fori=1,2,....n—1.
There are two fundamental derivatives of this formula, which are the first and the second
derivative:

si(x) = 3a;(x — x;)> +2b;(x — x;) +¢; (2.3)

st (x) = 6a;(x — x;) +2b; (2.4)
fori=1,2,....n—1.

The cubic spline must conform to four conditions:
* The piecewise function S(x) will interpolate all data points
* S(x) will be continuous on the interval [x;,x,]
* §'(x) will be continuous on the interval [x;,x,]
* §”(x) will be continuous on the interval [xj,x,]

An example of a cubic spline is shown in figure Here, we can see a smooth and
continuous line between all the data points. As the line is smooth and follows through all
the data points we can see that it is a valid cubic spline.

However, there are some downsides to using the cubic spline interpolation. If the data
point values are large and have a big distance between them, the interpolation will become
less accurate and can result in incorrect interpolations by multiple orders of magnitude.
However, since we use a 950 by 950 grid, and thereby the distance between the points will
not become large enough to give large incorrect interpolations, the limitation of cubic spline
interpolation does not have any effect in our case.

As another limitation, extrapolation is not possible in the cubic spline interpolation. In
the case of predicting points outside of the used data points (i.e., before the first or after the
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Figure 2.2: An example of cubic spline interpolation [24]

last), the cubic spline interpolation will not continue in the trend of the last points. In our
case, since we do not use extrapolation (we only want to create a spline from the start point
to the end point), we do not encounter this issue.

Lastly, using horizontal scaling combined with cubic spline interpolation is not recom-
mended, as cubic spline interpolation is sensitive to horizontal scaling. When horizontal
scaling is done with very few data points and only on independent variables, it causes unex-
pected oscillations and instabilities within the resulting spline. Within our implementation,
we do not face this issue, because we scale both coordinates equally.

2.3.2 Road generation

The Deepjanus seed generator, included in the SBST21 code package EL is an algorithm that
can be used to create road representations. The Deepjanus seed generator creates a set of
control nodes, which are the guide points for final road representation. Then the Deepjanus
seed generator uses Catmull-Rom cubic splines[8] to create the full road representation
using the control nodes. This road representation is then ready to be used by the simulator.

2.3.3 State-of-the-art Multi-objective genetic algorithm

When it comes to state-of-the-art multi-objective genetic algorithms, FITEST is a good ex-
ample. They start with a set of randomly generated test cases as their initial population,
where each solution is represented by a vector of values as mentioned in 2.3.1] After the
simulation, they calculate the test objectives. With these test objectives, they aim to compute
the distance to a failure (safety requirement violation). So, the objectives are specific to the
features under test. In the original FITEST paper, they tested four self-driving features, Au-
tonomous Cruise Control, Traffic Sign Recognition, Pedestrian Protection, and Automated
Emergency Braking. Subsequently, test cases are evolved over successive generations using
crossover and mutation, where the fittest parents and off-springs form the next generation.

Znttps://sbst21.github.io/
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2.4. Different sources for self-driving car test case generation

The proposed novel multi-objective genetic algorithm in this thesis is inspired by FITEST.
However, in this thesis, we focus on the Lane Keeping Assistant as the main feature under
test. Therefore our search objective revolves around measuring the distance to and Out of
Bounds Episode (OBE), meaning a car driving outside the designated lane. This distance
is inspired by the ’distance to failure’ introduced by FITEST, but for a different feature and
related to the potential violations of that feature.

On top of that, same as FITEST, we make use of a population and continuously improve
the fitness of the population. However, because of the different solution representations, we
are not able to make use of crossover, and thus we only use mutation. This is because our
solution is represented by a list of points, and thus it is highly unlikely that if we perform
crossover, we get two new valid roads.

2.4 Different sources for self-driving car test case generation

In order to generate test cases for self-driving cars, we need to establish a way of creating
the roads. One way that is often used is generating random points. However, there have
also been different sources used for creating these roads. One example of this is Gambi et
al. , who used police reports of car crashes and recreated the environment of these crashes
within a simulation [14]]. Nguyen et al. proposed an automatic test case generator, which
uses high-definition maps to automatically find quantifiably diverse and critical scenarios
that can be used within simulation engines as test cases [29].

For our approach, we use a similar approach. We manually extract real-world roads
using the MyMaps extension from Google and transform these real-world roads into usable
scenarios within a simulation engine. This is different from the technique proposed by
Nguyen et al. as they use a map in OpenDrive [[12] format and turn it into abstract driving
scenarios in which they can create test cases. Our approach uses the data from Google
Maps and takes real-world roads using the MyMaps extension. We introduce this technique
to create road scenarios that are as close to a one-on-one representation of the actual roads
the self-driving cars will be driving on as possible.

11



Chapter 3

Approach

In this section, we describe how REWOSA generates test cases to find unsought results. In
section|3.1|we explain how we extract and convert the roads from MyMaps into road points
that we use to create a test case. In[3.2] we describe how we represent the roads used as test
cases. Section [3.3|presents how these test cases are mutated in order to evolve our test cases.
In section |3.4] we explain how we validate our generated test cases. Section describes
the test case selection procedure in which the algorithm selects the best candidates (i.e., test
cases) for mutation and generation of the new solutions. Finally, section shows how
REWOSA combines the previously explained components into an algorithm that generates
scenarios to test for self-driving car systems.

3.1 Road extraction & conversion

We first need to gather a batch of real-world examples of roads. This is done with MyMaps,
a Google service that provides a platform to use the Google Maps infrastructure to create
custom maps by adding information to locations. We select roads based on if they are
dangerous, because if a road is dangerous, it is more important for a self-driving car to
make sure it can handle those types of roads. To decide which roads we choose, we use
a website Iﬂwhere people submitted dangerous roads with data and articles about accidents
and potentially even deaths that happened on that road. On top of that, these roads contain
interesting sections that are hard to generate using a random road generator. An example of
such a road is shown in figure [3.1] The road on the left is the road displayed in MyMaps.
We use a .kml file containing the real-world coordinates of this road to then generate the
road shown on the right. The image on the right is the end product of the conversion of
the road coordinates into grid coordinates used in the simulation. Note that the start of
the road is highlighted by the red dot. This road shows a variety between fast corners (i.e.,
corners close to a straight line) and sharper corners. There are also sections that are harder to
generate with randomness, such as the end part of the road, where we have a fairly constant
radius corner into a chicane, highlighted by the green circle. We also included a couple of
less dangerous or complex roads to provide a more balanced population, so approximately

Thttps://www.dangerousroads.org/
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3.2. Road representation

Figure 3.1: The image on the left shows the road extracted from Google Maps. The image
on the right shows the same road, use within the simulation.

one-third of the population is filled with less dangerous roads. Once we have created a line
in MyMaps, we can export that layer to kml and put all these kml files in a folder. We
then use an extractor and converter in order to extract the coordinates from these files and
convert these real-world coordinates into coordinates within the given grid. A depiction of
the coordinate conversion algorithm is displayed in algorithm[T]and depicted in figure[3.2]

In order to convert real-world roads into usable roads within the simulation, we use the
list of files used as input and loop over each file in this list, lines 1 to 23. These files contain
a list of coordinates and much extra information. Therefore, in line 2, we start by extracting
all the coordinates from the file and saving each coordinate in a list. Once this is done, we
convert each coordinate into an integer instead of a decimal number in line 4. This is done
as the actual world coordinates saved in the file are not usable without some adjustments.
Once this is done, we save all the x and y coordinates in two separate lists, shown in line 7.
In line 8, we then find the common prefix, and in lines 9 to 10, we remove the common
prefix from the x coordinates list and y coordinates list and turn the remaining number into
a decimal below ten. In line 12, we then take the minimum value from each coordinate list.
Then, we subtract all x coordinates by the minimum x coordinate and the same for the y
coordinate with the minimum y coordinate (lines 13 to 15). We then grab the maximum
x and y coordinate, in line 16, to generate a value, done in line 17, with which we can
multiply all our coordinates to fit them in the predetermined grid. We then multiply all our
coordinates by this multiplication value (lines 18 to 21) and save the new coordinates in a
list (line 22). Once all coordinates have been extracted and converted, we return the list of
the new coordinates.

3.2 Road representation

The important part of the road representation is the area in which we can place the road.
This is decided by the map size X given to the algorithm. This map size X then helps to
create a grid of X by X that can be used to house the road.

This road is created from a list of coordinates. For the REWOSA generator, we use an x
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Find road on Google
Maps

Draw over road in
MyMaps

Extract road as .kml
file

{Put file in code folder]

[ Run test ]

Figure 3.2: This flowchart depicts the flow of finding a road, extracting it and placing it in
the code folder for it to be used.

and y value to translate to a point in the grid. When we have these coordinates, we use an
interpolation technique to create an actual road. The interpolation technique uses the known
data points (road points in our case) to estimate the unknown points (i.e., parts in between
the road points). When we combine these known points with the estimated points, we are
able to create a road that can be used within the simulation engine.

For the REWOSA generator, we use normal spline [3]] interpolation to create the road,
which is explained in[2.3.1] We choose to use normal spline interpolation, as this gives a
more accurate representation of how the road in the real world looks. On top of that, during
preliminary research, test runs to compare spline interpolation to b-spline interpolation also
showed that the spline interpolation was able to generate more failing test cases.

3.3 Mutation

The mutation of real-world test cases is done by adding a point in between two points of the
test case, removing a random point, or adjusting a random point. The mutation is shown in

14



3.3. Mutation

Algorithm 1 Coordinates conversion
Input: files = list of the .kml files with the data of the real-world roads.
Output: new_coords = list with converted coordinates, fitted to the grid.

1: for file in files do

2: ¢ <— parse_coordinates(file)

3: for pinc do

4: p <— transform_coordinates(p)

5: store_coordinates(p)

6: end for

7: x_list, y_list <— store_x_y_separate(c)

8: pre <— common _prefix(new_c)

9: for i in range(len(x_list)) do

10: xlist[i], y_list[i] «— remove_pre(x_list[i], y_list[i])
11: end for

12: X,y — get_smallest(x_list, y_list)

13: for i in range(len(x_list)) do

14: x_list[i], y_list[i] «— remove_int(x_list[i], y_list[i])
15: end for

16: max <— get_max(x_list, y_list)

17: mul «— (grid_size — 20) /max_value

18: for i in range(len(x_list)) do

19: list_x[1] «— list_x[i] - mul
20: list_y[i] +— list_y[i] - mul

21: end for

22: new_coords <— store_final_coords(x_list, y_list)
23: end for

Algorithm 2] We start by randomly selecting if we want to add, remove, or adjust a point in
line 1. For the addition of a point (lines 3 to 16), the place where we add this point is decided
based on the two points that are the furthest away from each other, calculated in lines 4 to 11.
In line 12, we calculate the line perpendicular to the line between the two consecutive points
furthest from each other. We then grab the middle point of the line between the two points
furthest from each other (line 13). Next, a new point will be placed on the perpendicular
line through the middle point of the line between the two points furthest from each other,
done in line 14. When removing a point (lines 17 to 20), we randomly select a point, line
18, and then remove said point, done in line 19. When adjusting a random point (lines 21
to 28), we first randomly select which point we will adjust in line 22. Then, we generate
a random adjustment for both the x and y coordinate, in line 23, between negative five and
five. We then check if the point with this adjustment is still within the map and not exactly
another point. If this is the case, we re-generate the adjustments and do the same check until
it is a correct point, done in the loop of lines 24 to 26. We then update this point with the
adjustments and return the list of points in line 27.

Figures [3.3] [3.4] and [3.5] demonstrates examples of this mutation operator. For the ad-
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3. APPROACH

Algorithm 2 Real-world Mutation
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Input: points = list of the road points.
range = maximum value to be added or subtracted from a coordinate.
Output: points = updated list of the road points.

action <— select(’add’, 'remove’, "adjust’)
max_dist «— 0
if action is *add’ then
for i in range(points) do
dist <— get_distance(points[i], points[i+1])
if dist > max_dist then
max_dist <— dist
point_a, point_b <— points|[i], points[i+1]
index <— i
end if
end for
perp <— get_perpendicular(point_a, point_b)
mid <— get_mid_point(point_a, point_b)
new_point <— get_new_point(perp, mid)
points <— insert(index + I, new_point)
. end if
. if action is ‘remove’ then

1 <— randint(len(points))
points <— remove(points, i)

. end if
. if action is "adjust’ then

1 <— randint(len(points))

addition <— get_rand_add(range)

while points[i] 4+ addition NOT in grid do
addition <— get_rand_add(range)

end while

points[i] <— points[i] + addition

. end if

16
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Figure 3.3: The image on the left shows the road before adding a new point. The image on
the right shows the same road after adding a new point.

200 300 400 500 600 700 800 900 200 300 400 500 600 700 800 900

Figure 3.4: The image on the left shows the road before adjusting a point. The image on the
right shows the same road after adjusting a point.

dition of a point, we look at figure 3.3] where the point that was added from the first to the
second road is highlighted with black circles. Figure [3.4] shows the adjusting of a point. In
this figure, the adjusted point from the first to the second road is highlighted. Finally, for
the removal of a point, look at figure [3.3)in which the black circles highlight the removal of
a point from the first road.

3.4 Validation

In order to make sure that the provided road is actually a road that is usable in the simulator
and could be considered as an actual road, we perform multiple validity checks.

For the first check, we examine the radius between consecutive points to find the sharpest
corner within the generated road. If this radius turns out to be smaller than 47°, the corner is
considered too sharp. If the road contains a corner that is too sharp, we will cut off the road
just before this corner and simulate the resulting road. An example of a too sharp corner is
shown in figure [3.6] highlighted by the number 1.
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Figure 3.5: The image on the left shows the road before a point was removed. The image
on the right shows the same road after a point was removed.

Figure 3.6: Example of validation violations, with 1 showing a corner that is too sharp; 2
showing that the road is outside of the grid; and 3 showing that the road is self-intersecting.
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3.5. Search Objectives

We also check whether or not the given road data is of the correct type to ensure that we
can simulate the test correctly. That means whether the object we will give to the simulation
engine is a road and not something else.

When we create a road, it is important that we generate a road that actually is a road.
In order to do this, we ensure that the road contains at least 2 points. On this topic, we
also make sure that the road is not too short. Hence, we check if the road is longer than 20
meters. We also check if the road does not consist of too many road points, resulting in a
large simulation time. In this case, we check if the road consists of less than 500 points.

Because we are working with a grid in which we place the road, it is also essential to
check if the road is actually within the grid. To do this, we have two checks: (i) check if
the road is within the grid, and (ii) check if the road intersects with the grid boundary. An
example of the road being outside of the given map is shown in figure [3.6] Here we can
see the black box, which is the map, and at the number 2, we can see that the road crosses
outside the map boundaries.

Due to the road being in 2D, it is not wanted for the road to intersect with itself. This
check includes two parts of the roads crossing each other as well as two parts of the road
overlapping each other. When we look at figure [3.6) we can see at number 3 that the road
crosses over itself.

3.5 Search Objectives

Our search algorithm aims to find the test cases that exceed the given out-of-bounds toler-
ance. The aim is to generate test cases in which the car goes out of bounds for a certain
percentage. Therefore, we only want to keep the non-failing test cases that are very close
to failing. To decide if a test case is close to failing, we look at the worst state for every
three objectives we set. In our case, the objectives are (i) the out-of-bounds (oob) area, (ii)
velocity, and (iii) the steering angle of the car. For each of these objectives, we select the
“best” state, which means the state with the highest oob area, velocity, and steering angle,
respectively.
The following formula shows the oob area of the “best” state in a single test case:

OOB_area(f) = ierrllaxn(area,car(fi) —overlap_area(f;)) (3.1)
where i goes from 1 to n and represents the i —th frame of the simulation, meaning the
equation above will find the frame in which the car is outside of its lane with the largest area;
area_car refers to the total area of the car, viewed from a 2D perspective (top-down view);
and overlap_area refers to the area of the car that overlaps with the lane it is supposed to
drive in.
The velocity and steering area are represented by a single value and can be formulated
to the following formulas:

velocity(f) = max (velocity(f;)) (3.2)

1€1,...,n
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steering_angle = max (steering_angle(f;)) (3.3)

i€i,....,n

where i goes from 1 to n and represents the i —th frame of the simulation, meaning the
formulas will find the frame with the highest velocity and steering angle respectively.

Now that we have a representation of the test case, we compare the new test case with
the tests that are already saved within the non-dominated list. This non-dominated list rep-
resents the Pareto front of the passed test cases. Thus, when we have a new test case, we
compare it with all other test cases in the current Pareto front and update the Pareto front
accordingly. The comparison works by comparing the highest oob area, highest velocity,
and largest steering angle between the two test cases. When one test case has an oob area,
velocity, and steering angle greater or equal to the other test case, then that test case domi-
nates the other test case. If the new test case gets dominated by any of the test cases in the
Pareto front, it will never be able to dominate any other test cases in the Pareto front. So,
we can stop the comparison. In the case that the new test case does dominate a test case
already in the Pareto front, the test case that was in the Pareto front will get removed from
the list. In case the new test case does not get dominated by any of the test cases already in
the Pareto front, the new test case will be added to the list, representing the Pareto front.

3.6 REWOSA

For REWOSA we have to perform some minor manual preparation work, which is explained
in[3.1] After the initial preparation, we have a list of all the real-world roads. We already
explained the road representation in section We randomly select one from the list and
interpolate it using spline interpolation, which is the same as used for and explained in the
background in We then check this road on validity, explained in[3.4] If it is valid, we
execute the test case. Otherwise, we generate a new test case. Once the test is executed, we
get the test outcome returned. Given the test outcome, we can have three situations:

* The test case returns Failed. In this case we store this failing test case in a list with
all other failing test cases.

* The test case returns Passed. If the test passes, we compare the passing test case with
all previous non-dominated passing test cases using the search objectives explained

in[3.3

* The test case returns Error. This occurs when a error happened during the test run. In
this case we move on to the next test case.

After the test case is stored or removed, we generate a new test case. How we select
whether we pick a new real-world scenario or mutate an already executed test case is as fol-
lows. We slowly inject real-world scenarios, meaning we will start with taking five random
roads from the list of extracted coordinates. Next, we mutate five test cases and then simu-
late one new real-world scenario in a loop. If no more roads are left in the list of extracted
coordinates, we randomly grab a test from the non-dominated passing test cases and mutate
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3.6. REWOSA

Algorithm 3 Main code loop REWOSA
Input: batch_id = id of folder that stores each test case from a single run.
result_folder = folder that keeps the results from a single test run.
map_size = size of the grid used for the roads.
time_budget = time budget allocated to the test run.

1: non_dominated_list <— []
2: oob_test «+— []
3: radii_list «— []
4: start_time <— time()
5: coordinates_list «— extract_coordinates(map_size)
6: time_budget «+— time_budget - (time() - start_time)
7: while time_budget > 0 do
8: start_time <— time()
9: road_points, start <— get_points(coordinates_list)
10: if test is unique then
11: the_test <— create_road_test(road_points)
12: test_outcome, execution_data, radii <—
execute_test(the_test, batch_id, start)
13: if test_outcome == "FAIL’ then
14: oob_tests.append(road_points[:])
15: radii_list.append(radii[:])
16: end if
17: if test_outcome == "PASS’ then
18: scores <— get_scores(execution_data)
19: non_dominated_list <— update_non_dom(road_points|:], scores)
20: end if
21: end if
22: current_time <— time()
23: elapsed_time <— current_time - start_time
24: time_budget +— time_budget - elapsed_time

25: end while
26: scores <— calculate_jaccard_score(radii_list)
27: store_jaccard_score(scores, result_folder)
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that test case. How a test case is mutated is described in section[3.31 We then calculate the
Jaccard similarity score when the time budget is finished to measure the similarity of the
failing test cases. The full code loop of REWOSA is shown in algorithm 3]

In this algorithm, the singular form of radii means the angle created between a point and
the second and fourth point after it. We then have the start_time, coordinates_list,
which has the list of real-world road scenarios. Next, we update the time budget with the
time used to extract the coordinates_list. We will start the main loop (lines 7 to 25) until
the time budget is finished. Within the loop, we start by setting the start time, which is used
to keep track of the consumed time, so we can update the time budget. Then, we grab the
road points, line 9, described in the paragraph above, and state if these points are generated
from a real-world scenario or if they are mutated. If the test is unique, meaning it is not the
same as an already failed or passed test case, we create the road test, line 11, which is the
road that the simulator can actually use. In line 12, we execute the test, giving an outcome
(pass/fail/error), the execution data, and the radii that make up the road in return. In case
of receiving a fail outcome (lines 13 to 16) we add the road points of that test case to the
list of failing test cases and also add the radii of that test case to the radii_list. In case
of receiving a pass outcome (lines 17 to 20), we generate a score and then use this score in
order to update the non-dominance list. At the end of the loop (lines 22 to 24), we update
the time budget by using the current time and the start time. Once the time budget is over,
we use the radii_list to calculate the similarity between all the failing test cases using
the Jaccard similarity and store the results.
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Chapter 4

Empirical Study

4.1 Baseline

In order to assess the performance of our novel approach, we need to compare it to the base-
line. The baseline is similar to REWOS2, but there are some differences in (i) how the roads
are represented, (ii) how we handle the mutation, and (iii) in the main code loop, which will
be explained in the following sections. In general, we design this baseline according to the
best practices in automated test generation.

4.1.1 Road representation

For our novel approach REWOSA the roads are represented by an x and y coordinate. For the
baseline, we use x and y values as well, but it also adds a z and width value. Here, the z
value represents the vertical coordinate of the road. As the road is all on the same plane,
this z value will be the same for each point of the road. The width value states the width
of the road. As we do not want any narrowing or widening, this width value will also be
the exact same for each road point. So even though this version has these extra z and width
values, both of these values are constant for each of the coordinates used in the baseline.

The representation of the roads differs because for the baseline we make use of the
Deepjanus seed generator to create the roads, resulting in each point consisting of an x, y
and z coordinate and a width. Whereas for REWOSA the coordinates come from the real-world
coordinates stored in the kml files, which only contain and x and y coordinate.

4.1.2 Mutation

The mutation is applied to a solution (here road) randomly selected from the population.
For the mutation, there are three different possibilities, which all have an equal chance of
happening: adding points, adjusting points, or removing points. When removing points, we
first randomly select a point and then remove that point, as well as the five points before
and after that point. An example of this can be seen in figure 4.1} where highlighted with
the black circle we can see points being removed from the first to the second road. When
we add points, we let the road generation algorithm generate a new node to extend the
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Figure 4.1: The image on the left shows the road before a point was removed. The image
on the right shows the same road after a point was removed.

Figure 4.2: The image on the left shows the road before adding a new point. The image on
the right shows the same road after adding a new point.

initial road, up to eleven nodes. We then check if this new point is within the bounds of
the map. If not, we remove the new point and adjust the points instead and then stop the
mutation. We can see the addition of nodes in figure .2} where it is highlighted with the
black circle. When adjusting points, we randomly select a point and adjust both coordinates
of this point between -2 and 2 compared to the initial value. We also adjust the five points
before and after this point with the same adjustment, but linearly decreasing the further, we
get away from the initially adjusted point. This is done to avoid random sharp turns due to
the single-point adjustment. This can be seen in figure 4.3] highlighted by the black circle.

The reason for the different mutation strategy boils down to the different number of
points. Because there is a different number of points between the baseline and REWOSA, we
also add, adjust and remove a different number of points.

4.1.3 Main loop

For the baseline we start of by generating a initial population using the Deepjanus seed
generator, explained in[2.3.2] When we have the road points and turn it into an actual road,
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Figure 4.3: The image on the left shows the road before adjusting a point. The image on the
right shows the same road after adjusting a point.

Algorithm 4 Main code loop baseline
Input: batch_id = id of folder that stores each test case from a single run.
result_folder = folder that keeps the results from a single test run.
time_budget = time budget allocated to the test run.

1: non_dominated_list +— []
2: oob_test «+— []
3: radii_list <— []
4: while time_budget > 0 do
5: start_time <— time()
6: road_points, start <— get_points()
7: if test is unique then
8: the_test <— create_road_test(road_points)
9: test_outcome, execution_data, radii <—
execute_test(the_test, batch_id, start)
10: if test_outcome == "FAIL’ then
11: oob_tests.append(road_points[:])
12: radii_list.append(radii[:])
13: end if
14: if test_outcome == "PASS’ then
15: scores «— get_scores(execution_data)
16: non_dominated_list <— update_non_dom(road_points[:], scores)
17: end if
18: end if
19: current_time <— time()
20: elapsed_time <— current_time - start_time
21: time_budget <— time_budget - elapsed_time

22: end while
23: scores <— calculate_jaccard_score(radii_list)
24: store_jaccard_score(scores, result_folder)
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we make use of spline interpolation (2.3.1)). Then we check if the created road is valid(3.4),
and if so we execute the test case. After executing the test case, we get given three outcomes,
Failed, Passed or Error. In the case that the result is Failed, it will be added to a list of all the
failed test cases. When it Passes, we compare the fitness of the test case with all previously
non-dominated passing test cases. In case of an error, the test case will be ignored and we
move on to the next test case. Once we have three or more passing test cases in the Pareto
front, we randomly select a test case from this list and mutate it, according to the algorithm
explained in Then when the time budget is up, we calculate the Jaccard similarity
score between the failing tests, to see how diverse the failing roads are.

The baseline code is shown in algorithm [ where we start of by initializing some vari-
ables in lines 1-3. Then the baseline starts of by generating the coordinates, in line 6, as
long as we still have time budget left. In order to generate the coordinates it uses the Deep-
janus seed generator. It then interpolates these coordinates using the spline interpolation
technique, in line 8. When the road is created, we check the validity of the road. If the road,
and thus the test case, is valid, we execute the test, seen in line 9. If the road turns out to be
invalid, we generate a new road. Once the test is executed we get the test outcome returned.
Given the test outcome, we can have three situations:

* The test case returns Failed. In this case we store this failing test case in a list with
all other failing test cases in lines 10 to 13.

* The test case returns Passed. If the test passes, we compare the passing test case with
all previous non-dominated passing test cases, seen in lines 14 to 17.

* The test case returns Error. This occurs when an error happened during the test run.
In this case we move on to the next test case.

After the test case is stored or removed, we generate a new test case. If the list of non-
dominated passing test cases has less than three test cases, we continue to generate random
test cases. If the list of non-dominated passing test cases has three or more test cases, we
randomly (uniform) select a test case from the non-dominated passing test case list that we
can mutate. In lines 23 and 24, when the time budget is fully used up, we calculate the
Jaccard similarity score between all failing test cases to see how similar they are. We do
this because it could be the case that multiple failing test cases are mutations of the same
test case, resulting in very similar road structures.

4.2 Benchmark

To assess REWOSA against baseline in terms of their ability to generate failing test cases, we
compare the tests generated by each of these tools. As we use the SBST21 competition
tool as the base for our generators, we use similar values from the SBST21 setup for our
setup. Using similar values as SBST21 setup leads to easier comparison between the tools
introduced in this thesis and the tools that are evaluated in the SBST21 competition.

In order to evaluate the approaches in this study we use the BeamNG.tech driving simu-
lation engine, and the built-in BeamNG.AI driving agent as research subject. The main rea-
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son for using this simulator and research subject is to provide an easier comparison between
the tools used in our research and the tools from the SBST21 tool competition. Moreover,
it has also been used in other previous research [[14} 15, [27] to evaluate test input generators
and train vision-based steering predictors and it provides a realistic simulation of the roads.
There is also no manual training required, which lowers the threats to validity. Lastly, we
can use different parameter values, such as maximum velocity, to adjust the driving style.

The aim of each of these approaches is to generate as many diverse failing test cases
within the given time budget. This is achieved by generating a road that is complex enough
for the car to partially drive outside of its lane. To decide whether a self-driving car is
outside of its own lane, we check the given tolerance. As an example, if the tolerance is
0.75 it means that more than three quarters of the car needs to be outside of its lane in order
to consider that test case as failing. Besides, for measuring the diversity of the failing test
cases we use the Jaccard similarity score as mentioned in section

Table 4.1: Experimental Setup

Name Map Size Max Speed Budget Tolerance

() (Km/h) (h) (%)
Default 950 x 950 - 2 0.95
SBST21 950 x 950 70 2 0.85

We evaluate the different tools on our research subject using two different experimental
setups, Default and SBST21 (see Table {.1). With the Default setup we have set a time
budget of two hours, we use a tolerance of 0.95, and we do not set a maximum speed for the
car, in order to provoke a more careless style of driving. With the SBST21 setup we have
set the time budget to two hours, with a tolerance of 0.85 and a speed limit of 70 Km/h to
ensure a more cautious driving style.

The considerable difference between our experimental setup and the setup used in the
SBST21 tool competition is the map size. For our setup, we use a map size of 950 x 950,
instead of the 200 x 200 map size used in the tool competition. The reason why this is
done is due to the use of the real world roads. According to our performed pre-analysis in
this thesis, a map size smaller than 900 x 900 leads to 90% or more invalid tests. Thus, in
order to provide for a solid comparison between the tools, we pick a map size that is able to
deliver a fair amount of valid test cases for both tools.

We gather the final results by running the tests locally on a 5-year-old windows machine.
This machine contains a Intel Core i5-6300HQ CPU, a Intel HD graphics 530 graphics card
and 7.8 GB usable RAM.

4.3 Research Questions

The main aim of this research is to provide new insights in how effective the use of real-
world roads is, in order to reveal malfunctions within the self-driving software. As de-
scribed before these real-world roads are hand selected in order to provide a balance be-
tween complex or dangerous roads and more straightforward roads. As there have not been

27



4. EMPIRICAL STUDY

any research on the use of real-world roads before, we want to assess how well they would
perform compared to a well known and widely used random generated roads. In order to
assess this, we formulate the following research questions:

RQ1 How complex are real-world road scenarios compared to randomly generated roads?

To answer this question we focus purely on the structure of the two types of roads,
real-world roads and the randomly initialized roads. With this question the focus is on the
complexity of the roads, and what the impact of the complexity is.

RQ2 How well does REWOSA perform compared to the baseline?

To answer this question, we compare our newly suggested road generator REWOSA against
the baseline in terms of generating test cases that effectively make the car drive outside of
the designated lane. To go further into this question, we look into the diversity between the
failing test cases, because creating a lot of test cases that fail is not necessarily helpful, as
these failing test cases may all be similar.

RQ3 What is the overhead of the real-world road seeding?

We answer this question by looking at the overhead required for the real-world seeding
approach REWOSA. To do this we use the following sub-questions:

RQs.1: How large is the preparation work required for REWOSA?
RQ3,: How does the creation and validation time of the road compare between the
baseline and REWOSA?

4.4 Study Design

For the first research question, regarding the complexity of the roads, we aim to extract
information by using a tool created by Birchler called sdc-scissor ﬂ With the help of this
tool, we can extract features from a road after the test runs have been executed. The tool
collects road points from the test results and uses that to split the road up into segments.
These segments are then used to calculate various features from the road. For RQ1 we use
the number of left turns, right turns, and straights, as well as the total distance of each road.

To provide an answer to RQ2, the results are generated by both the baseline and the
REWOSA, with both the Default and SBST21 setup, with twenty runs for each generator-
setup combination. In order to compare the tools included in this experiment, we collect
and analyze (i) the number of valid test cases compared to the total number of generated
test cases, (i1) the number of failing test cases, and (iii) the number of unmutated failing test
cases.

Thttps://github.com/ChristianBirchler/sdc-scissor
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4.5. Parameter Setting

We also highlight the number of unmutated failing test cases, mainly for the generator
that uses real-world roads. This is because the real-world roads used are hand selected and
gathered while using Google Maps. If most of the failing test cases from these generators
come from the unmutated test cases, then that means that the real-world roads were very
well selected, but the mutation part of the generator is not good. On the other hand, to
give a better insight into how well the genetic algorithm part of the generators works, is
also why we distinguish between test cases that fail on first creation and test cases that fail
after mutation. In order to draw accurate conclusions from these results, we also provide
statistical test results, which show the significance of our results.

The statistical tests that are used for this are the Vargha-Delaney A measure [40] and
the Wilcoxon rank sum [7]. The Vargha-Delaney A measure calculates the effect size be-
tween two populations. The value will be between 0 and 1, where a value of 0.5 means
that both populations perform equally. When the A measure value is below 0.5, the first
population performs worse than the second population; likewise, when the A measure value
is above 0.5, the second population performs worse than the first population. The Wilcoxon
rank sum calculates a P-value, which describes if the difference between the two given sets
is statistically significant. A widely used P-value from which point on-wards we would
classify a difference as statistically significant is 0.05 and below [5]. For these statistical
tests, we used the number of failing test cases per run. Regarding the effect size measure,
when comparing the different generator-setup combinations in the results section, the better
performing generator is highlighted in dark green.

We also provide similarity calculations between failing test cases from the same test
run. This helps to highlight how diverse the failing test cases generated in the same test run
are.

To measure the overhead that comes with using real-world roads (RQ3 and RQ3 ), we
provide an overview of the preparation work needed to get all the roads. On top of that, we
will also look into the time required for the process to convert the road coordinates into a
road used by the simulation engine to provide an answer to RQ3 5.

4.5 Parameter Setting

For the population size of the baseline, we start by randomly initializing roads until there
are three non-dominated roads. Once this is done, we continuously mutate roads randomly
selected from these non-dominated roads. If the number of roads in the non-dominated list
is lower than three at any point, we randomly initialize a new road until there are three non-
dominated roads again. For the REWOSA we start with a population of thirty real-world roads.
We start by randomly picking five of these roads to execute. We then randomly pick a non-
dominated road and mutate that road, this process happens five times, after which we grab a
new road from the initial population to execute. If the non-dominated road list is empty, and
we still have unused roads in the initial population, we will randomly select a road from the
initial population. On the other hand, once the roads from the initial population are all used,
we will continue to mutate roads from the non-dominated road list. The actual population
size of the non-dominated road list is not limited, so it can be ever-growing.
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As mentioned, when mutating roads, for both the baseline and the REWOSA generator,
there is a complete even chance to either add a point, remove a point or adjust a point.
However, for the baseline, in order to be allowed to remove a point, the selected road must
at least exist of more than three road points. In order to be allowed to add a point, the road
must have less than ten road points. The lower margin is set as a road of two points is just
a straight line, which is not complex enough to be used as a test. The upper margin is set
as preliminary research has shown that roads containing more than ten points start mainly
generating invalid roads. For the REWOSA there are no extra restrictions set for adding,
removing, or adjusting road points, as these roads contain a large number of road points,
meaning adding or removing a point will not have a large enough impact to cause straight
roads or a large number of invalid roads.

To calculate the non-dominance scores, we count the normalized OOB area once and
the normalized velocity and steering angle twice. These values were selected based on
preliminary research, which showed a slightly better, but almost insignificant, performance
than counting all three objectives as even.

The algorithm’s timeout is set to two hours, which is more in line with the SBST setups.
The main change we made compared to SBST is to use a two-hour time budget for both of
the setups. This budget provides a better comparison between the baseline and the REWOSA
as there is less difference in variables of the experimental setups.
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Chapter 5

Results

5.1 RQ1: Real-world roads vs. random generated roads

For the comparison between real-world and randomly generated roads, we look at the type
of segments (left turn, right turn, straight) used to create the road, as well as the total road
distance. An overview of the type of segments for each combination of generator and setup
is shown in figure[5.1]

The figures for REWOSA show that it creates roads with an average of more then ten left
and ten right turns and five straight segments. In addition, we see that the mean is close to
ten for the left turns, above the ten for right turns and around 5 for the straights. With the
SBST21 setup, REWOSA can generate a 9.5% more segments than with the default setup. We
can also see that almost all the averages are above the median, which is also indicated by
the fact that most box-plots have a larger Q3 and Q4 compared to Q1 and Q2, meaning that
the roads with a higher number of segments have a vast amount more, whereas the roads
with a lower number of segments have a more similar amount.

The figures for the baseline show us that the roads created by the baseline have an
average and mean of around five left runs, five right turns and five straights. Similar to
REWOSA, the baseline seems to create about 7.4% more segments with the SBST21 setup
compared to the default setup. We also notice here that the average lays above the mean,
which we also identify when looking at the box-plots from REWOSA. Something interesting
that we do recognize is that the baseline generates a good chunk of outliers.

If we compare REWOSA with the baseline, we identify that the baseline produces half the
amount of left and right turns while it creates about the same number of straights. As noted
before, the baseline produces some outliers, whereas REWOSA produced only one outlier.
This shows that REWOSA is more stable with the production of the number of segments than
the baseline.

In figure we see box-plots that display the distance of the roads created by the
different generator and setup combinations. The baseline shows that it creates most roads
with a distance of approximately 250 meters when it comes to the default setup and creates
roads of about 250-500 meters with the SBST21 setup. We notice a considerable number
of outliers with the baseline and default setup, which is also highlighted by the fact that the
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Figure 5.1: Overview of the different types of segments within the roads created by the
different combinations of generator and setup. These figures display box-plots in which the
outliers are shown with small dots and the average value is displayed by a big dot.

average is above Q4, which says that the number of outliers above Q4 will also be higher
than the number of outliers below Q1.

With REWOSA the roads are approximately 1500 meters in size, with a margin of about
500 meters to either side. The average values lay close to the median, meaning that the
roads, as well as the couple outliers, are well balanced in size.

When we compare the baseline with REWOSA, we notice a big difference in size. The
roads from the baseline are about 3 to 6 times as short as the roads from REWOSA. Due to the
box-plot shapes, we can also identify that the baseline creates a lot more roads with very
similar sizes, whereas REWOSA has a better size variation.

What we have seen from these results is that the roads generated by REWOSA generate
more segments than the baseline. This goes in line with the distance of the roads generated
by REWOSA and the baseline, as the roads from REWOSA are 3 to 6 times bigger than the roads
from the baseline.

RQ\: How complex are real-world road scenarios compared to randomly generated
roads?

In general, the real-world roads are longer and thus also contain more left and right
turns. Due to the increase in both size and the turns, which are more complex than straights,
real-world roads’ complexity is higher than randomly generated roads.

32



5.2. RQ2: Fault detection REWOSA vs. baseline

3000-

N
=
S
e

Road distance
)
8

0- i

Baseline - Default Baseline - SBST21  REWOSA - Default REWOSA - SBST21
Generator - Setup

Figure 5.2: Overview of the length of the roads created by the different generator and setup
combinations.
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Figure 5.3: Overview of the number of valid test cases (roads) created over the total number
of test cases (roads) by the different generator and setup combinations.
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Figure 5.4: Overview of the number of failing test cases (roads) created by the different
generator and setup combinations.

5.2 RQ2: Fault detection REWOSA vs. baseline

Figure gives an overview of the number of valid roads over the total amount of roads
generated. It shows that the baseline and REWOSA perform very similarly with a 70 to 80%
valid roads rate. Only REWOSA with the SBST21 setup has a wider range of valid roads with
approximately 60 to 85%. Additionally, on average, REWOSA achieves a higher number of
valid test cases compared to baseline in both setups.

Figure[5.4]demonstrates the number of failed test cases, which indicates a larger number
of failing test cases for REWOSA compared to the baseline. We see that the average for the
baseline reaches 0 and just above 1, whereas the average for REWOSA is above 2.

In order to see how big the influence of the initial population of real-world roads is,
we also look at the number of failed tests compared to how many of these are from initial
creation and not mutated. Here we can identify that REWOSA does have more test cases
failing at the start compared to the baseline. This shows that the initial population of the
real-world roads has an impact on the number of failing test cases.

In order to provide any significance to the results displayed in figures [5.3] and [5.4] we
also provide statistical test results. In table[5.1] we display the statistical tests based on the
number of failed test cases.

In order to show that our results are significant, we have also performed some statis-
tical tests, seen in table If we look at the table, we can see that the effect size, when
comparing the baseline to REWOSA, for both setups it shows that REWOSA outperforms the
baseline. We can also see that the p-value from the Wilcoxon rank sum is also below the
set threshold of 0.05, showing that they are highly unlikely from the same population. For
the baseline, we can see that the baseline performs better with the SBST21 setup compared
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Table 5.1: This table shows results of statistical tests performed on sets failures generated
by two different generator(setup) combinations using the Vargha-Delaney A measure for
the effect size and the Wilcoxon rank sum for the p-value.

H Generator(setup) comparison Effect size measure  P-value H

Baseline(default) - REWOSA(default) 0.12 (large) 6.772e-06
Baseline(default) - Baseline(SBST21) 0.3325 (medium) 0.01793

REWOSA(default) - REWOSA(SBST21) 0.54 (negligible) 0.6693
Baseline(SBST21) - REWOSA(SBST21) | 0.3025 (medium) 0.02841

to the default setup. However, if we compare the different setups for REWOSA, we see that
REWOSA performs similarly on each of the setups.

Table 5.2: Jaccard similarity

H Generator - setup | # data points Average Interquartile Range H

Baseline - SBST21 28 0.127 0.035
REWOSA - Default 71 0.102 0.06
REWOSA - SBST21 37 0.125 0.107

To get a better insight into how useful the different failing test cases per run are, we
look into the Jaccard similarity between failing test cases within the same run. This means
that if there is no or only one failing test case within a run, we can not calculate the Jaccard
similarity, e.g., baseline with the default setup only had one failing test per run maximum.
In the appendix, tables [A.5] [A.6] and present a full overview of the similarity values,
whereas table|5.2| gives an overview of the similarity.

We identify that the REWOSA has a lot of low with a couple of high similarity values,
meaning there are a lot of non-similar failing roads and a couple of very similar failing
roads. On the other hand the baseline has more centrally grouped similarity values, mean-
ing they range from being slightly similar to similar failing roads. This indicates that, on
average, REWOSA has a slightly lower similarity value compared to the baseline. However,
we do see that the similarity values from the baseline are more grouped together, as the
baseline’s interquartile range is lower than the REWOSA. This means that the failing roads
generated by REWOSA can generate slightly more diverse failing test cases, but there is a
bigger range in diversity with REWOSA compared to the baseline.

RQ»: How well does REWOSA perform compared to the baseline?

We have seen that the REWOSA can create more failing test cases that are also slightly
more diverse than the baseline, but the diversity of the failing test cases generated by REWOSA
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has a larger range compared to the baseline. With the help of statistical tests, we can con-
clude that REWOSA performs significantly better than the baseline.
An overview of the raw data used for the figures of this research question can be found

in appendix [A]

5.3 RQ3: Overhead of real-world seeding

When we look at figure [5.5] we can see two values on the x-axis, where the value 'Real’
is the actual time it took to perform the simulations. The value ’Simulated’ is the time
that was spent inside the simulation. All these runs have a total time budget of 2 hours,
corresponding to 7200 seconds.

If we take a look at our implementation REWOSA, depicted in figure[5.5] with the SBST21
and Default setups, we spent approximately 3082 and 3565 seconds on average on simula-
tion time, respectively. That means that over half of the time budget is spent on creating and
validating the test cases. As the time budget is 7200, a total of 4118 and 3635 seconds is
spent on average on creating and validating the roads for the different setups. If we compare
this to the baseline with the same setups, we spent approximately 6234 and 6327 seconds on
average on simulation time, respectively. This means that, on average, 966 and 873 seconds
are spent on creating and validating the roads for the different setups. This shows that the
baseline uses about 86.6-87.9% of the time budget for simulating the test cases, whereas
REWOSA uses only around 42.8-49.5% of the time budget for simulating the test cases. This
shows that the baseline uses about double the amount of time for simulation compared to
REWOSA.

In order to check if these results are significant, we performed statistical tests using a
Wilcoxon rank sum test as well as the Vargha-Delaney’s effect size measure for both the
real and simulated time. A first glance on the results of the statistical tests for the real-time,
in table[5.3] shows that the baseline performs significantly better than REWOSA. Interestingly,
the baseline performs almost the same with the different setups, with a slight advantage for
the SBST21 setup, whereas REWOSA performs a lot better with the SBST21 setup.

Now looking at the statistical test results for the simulated time, shown in table[5.4] we
see again that the baseline significantly outperforms REWOSA. Here we also see that both the
baseline and REWOSA perform significantly better using the SBST21 setup compared to the
default setup.

RQs.1: How large is the preparation work required for REWOSA?

The preparation work required to get the real world roads starts of with selecting which
roads to get. This can take anything from a minute, just picking a random road, up to ten
or even more minutes, if doing research beforehand on what road to pick is preferred. Then
comes the process of getting the road using MyMaps, which takes anywhere between three
and five minutes. After that, the road needs to be downloaded and put somewhere in the
project so it can be used by the generator. So for each road it takes at least five minutes time
to get it to a point where it is usable for the generator, but it can also take a lot more time
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Figure 5.5: Overview of the different types of time for the simulations created by the dif-
ferent combinations of generator and setup. These figures display box-plots in which the
outliers are shown with small dots and the average value is displayed by a big dot.

Table 5.3: This table shows results of statistical tests performed on the real time used by
two different generator(setup) combinations using the Vargha-Delaney A measure for the
effect size and the Wilcoxon rank sum for the p-value.

H Generator(setup) comparison ‘ Effect size measure  P-value H
Baseline(default) - REWOSA(default) 1 (large) 1.451e-11
Baseline(default) - Baseline(SBST21) 0.405 (small) 0.3141
REWOSA(default) - REWOSA(SBST21) 0.17 (large) 0.0002
Baseline(SBST21) - REWOSA(SBST21) 1 (large) 1.451e-11

depending on how much research is put in the preparation of finding the roads.

RQ3,: How does the creation and validation time compare between the baseline and
REWOSA?

As we have shown with the results, the baseline spends approximately 25% of the time
REWOSA uses to create and validate each test cases. REWOSA uses over half of the time budget
for the creation and validation of the roads, whereas the baseline uses just under 15% of the
time budget for it. If we now come back to the main research question:

RQ3: What is the overhead of real-world road seeding?
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Table 5.4: This table shows results of statistical tests performed on the simulated time used
by two different generator(setup) combinations using the Vargha-Delaney A measure for
the effect size and the Wilcoxon rank sum for the p-value.

H Generator(setup) comparison ‘ Effect size measure  P-value H
Baseline(default) - REWOSA(default) 1 (large) 1.451e-11
Baseline(default) - Baseline(SBST21) 0.2625 (large) 0.009484
REWOSA(default) - REWOSA(SBST21) 0.145 (large) 5.208e-05
Baseline(SBST21) - REWOSA(SBST21) 1 (large) 1.451e-11

With the use of the sub-questions we can conclude that real-world road seeding has a big
overhead when it comes to preparation work to gather the roads. On top of that, the creation
and validation of the real-world roads also takes a lot longer, increasing the overhead even
more. This overhead increase is caused by the complexity of the roads, which then also
transitions into the time to simulate roads. This additional simulation time for real-world
roads concludes to total overhead when using real-world seeding.

This means that there is the trade-off between complexity of the roads and overhead,
the more complex the roads are, the bigger the overhead.

A full overview of the time data is shown in appendix

5.4 Discussion

5.4.1 Road properties

When we look at the length of the real-world roads and the randomly generated roads, one
of the big differences we see is the length of the roads. The randomly generated roads are
a lot shorter than the real-world roads. These shorter roads could be caused by using the
Deepjanus seed generator as a base for the randomly generated roads. The Deepjanus seed
generator has multiple variables that can be tuned to improve the generator for different test
setups. In our case, we use the preset values of this generator.

If we compare this to REWOSA and the real-world roads, we extract the real-world coor-
dinates and fit them to the grid size given at the start of the test run. This means the roads
will fill up a big part of the grid. Compared to the randomly generated roads, there is a
chance that that road is only positioned in one corner of the grid due to how it is initialized,
whereas the real-world roads are spread across the whole grid.

The road complexity comparison shows that the randomly generated roads are able to
create roads with about half the number of left and right turns that the real-world roads have,
but the size is 3 to 6 times as small. Because the Deepjanus seed generator does not utilize
the full grid, resulting in the randomly generated road being 3 to 6 times smaller, there is
a large room for improvement. If the Deepjanus seed generator was able to improve by a
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large amount and thus be more optimized for the grid, these random generated roads could
reach the same if not a higher complexity as the real-world roads.

Since the real-world roads are longer and therefore contain more left and right turns,
they can create more failing test cases. This suggests that increasing the complexity will
lead to a higher number of failing test cases. However, when we look at the ratio between
road length and the number of turns and straights, the randomly generated roads seem to
already have more turns and straights for the size of the roads they create. This means
that if the number of failures is correlated to the number of turns that a road has, which also
correlates to the length of the road, the baseline will be able to perform similarly if not better
than REWOSA. But if the number of failures is related to the ratio between road length and
turn segments, we would already expect a similar number of failures between the baseline
and REWOSA, which is not the case. We can say that generating shorter roads will lead to a
smaller point of failure, whereas longer roads will create a larger point of failure. However,
it is difficult to generate longer valid roads for a random generator. Using real-world roads
as the seed aids the search process to achieve longer valid roads.

One thing we do notice is that the diversity in valid roads for REWOSA with the SBST21
setup is larger than the diversity in valid roads for the other generator-setup combinations.
When we look closely at the type of invalid roads we identified, most of them are due to
self-intersecting roads. We also see in the results that the roads generated by REWOSA with
the SBST21 setup are slightly shorter than those generated with the default setup. On top of
that, we also see that REWOSA with the SBST21 setup has a bit more turns than REWOSA with
the default setup. So, the roads are slightly shorter and contain a bit more turns. This, in
return, could drive the generator to create more invalid tests, as more turns on shorter roads
have a higher chance of intersecting with themselves.

5.4.2 Applicability and effectiveness

On the point of failures and performance, we have seen in the statistical tests that the base-
line performed better with the SBST21 setup compared to the default setup. This means that
the lower tolerance level with the max speed generated more failures than the higher toler-
ance with no speed limit. This causes us to believe that the roads created by the baseline do
not give enough room for the car to get up to higher speeds for it to cause failures with the
default setup. We can see this from the complexity of the randomly generated roads. Most
of these roads are 3 to 6 times shorter than real-world roads, whereas the number of turns is
only half. This means that there are many more turns in ratio to the size of the road, which
gives the impression that there is not enough space to get the car up to speed before the next
turn.

If we compare the two different setups with REWOSA, we identify that they perform very
similar. This means that no speed limit with higher tolerance performs similarly to the lower
tolerance with the speed limit. This could be the case because these roads have more space
for the car to get up to speed. However, it could also be the case that the initial population
contains roads leading to a failing scenario or close to generating a failing test case for both
setups. That means the failures generated on the same setups are generated from the same
roads in the initial population.
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For the similarity, we have seen that the baseline creates slightly more similar failing
test cases compared to REWOSA. This could stem from the mutation part of the algorithms, as
the mutation in the baseline is done in a different way to the mutation in REWOSA. Since the
real-world roads contain more points, and thereby we adjust/add/remove more points when
we mutate the roads, the difference between the original and mutated roads might also be
more significant. However, the percentage of the road that gets mutated by both algorithms
is needed to get a better idea on if this difference in mutation plays a role in the diversity of
failing test cases, which is something that could be looked into in future work.

5.4.3 Cost and Execution loads

In order to have an initial population for the real-world roads, we need to find roads to use
within this initial population. This is the first point of overhead, as finding a usable road can
take anywhere from 1 minute up to 10 minutes or even more. A majority of the selected
roads may lead to the creation of invalid roads in the initial population. Having too many
invalid roads within the initial population can cause unwanted results, as it cannot simulate
many roads. Therefore it is also helpful to test the roads beforehand to see if they are valid
or not, so one does not end up with a population of just invalid roads. So, finding valid
real-world roads is a task that can increase the overhead quickly. On top of that, the road
extraction process from MyMaps takes about 3 to 5 minutes. So if having 50 or more usable
roads is desired, gathering them and testing them could already take more than a day.

From the simulation times, we see that the real-world roads consume considerably more
time in the simulation compared to the randomly generated roads. The main factor here is
that within the validation part of the algorithm, there is a nested for-loop over the segments
(not the same as the segments talked about in the complexity) of the road. Since real-world
roads are longer and more complex, they have more road segments. Dealing with a nested
for-loop over all these road segments will cause the validation step containing this nested
for-loop to increase quadratically in time. This can also be seen in the results, where the
baseline uses approximately 25% of the time that REWOSA uses to create and validate their
roads. This results in REWOSA using over half of the time budget to create and validate roads,
whereas the baseline only uses 15% of their time budget to create and validate roads. This
results in the baseline being able to create more roads in the set time budget then REWOSA.
Due to this higher complexity, the loading time for the roads into the simulator will also
take up more time. The simulation time itself is also higher due to the size of the real-
world roads being 3 to 6 times as long. This causes the trade-off between complexity and
overhead, higher complexity results in more overhead. However, we have seen that these
complex roads can generate more failures with fewer roads in the same amount of time,
which causes us to believe that this extra overhead, which stems from the higher complexity
of roads, is worth it.
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Chapter 6

Threats to validity

Threats to construct validity stem from the relation between theory and experimentation.
The comparison between the different generator-setup combinations is based on
well-established metrics, such as simulation time, failures, and validity. These metrics give
a fair estimation of the efficiency (simulation time) and effectiveness (failures, validity, etc.)
of the different generator-setup combinations.

Threats to internal validity concerns factors that influence our results. In order to combat
the randomness resulting from using a genetic algorithm, we repeated each execution 20
times. We provide the median, mean and interquartile ranges for these runs. We also used
the same tool for each of our runs, and each run of their specific generator-setup combination
is performed in the same way.

Threats to conclusion validity regard the relationship between treatment and outcome.
Next to providing the results of our experiments, we provide a statistical comparison be-
tween the different configurations. We used both the Wilcoxon rank sum test and the
Vargha-Delaney A measure to highlight whether our results are statistically significant or
not.

Threats to external validity consider the generalisation of our results. Although we
hand-picked the real-world roads used for our experiment, we balanced out the type of
roads selected, and the approach is applicable to any other roads.
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Chapter 7

Conclusion and Future Work

Due to the downsides of cost and danger of testing self-driving cars on real roads, simulation-
based testing has provided a rapidly emerging alternative. Simulation-based testing pro-
vides a safe place to test the self-driving software. On top of that, it eases the testing process
by the ability to provide different environments at a rapid pace.

In this thesis, we present REWOSA, a new algorithm to test the lane-keeping assistant.
There have been many algorithms before that test the lane-keeping assistant by using seg-
ments, points, or even frames to build up roads for the simulation. However, most of these
roads are generated randomly and might not represent real-world roads that self-driving cars
need to drive on. Some algorithms use real-world roads, like using police reports to recreate
the actual roads[14]], but no algorithm uses Google Maps to extract information, which is a
lot more accessible and easy to extract. Therefore, we introduce REWOSA, an automated test
generator for self-driving cars which uses real-world roads extracted from Google Maps to
create scenarios for the simulations, and aims to use these real-world scenarios to depart
the car from its lane. This algorithm is based on a state-of-the-art algorithm called FITEST,
where we use multi-objective test generation and extent it by using mutation.

The contributions of this research are as follows: (i) providing a novel approach to test
lane-keeping assistant for self-driving cars by using real-world roads, (ii) implementing this
approach, and(iii) evaluating our approach against a state-of-the-art genetic algorithm as
baseline using the BeamNG Al self-driving software.

When comparing our approach REWOSA with the baseline regarding fault detection, we
see that REWOSA is able to provide an average of around 2 faults per run, whereas the baseline
can only find O to just above 1 fault on average. Besides, we see that REWOSA creates 3 to
6 times longer roads containing an increased number of turns. These longer roads and
more turns help to increase the chance of detecting a fault, leading to the higher average
faults detection by REWOSA. In return, REWOSA brings a large overhead compared to the
baseline due to the additional time-taking process of gathering roads from Google Maps
and validating them. This validation process is larger due to a nested for-loop and the
number of segments in the real-world roads being much larger than that of the randomly
generated roads, which results in quadratically increasing the time needed to validate the
real-world roads. Even though the overhead is larger for the real-world roads, we have seen
that the overhead is worth it, as we detect more faults in the same time span.
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In the future, we plan to extend the road gathering part by trying to create an automated
process in order to find and extract the real-world roads from Google Maps, so they can
directly be used in the road generator. This will help to speed up the real-world road finding
and extracting process and thus decrease the overhead. On top of that, we want to conduct
a more extensive comparison by running more tests.
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Appendix A

Data

Table[A.T|displays the results from the REWOSA generator combined with the Default setup.
Table gives an overview of the REWOSA generator using the SBST21 setup. Then table
[A.3]and [A.4] give an overview of the baseline generator with the Default and SBST21 setup
respectively.

Each of these tables gives an shows the results for each run separately as well a the
mean and median of all the runs. The information in the tables is as follows; (i) Name,
differentiating between the different runs; (ii) Generated, the number of test cases generated
during the run; (iii) Valid, the number of valid test cases; (iv) Invalid, the number of invalid
test cases; (v) Passed, the number of test cases that passed; (vi) Failed, the total number of
test cases that failed; (vii) Failed start, the number of test cases that failed on first creation,
without mutation; (viii) Error, the number of test cases that returned an error during the
simulation. Then the bottom two lines in the tables display the Mean, being the average of
all the above listed test runs, and Median, being the center value of the values listed above,
when sorted from smallest to largest.

A.1 Similarity

The similarity values are a list of tuples, where the first value represent a tuple of the test
cases that are being compared. This number is just an index of a failing test during that
run, meaning (1,3) would represent a tuple between the failing tests with index 1 and 3.
The second value is the actual similarity value, which represents how much of the 2 sets is
similar. The lower similarity values highlight that there is little to no similarity between the
roads, whereas a high similarity value means that there is a lot of similarity.

A.2 Simulation time
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A.2. Simulation time

Table A.1: REWOSA with default setup

Name ‘Generated Valid Invalid Passed Failed Failed start Error H

Run 1 26 16 10 9 2 0 4
Run 2 26 20 6 11 5 1 3
Run 3 29 22 7 11 6 0 5
Run 4 22 17 5 14 0 0 2
Run 5 28 21 7 10 5 2 5
Run 6 32 23 9 10 3 0 9
Run 7 23 18 5 15 3 2 0
Run 8 26 18 8 9 3 1 6
Run 9 33 27 6 13 4 1 10
Run 10 13 10 3 6 0 0 4
Run 11 22 18 4 13 1 0 4
Run 12 24 18 6 10 1 0 6
Run 13 12 10 2 8 0 0 1
Run 14 17 11 6 7 3 1 0
Run 15 26 20 6 10 2 1 7
Run 16 14 11 3 6 1 0 3
Run 17 27 22 5 10 6 0 6
Run 18 26 20 6 9 2 1 9
Run 19 16 12 4 7 1 1 3
Run 20 12 10 2 7 0 0 2
Mean 22.7 17.2 5.5 9.75 2.4 0.55 4.45
Median 25 18 6 10 2 0 4
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A. DATA

Table A.2: REWOSA with SBST21 setup

H Name ‘Generated Valid Invalid Passed Failed Failed start Error H

Run 1 28 20 8 13 2 1 4
Run 2 26 19 7 9 5 0 4
Run 3 15 15 0 11 1 0 3
Run 4 20 14 6 9 1 0 3
Run 5 28 19 9 12 2 0 4
Run 6 24 14 10 11 1 1 1
Run 7 15 13 2 7 3 1 2
Run 8 15 10 5 4 2 0 3
Run9 22 13 9 8 0 0 5
Run 10 23 18 5 11 2 0 4
Run 11 22 15 7 8 1 0 5
Run 12 20 16 4 8 3 0 4
Run 13 18 15 3 12 0 0 3
Run 14 34 24 10 14 4 1 5
Run 15 27 19 8 12 4 0 3
Run 16 21 14 7 11 1 1 1
Run 17 23 17 6 11 2 1 1
Run 18 22 14 8 9 3 1 1
Run 19 27 21 6 12 2 0 6
Run 20 11 11 0 5 1 0 4
Mean 22.05 16.05 6 9.85 2 0.35 33
Median 22 15 6.5 11 2 0 3.5
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A.2. Simulation time

Table A.3: Baseline with default setup

Name ‘Generated Valid Invalid Passed Failed Failed start Error H

Run 1 154 120 34 103 0 0 17
Run 2 124 91 33 77 0 0 14
Run 3 200 136 64 126 0 0 10
Run 4 162 109 53 92 1 0 16
Run 5 195 130 65 115 0 0 15
Run 6 131 95 36 81 0 0 14
Run 7 119 92 27 83 0 0 9
Run 8 149 103 46 88 1 0 14
Run 9 131 97 34 84 0 0 24
Run 10 152 110 42 85 0 0 24
Run 11 161 115 46 105 0 0 10
Run 12 150 107 43 96 0 0 11
Run 13 128 92 36 70 0 0 22
Run 14 184 123 61 105 0 0 17
Run 15 187 140 47 124 0 0 16
Run 16 122 91 31 70 0 0 21
Run 17 133 104 29 83 0 0 21
Run 18 152 117 35 95 0 0 22
Run 19 198 142 56 130 0 0 12
Run 20 205 146 59 126 0 0 20
Mean 156.85 113 43.85 96.9 0.1 0 16.45
Median 152 109.5 425 93.5 0 0 16
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A. DATA

Table A.4: Baseline with SBST21 setup

H Name ‘Generated Valid Invalid Passed Failed Failed start Error H

Run 1 171 134 37 125 1 0 8
Run 2 152 112 40 94 2 0 16
Run 3 143 103 40 91 0 0 12
Run 4 175 128 47 101 0 0 27
Run 5 127 88 39 78 0 0 10
Run 6 126 95 31 75 4 0 16
Run 7 136 101 35 87 3 1 11
Run 8 119 91 28 77 0 0 14
Run9 138 95 43 87 0 0 8
Run 10 157 111 46 103 2 0 6
Run 11 152 116 36 102 4 1 10
Run 12 201 141 60 91 0 0 50
Run 13 179 129 50 114 2 0 12
Run 14 133 94 39 78 5 0 11
Run 15 184 138 46 110 0 0 28
Run 16 125 94 31 77 0 0 17
Run 17 125 90 35 75 0 0 14
Run 18 123 92 31 73 0 0 18
Run 19 162 115 47 104 0 0 11
Run 20 132 101 31 86 0 0 15
Mean 148 1084  39.6 91.4 1.15 0.1 15.7
Median 140.5 102 39 &9 0 0 13
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A.2. Simulation time

Table A.5: Jaccard similarity Baseline with SBST21 setup

H Run ‘Similarity values

Run2 | ((0, 1), 0.169)

Run6 | ((0, 1), 0.140), ((0, 2), 0.127), ((0, 3), 0.120), ((1, 2), 0.280), ((1, 3),
0.146), ((2, 3), 0.133)

Run7 | ((0, 1), 0.065), ((0, 2), 0.096), ((1, 2), 0.147)

Run 10 | ((0, 1), 0.160)

Run 11 | ((0, 1), 0.059), (0, 2), 0.065), ((0, 3), 0.075), ((1, 2), 0.111), ((1, 3),
0.128), (2, 3), 0.113)

Run 13 | ((0, 1), 0.047)

Run 14 | (0, 1), 0.121), ((0, 2), 0.150), ((0, 3), 0.133), ((0, 4), 0.127), ((1, 2),
0.15), ((1, 3), 0.134), ((1, 4), 0.125), ((2, 3), 0.137), (2, 4), 0.122), ((3,
4),0.163)
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A.

DATA

Table A.6: Jaccard similarity REWOSA with Default setup

H Run ‘Similarity values

Run 1

((0, 1), 0.067)

Run 2

((0, 1), 0.062), ((0, 2), 0.073), ((0, 3), 0.070), ((0, 4), 0.071), ((1, 2),
0.107), ((1, 3), 0.115), ((1, 4), 0.142), ((2, 3), 0.114), ((2, 4), 0.130), ((3,

4), 0.139)

Run 3

(0, 1), 0.104), ((0, 2), 0.057), ((0, 3), 0.059), ((0, 4), 0.075), ((0, 5),
0.111), ((1, 2), 0.048), ((1, 3), 0.065), ((1, 4), 0.074), ((1, 5), 0.098), ((2,
3), 0.071), ((2, 4), 0.079), ((2, 5), 0.063), ((3, 4), 0.080), ((3, 5), 0.067),

((4,5),0.081)

Run5 | ((0, 1), 0.068), ((0, 2), 0.067), ((0, 3), 0.067), ((0, 4), 0.071), ((1, 2),
0.117), ((1, 3), 0.115), ((1, 4), 0.123), ((2, 3), 0.114), ((2, 4), 0.130), ((3,
4),0.127)

Run 6 | ((0, 1),0.127), ((0, 2), 0.127), ((1, 2), 0.243)

Run7 | ((0, 1), 0.070), ((0, 2), 0.078), ((1, 2), 0.225)

Run 8

(0, 1), 0.129), ((0, 2), 0.060), ((1, 2), 0.086)

Run 9

(0, 1), 0.056), ((0, 2), 0.052), ((0, 3), 0.074), ((1, 2), 0.123), ((1, 3),

0.194), ((2, 3), 0.137)

Run 14

((0, 1), 0.091), ((0, 2), 0.076), ((1, 2), 0.131)

Run 15

((0, 1), 0.242))

Run 17

((0, 1), 0.128), ((0, 2), 0.109), ((0, 3), 0.064), ((0, 4), 0.158), ((0, 5),
0.137), ((1, 2), 0.103), ((1, 3), 0.066), ((1, 4), 0.155), ((1, 5), 0.123), ((2,
3), 0.067), ((2, 4), 0.117), ((2, 5), 0.128), ((3, 4), 0.071), ((3, 5), 0.066),

((4,5),0.137)

Run 18

((0, 1), 0.063)
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A.2. Simulation time

Table A.7: Jaccard similarity REWOSA with SBST21 setup

H Run ‘Similarity values H

Run1 | ((0, 1), 0.055)

Run2 | ((0, 1), 0.115), ((0, 2), 0.083), ((0, 3), 0.129), ((0, 4), 0.086), ((1, 2),
0.077), ((1, 3), 0.121), ((1, 4), 0.087), ((2, 3), 0.099), ((2, 4), 0.109), ((3,
4), 0.089)

Run5 | ((0, 1), 0.068)

Run7 | ((0, 1), 0.145), ((0, 2), 0.156), (1, 2), 0.111)

Run8 | ((0, 1), 0.296)

Run 10 | ((0, 1), 0.071)

Run 12 | ((0, 1), 0.125), ((0, 2), 0.104), ((1, 2), 0.095)

Run 14 | ((0, 1), 0.096), ((0, 2), 0.172), (0, 3), 0.072), ((1, 2), 0.087), ((1, 3),
0.033), ((2, 3), 0.054)

Run 15 | (0, 1), 0.222), ((0, 2), 0.217), ((0, 3), 0.230), ((1, 2), 0.232), ((1, 3),
0.223), ((2, 3), 0.190)

Run 17 | ((0, 1), 0.063)

Run 18 | ((0, 1), 0.201), ((0, 2), 0.033), ((1, 2), 0.035)

Run 19 | ((0, 1), 0.240)
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A. DATA

Table A.8: Simulation time REWOSA with default setup

H Name ‘ Real time execution (sec) Simulated time execution (sec) H

Run | 2825.233 1010.750288
Run 2 3357.422 1223.124051

Run 3 3047.642 1116.740793
Run 4 2992437 1116.513794
Run 5 3053.391 1118.829292
Run6 3368.016 1190.4123

Run 7 3814.392 1409.841309
Run 8 2733.641 998.2272891
Run 9 3900.986 1440.42806

Run 10 2817.765 1069.003296
Run 11 3286.33 1222.33505

Run 12 2920.266 1069.606546
Run 13 2626.297 991.225292

Run 14 2650.954 852.5642798
Run 15 3202.187 1183355797
Run 16 2641.53 994.8035409
Run 17 3388.954 1256.406799
Run 18 3261.125 1209.289298
Run 19 3053.904 1156.210547
Run 20 2695.532 1026.228041
Mean 3081.9002 1132.79478314
Median 3050.5165 1117.7850425
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A.2. Simulation time

Table A.9: Simulation time REWOSA with SBST21 setup

Name ‘ Real time execution (sec) Simulated time execution (sec) H

Run | 4142.279 1562.670058
Run 2 3460.987 1296.645802
Run 3 3449.968 1304.454052
Run 4 3562.718 1353.598807
Run 5 3833.794 1443422558
Run 6 3475311 1318.787053
Run 7 3475.753 1316.300054
Run 8 2640.656 992.1547896
Run 9 3483.549 1322.005307

Run 10 3894.941 1472.666306
Run 11 3288.329 1241.680553
Run 12 3175.204 1194.551548

Run 13 3705.375 1403.916556

Run 14 3973.062 1479.041557

Run 15 4092.205 1531.90931

Run 16 3488.345 1323.399053

Run 17 3771.077 1422.746054

Run 18 3643.733 1382.057059

Run 19 3873.408 1442.708059
Run 20 2876.454 1092.640293
Mean 3565.3574 1344.86774143

Median 3525.5315 1338.49893
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A. DATA

Table A.10: Simulation time Baseline with default setup

H Name ‘ Real time execution (sec) Simulated time execution (sec) H

Run 1 6488.908 2076.210571

Run 2 6035.015 2080.250569
Run 3 6569.165 2166.165573

Run 4 6334.245 2146.931321

Run 5 6477.611 2144.839571

Run 6 6046.521 2023.103318
Run 7 5868.662 2011.896317
Run 8 5900.169 2006.736316
Run9 6209.089 2139.484068
Run 10 6123.026 2071.145319
Run 11 6187.285 2038.605068
Run 12 6194.445 2094.517066
Run 13 5975.53 2046.959069
Run 14 6400.968 2140.004818
Run 15 6588.506 2160.614322
Run 16 5782.893 1984.239815
Run 17 6117.136 2079.039568
Run 18 6383.161 2151.812821

Run 19 6561.838 2145.425568
Run 20 6436.141 2086.664568
Mean 6234.0157 2089.58228075
Median 6201.767 2083.4575685
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A.2. Simulation time

Table A.11: Simulation time Baseline with SBST21 setup

Name ‘ Real time execution (sec) Simulated time execution (sec) H

Run 1 6714.808 2162.080325
Run 2 6345.264 2134.53432

Run 3 6324.466 2153.113319
Run 4 6539.292 2175.568321

Run 5 6285.181 2191.151323
Run 6 6110.578 2104.623568
Run 7 6137.163 2102.655567
Run 8 6304.826 2188.063322
Run 9 6235.811 2144.00882

Run 10 6416.037 2148.581066
Run 11 6429.108 2134.974573
Run 12 6552.199 2111.549572
Run 13 6529.907 2160.764319
Run 14 6131.62 2109.120066
Run 15 6523.584 2142.524321
Run 16 6152.025 2115.021317
Run 17 6097.595 2111.17232

Run 18 5998.548 2063.970066
Run 19 6449.469 2173.739072
Run 20 6259.477 2125.171069
Mean 6326.8479 2137.6193323
Median 6314.646 2138.749447
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Appendix B

Glossary

In this appendix we give an overview of frequently used terms and abbreviations.
REWOSA: Real World Search Algorithm

OOB: Out Of Bounds

OBE: Out of Bounds Episode

SBST(21): Search-Based Software Testing, where 21 refers to the year 2021
Al: Artificial Intelligence

Lidar: Light detection and ranging

60



	Preface
	Contents
	List of Figures
	Introduction
	Background and Related Work
	Self-driving cars
	Search-based and evolutionary testing
	Test case generation for Self-driving cars
	Different sources for self-driving car test case generation

	Approach
	Road extraction & conversion
	Road representation
	Mutation
	Validation
	Search Objectives
	REWOSA

	Empirical Study
	Baseline
	Benchmark
	Research Questions
	Study Design
	Parameter Setting

	Results
	RQ1: Real-world roads vs. random generated roads
	RQ2: Fault detection REWOSA vs. baseline
	RQ3: Overhead of real-world seeding
	Discussion

	Threats to validity
	Conclusion and Future Work
	Bibliography
	Data
	Similarity
	Simulation time

	Glossary

