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Abstract
In this thesis, we derive a lower bound on a quantity appearing in a Fourier multiplier inequality on
solvable Lie groups. In [2], a classical result by de Leeuw about the restriction of Fourier multipliers
on R𝑛 to a discrete subgroup is extended to a noncommutative setting. It is shown that a compactly
supported 𝑝-multiplier 𝑚 on a locally compact group 𝐺 has the following relation to its restriction to a
discrete subgroup Γ:

𝑐(supp(𝑚|Γ))∥𝑇𝑚|Γ∥
𝑝

≤ ‖𝑇𝑚‖𝑝.

Here 𝑐(𝑈) = inf {√𝛿𝐹 ∣ 𝐹 ⊆ 𝑈 finite}, where 𝛿𝐹 is a quantity that determines to what extent small
neighborhoods of the identity in 𝐺 are left invariant by conjugation by elements of 𝐹 . In this thesis, we
estimate 𝛿𝐹 for connected solvable Lie groups.

Our main result is theorem 9, which states that for a connected solvable Lie group 𝐺 with Lie alge-
bra 𝔤, if 𝜆1, … , 𝜆𝑛 ∶ 𝔤C → C are the generalized weights of the complexification 𝔤C, there exist unique
homomorphisms 𝜒1, … , 𝜒𝑛 ∶ 𝐺 → R>0 such that 𝜒𝑖 = d𝜆𝑖, and

𝛿𝐹 ≥
𝑛

∏
𝑖=1

inf
𝑔∈𝐹

𝜒𝑖(𝑔).
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Introduction
In this thesis, we will be looking at a generalization of de Leeuw’s theorem on Fourier multipliers to a
noncommutative setting. We can generalize the Fourier transform onR𝑛 to any locally compact abelian
topological group𝐺 bymeans of Pontryagin duality, which will be explained inmore detail in chapter 1.
We denote the Fourier transform of 𝑓 ∶ 𝐺 → R by ̂𝑓 . Then we call a bounded continuous function
𝑚∶ 𝐺 → R a 𝑝-multiplier if the Fourier multiplier operator 𝑇𝑚, defined by 𝑇𝑚𝑓 = 𝑚 ̂𝑓 for all 𝑓 in some
set dense in 𝐿𝑝( ̂𝐺), extends to a bounded operator on 𝐿𝑝(𝐺). ‖𝑇𝑚‖𝑝 denotes the norm of this operator

on 𝐿𝑝( ̂𝐺).
De Leeuw’s theorem states for a discrete subgroup 𝐻 ofR𝑛, if 𝑚 is a continuous 𝑝-multiplier on R𝑛,

the restriction 𝑚|𝐻 is a 𝑝-multiplier on 𝐻 [11] [3], and ||𝑇𝑚|𝐻 || ≤ ||𝑇𝑚||.
In [2], an analogue of this theorem is proven for locally compact unimodular groups 𝐺, which we

now allow to be non-abelian. It is possible to define Fourier multipliers in this more general setting as
well, which will be described in chapter 1. We set Γ to be a discrete subgroup of 𝐺, that is, Γ is discrete
in the topology of 𝐺. In [2], theorem A states that for a compactly supported continuous 𝑝-multiplier
𝑚,

𝑐(supp(𝑚|Γ))∥𝑇𝑚|Γ∥
𝑝

≤ ‖𝑇𝑚‖𝑝.
For any 𝑈 ⊆ 𝐺, 𝑐(𝑈) is a number between 0 and 1 that quantifies how much the adjoint action of
elements in 𝑈 affects small neighborhoods of the identity in 𝐺.

For 𝑐(𝑈) = 1 we have the strongest bound, which corresponds to a situation where the adjoint
action of 𝑈 almost leaves the small neighborhoods invariant. In general, this will not be the case, but
for many types of Lie groups and multipliers, it is still possible to find a lower bound. In this thesis, we
will investigate this for solvable Lie groups.

To define 𝑐(𝑈), we will need several intermediate quantities. For a neighborhood 𝑉 ⊆ 𝐺 of the
identity and a compact set 𝐹 ⊆ 𝐺 we define

𝛿𝐹 (𝑉 ) =
𝜇 ( ⋂

𝑠∈𝐹
Ad𝑠(𝑉 ))

𝜇(𝑉 )
where 𝜇 is the Haar measure of 𝐺.

Then for a neighborhood basis V of the identity, we can define

𝛿𝐹 (V) = lim inf
𝑉 ∈V

𝛿𝐹 (𝑉 ),

and
𝛿𝐹 = sup{𝛿𝐹 (V) ∣ V symmetric neighborhood basis}.

Finally,
𝑐(𝑈) = inf {√𝛿𝐹 ∣ 𝐹 ⊆ 𝑈 finite} .

We will look at the case where 𝐺 is a Lie group. By the Levi decomposition, any Lie algebra is a
semidirect product of a semisimple Lie algebra and a solvable one. For the semisimple case, theorem B
in [2] gives a lower bound on 𝛿𝐵𝜌

for certain balls 𝐵𝜌 in 𝐺. The nilpotent case is also solved as a special
case of amenable groups in [3]. We give an alternative geometrical proof for the nilpotent case, and
generalize this to a new result: a lower bound on 𝛿𝐹 for solvable Lie groups.

In chapter 1, we give an overview of the noncommutative analysis that we need to understand
Fourier multipliers in this context. Chapter 2 covers some Lie group and algebra theory that we need.
In chapter 3, we will show some properties of 𝛿𝐹 for Lie groups. Chapter 4 treats the known result for
semisimple Lie groups. In chapter 5, we show how to compute 𝛿𝐹 for the Heisenberg group. In chap-
ter 6, we prove that 𝛿𝐹 = 1 for any compact 𝐹 in a nilpotent Lie group. Lastly, in chapters 7 and 8, we
will present our new result on 𝛿𝐹 for split-solvable Lie groups and solvable Lie groups respectively.
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1
Noncommutative Fourier Analysis

The main focus of this thesis is estimating 𝛿𝐹 , which does not involve any noncommutative analysis.
However, we are interested in 𝛿𝐹 because of its use in the noncommutative de Leeuw theorem. There-
fore it is relevant to understand Fourier multipliers in the noncommutative case and what this result
says about them. This chapter serves to give a brief overview of the theory of noncommutative Fourier
analysis. This chapter is mostly a summary of chapter 2 in [2]. Some background information about
von Neumann algebras is needed, for which we refer to [12].

1.1. Locally Compact Abelian Groups
Before we describe the noncommutative case, let us review the abelian case. If 𝐺 is an abelian locally
compact topological group, there is a natural way to generalize the Fourier transform on R𝑛 to 𝐺. To
define it we need two ingredients. The first is the Pontryagin dual of𝐺. A character on𝐺 is a continuous
homomorphism from 𝐺 to the circle group T. The set of all characters is called the Pontryagin dual and
is denoted 𝐺. This is again a topological group, with pointwise multiplication and topology generated
by uniform convergence on compact sets. The second ingredient is the Haar measure: every locally
compact group has a regular measure 𝜇 which is left-invariant, meaning that 𝜇(𝑔𝑉 ) = 𝜇(𝑉 ) for any
𝑔 ∈ 𝐺 and measurable 𝑉 ⊆ 𝐺, and this measure is unique up to a scaling by a constant. Then for any
𝑓 ∈ 𝐿1(𝐺, 𝜇) and 𝜒 ∈ 𝐺 we can define ̂𝑓(𝜒) = ∫𝐺 𝑓(𝑥)𝜒(𝑥) d𝜇(𝑥). For locally compact abelian groups,
Pontryagin’s duality theorem states that

̂̂𝐺 ≅ 𝐺,

with the isomorphismbeing the evaluationmap ev ∶ 𝐺 → ̂̂𝐺 : ev𝑥(𝜒) = 𝜒(𝑥). This allows us to construct
an inverse Fourier transform as well. Indeed, for 𝑓 ∈ 𝐿1(𝐺, ̂𝜇)we can set ̌𝑓(𝑥) = ∫̂𝐺 𝑓(𝜒)ev𝑥(𝜒) d ̂𝜇(𝜒) =
∫̂𝐺 𝑓(𝜒)𝜒(𝑥) d ̂𝜇(𝜒) for 𝑥 ∈ 𝐺 [6].

For a function𝑚 ∶ 𝐺 → 𝐺, we can define the Fouriermultiplier 𝑇𝑚, by𝑇𝑚𝑓 = 𝑚 ̂𝑓 for 𝑓 in some func-
tion space such that the right hand side is well defined. If the operator extends to a bounded operator
𝐿𝑝(𝐺) → 𝐿𝑝(𝐺), we call 𝑚 a 𝑝-multiplier. Then we define ‖𝑚‖𝑝 = ‖𝑇𝑚 ∶ 𝐿𝑝(𝐺) → 𝐿𝑝(𝐺)‖.

De Leeuw’s theorem states that for a discrete subgroup 𝐻 of R𝑛, if 𝑚 is a continuous 𝑝-multiplier
on R𝑛, the restriction 𝑚|𝐻 is again a 𝑝-multiplier on 𝐻, and ‖𝑚‖𝑝 = ‖𝑚|𝐻‖𝑝 [11] [3].

1.2. Noncommutative Groups
In the noncommutative setting, the definitions becomemore complicated, and Pontryagin duality fails
in general. A more detailed treatment can be found in [2].

We will now consider 𝐺 to be a locally compact group, not necessarily abelian. The left regular
representation 𝜆 ∶ 𝐺 → 𝐵(𝐿2(𝐺)) is defined as (𝜆(𝑠)𝑔)(𝑡) = 𝑔(𝑠−1𝑡) for 𝑔 ∈ 𝐿2(𝐺), 𝑠, 𝑡 ∈ 𝐺. Then for
𝑓 ∈ 𝐿1(𝐺) we can define the operator 𝜆(𝑓) = ∫𝐺 𝑓(𝑠)𝜆(𝑠) d𝜇(𝑠) as a Bochner integral. This serves as
the noncommutative equivalent of the Fourier transform. In the abelian case, the Fourier transform
is given by an integral over the characters of 𝐺, weighted by the input function 𝑓 . In this setting, the
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4 1. Noncommutative Fourier Analysis

characters are replaced by the translation operators 𝜆(𝑠). Note that 𝜆(𝑓) is an operator on 𝐿2(𝐺), as
opposed to the abelian case where the Fourier transform returns functions ̂𝐺 → C.
The space L(𝐺) = span {𝜆(𝑓) ∣ 𝑓 ∈ 𝐿1(𝐺)} will act as the noncommutative equivalent of 𝐺, where span
is the strong closure of the span. For 1 ≤ 𝑝 < ∞ there is a natural norm ||⋅||𝑝 on this space, which allows
us to define𝐿𝑝(𝐺) as the completion of {𝑥 ∈ L(𝐺) ∣ ||𝑥||𝑝 < ∞}. To define this normwe note that some
elements in L(𝐺) are convolution operators, meaning that for 𝑥 ∈ L(𝐺), there exists an 𝑓 ∈ 𝐿2(𝐺) such
that 𝑥𝜉 = 𝑓 ∗ 𝜉 for all compactly supported continuous 𝜉 ∶ 𝐺 → R. If so, this 𝑓 is uniquely defined. We
will denote such a convolution operator 𝑥𝑓 . Then we define

𝜑𝐺(𝑥∗𝑥) = {||𝑓||2 𝑥 = 𝑥𝑓 for some 𝑓 ∈ 𝐿2(𝐺)
∞ otherwise

.

If 𝐺 is unimodular, then 𝜑𝐺(𝑥∗𝑥) = 𝜑𝐺(𝑥𝑥∗) for all 𝑥 ∈ L(𝐺). Then we define our 𝑝-norm as ||𝑥||𝑝 =
𝜑𝐺(|𝑥|𝑝)1/𝑝.
We can call a bounded continuous function 𝑚 ∶ 𝐺 → C a 𝑝-multiplier if there exists a bounded linear
operator operator 𝑇𝑚 ∶ 𝐿𝑝(𝐺) → 𝐿𝑝(𝐺) such that 𝑇𝑚(𝜆(𝑓)) = 𝜆(𝑚𝑓) for 𝑓 in a dense set where 𝜆(𝑚𝑓)
is always well-defined. For operators on 𝐿𝑝(𝐺) we will denote the operator norm by || ⋅ ||𝐿𝑝(𝐺).
If𝐺has the property that itsHaarmeasure is also right-invariant, it is calledunimodular. Furthermore,
we call a subgroup Γ ⊂ 𝐺 discrete if it is discrete in the topology of𝐺. Then we have the following result
on 𝑝-multipliers on 𝐺:

Theorem 1 (Theorem A [2]). If 𝑚 is a compactly supported 𝑝-multiplier on a unimodular group 𝐺
and Γ ⊂ 𝐺 is a discrete subgroup, then

𝑐(supp(𝑚|Γ))∥𝑇𝑚|Γ∥
𝐿𝑝(Γ̂)

≤ ‖𝑇𝑚‖𝐿𝑝(𝐺).

Here 𝑐(𝑈) is as defined in the introduction. Since 𝑐(𝑈) is defined as an infimum of√𝛿𝐹 over certain
compact sets 𝐹 , we are interested in calculating or finding lower bounds on 𝛿𝐹 . In chapter 3, we will
investigate properties of 𝛿𝐹 for Lie groups, and in further chapters use that to calculate 𝛿𝐹 in nilpotent
Lie groups and show a lower bound for solvable Lie groups in terms of 𝐹 .



2
Lie Groups

In this chapter, we briefly cover some of the basic theory of Lie groups, and establish some definitions
and results that we will need in the rest of this thesis.

Definition 1. A Lie group is a smooth manifold 𝐺 with a group structure (𝐺, ⋅), where both multipli-
cation ⋅ ∶ 𝐺 × 𝐺 → 𝐺 and inversion ⋅−1 ∶ 𝐺 → 𝐺 are smooth maps.

We will only consider real Lie groups in this thesis, and all Lie algebras will be real unless stated
otherwise. A closely related structure is the Lie algebra:

Definition 2. A Lie algebra is a vector space 𝔤 with a bilinear operation [⋅, ⋅] ∶ 𝔤 × 𝔤 → 𝔤 that satisfies
the following conditions:

1. [𝑥, 𝑥] = 0 for all 𝑥 ∈ 𝔤
2. [𝑥, [𝑦, 𝑧]] + [𝑦, [𝑧, 𝑥]] + [𝑧, [𝑥, 𝑦]] = 0 for all 𝑥, 𝑦, 𝑧 ∈ 𝔤.

There are several important classes of Lie algebras. One is the class of nilpotent Lie algebras. For a
Lie algebra 𝔤we define its lower central series by 𝔤0 = 𝔤, and 𝔤𝑘+1 = [𝔤, 𝔤𝑘]. If this series terminates, i.e.
𝔤𝑘 = {0} for some 𝑘, then 𝔤 is called nilpotent. In chapter 5, we will present an example of a nilpotent
Lie algebra: the Heisenberg algebra. In particular, abelian Lie algebras, those that satisfy [𝔤, 𝔤] = {0},
are nilpotent.
There is also the broader class of solvable Lie algebras. For this class, we define the derived series by
𝔤(0) = 𝔤 and 𝔤(𝑘+1) = [𝔤(𝑘), 𝔤(𝑘)]. If 𝔤(𝑘) = {0} for some 𝑘, 𝔤 is called solvable. Since 𝔤(𝑘) ⊆ 𝔤𝑘 for all 𝑘,
we see that solvability implies nilpotency.

Another important class of Lie algebras are the semisimple ones. An ideal 𝔞 of a Lie algebra 𝔤 is
a linear subspace such that [𝔤, 𝔞] ⊆ 𝔞. An ideal is itself again a Lie algebra, hence it makes sense to
consider solvable ideals. A semisimple Lie algebra is one that has no nontrivial solvable ideals. A
reductive Lie algebra is one where all solvable ideals are abelian.
Solvable and semisimple Lie algebras are particularly important classes, since any Lie algebra 𝔤 over a
field of characteristic 0 can be decomposed as a semidirect product 𝔤 = 𝔰 ⋉ 𝔯 where 𝔰 is semisimple and
𝔯 is solvable. This is known as the Levi decomposition.

2.1. Relation between Lie groups and algebras
A Lie group has an associated Lie algebra, which is the space of all smooth left-invariant vector fields:
vector fields 𝑋 such that d𝐿𝑔 (𝑋ℎ) = 𝑋𝑔ℎ for all 𝑔, ℎ ∈ 𝐺, where 𝐿𝑔 denotes left-multiplication by
𝑔. The set of all left-invariant vector fields forms a real vector space. If we view tangent vectors of
𝐺 as derivations, then for any smooth vector fields 𝑋, 𝑌 we can define a new vector field [𝑋, 𝑌 ] by
[𝑋, 𝑌 ](𝑓) = 𝑋(𝑌 (𝑓)) − 𝑌 (𝑋(𝑓)) for all smooth 𝑓 ∶ 𝐺 → R. If 𝑋 and 𝑌 are left-invariant, then so is
[𝑋, 𝑌 ], and it is easily verified that the bracket [⋅, ⋅] satisfies the properties in definition 2. Hence the set
of left-invariant vector fields forms a Lie algebra, denoted Lie(𝐺).
Left-invariant vector fields are uniquely determined by their vector at the identity 𝑒, since all other
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6 2. Lie Groups

vectors follow from 𝑋𝑔 = d𝐿𝑔 (𝑋𝑒). Therefore, it is common to view Lie(𝐺) as 𝑇𝑒𝐺, the tangent space
at the identity.
One important function is the exponential map exp ∶ 𝔤 → 𝐺. For any 𝑥 ∈ 𝔤, there is a unique one-
parameter group, that is a homomorphism 𝜑∶ R → 𝐺, such that 𝜑′(0) = 𝑥. Then exp(𝑥) is defined as
𝜑(1). This map gives us a way to relate the Lie algebra to the Lie group, although not in a one-to-one
way in general. It is always a local diffeomorphism though, meaning that around any point we can find
a neighborhood such that exp restricts to an injective map.

2.1.1. Homomorphisms
If𝐺 and𝐻 are Lie groupswith Lie algebras 𝔤 and 𝔥 respectively, we call a smooth group homomorphism
Φ ∶ 𝐺 → 𝐻 a Lie group homomorphism. These are closely related to Lie algebra homomorphisms,
which are linear maps 𝜙 ∶ 𝔤 → 𝔥 such that 𝜙([𝑥, 𝑦]) = [𝜙(𝑥), 𝜙(𝑦)] for all 𝑥, 𝑦 ∈ 𝔤.
Any homomorphism of Lie groups induces a Lie algebra homomorphism between the associated Lie al-
gebras: if Φ∶ 𝐺 → 𝐻 is a Lie group homomorphism, then dΦ𝑒 ∶ 𝔤 → 𝔥 is a Lie algebra homomorphism.
Furthermore, Φ ∘ exp = exp ∘ dΦ𝑒 [9]. Since we always consider differentials at 𝑒, we will leave out the
subscript 𝑒 in future chapters.

Conversely, we would hope that for every Lie algebra homomorphism 𝜙, there exists a unique Lie
group homomorphism such that dΦ𝑒 = 𝜙. However, this is not quite true. Suppose Φ is a nontrivial
homomorphism from the circle group T ≅ R/Z to the additive groupR. Then by continuity we can find
a nonzero rational number 𝑝/𝑞 with 𝑝 ∈ Z and 𝑞 ∈ N such that Φ(𝑝/𝑞) ≠ 0. But 0 = Φ(0) = Φ(𝑝) =
Φ(𝑞 ⋅ 𝑝/𝑞) = 𝑞 ⋅ Φ(𝑝/𝑞) ≠ 0. Hence there are no nontrivial homomorphisms. However, both T and R
have R as their Lie algebra, and any linear function R → R is a Lie algebra . Thus the correspondence
between homomorphisms breaks down, as there are no Lie group homomorpisms corresponding to the
nontrivial Lie algebra homomorphisms.

The Lie group homomorphisms are constrained by the fact that they have to invariant modulo Z.
Essentially, there are different non-homotopic paths from 0 to any point in T, as it is possible to loop
around multiple times. But since the Lie algebra only captures the behavior of T around 0, this restric-
tion does not apply to the Lie algebra. This discrepancy disappears when we demand our Lie group to
be simply connected, as any two paths between two points are homotopic in such a space. Indeed, the
following result holds:

Theorem 2. [13, Thm 7.13] Let 𝐺, 𝐻 be Lie groups with Lie algebras 𝔤, 𝔥 respectively. Suppose 𝐺
is simply connected. Then for any homomorphism 𝜙∶ 𝔤 → 𝔥, there exists a unique homomorphism
Φ∶ 𝐺 → 𝐻 such that dΦ𝑒 = 𝜙

However, in this thesis we are mostly concerned with connected, but not necessarily simply con-
nected Lie groups. In this case existence of a Lie group homomorphism that integrates a Lie algebra
homomorphism is not guaranteed, but if it exists, it is unique:

Theorem 3. [13, Prop 7.8] Let 𝐺, 𝐻 be Lie groups with Lie algebras 𝔤, 𝔥 with 𝐺 connected. Then if
Φ, Ψ∶ 𝐺 → 𝐻 are homomorphism such that dΦ𝑒 = dΨ𝑒, then Φ = Ψ

2.1.2. The adjoint representation
A Lie group acts on its Lie algebra with the adjoint representation, which is the differential of conjuga-
tion in the Lie group. For any 𝑔 ∈ 𝐺, we can define the conjugation map 𝐶𝑔 ∶ 𝐺 → 𝐺 by 𝐶𝑔(ℎ) = 𝑔ℎ𝑔−1.
We then define Ad𝑔 = d𝐶𝑔. Since 𝐶𝑔 is a diffeomorphism, Ad𝑔 ∈ 𝐺𝐿(𝔤). In fact, Ad ∶ 𝐺 → 𝐺𝐿(𝔤) is a
representation of 𝐺.

Lie groups also have an adjoint representation, denoted ad ∶ 𝔤 → 𝔤𝔩(𝔤), defined by ad𝑥(𝑦) = [𝑥, 𝑦] for
𝑥, 𝑦 ∈ 𝔤. It turns out that ad = d Ad, so for any 𝑥 ∈ 𝔤, Adexp(𝑥) = exp(ad𝑥). This is a useful relation that
we will frequently use to investigate the relation between the structure of a Lie algebra and the adjoint
action of the Lie group on it.

Conjugation is sometimes also referred to as the adjoint action, and 𝐶𝑔 can be denoted Ad𝑔 as well.
Since this Ad𝑔 takes elements of a Lie group as its argument, it can be distinguished from the adjoint
representation of 𝐺 on 𝔤. In further chapters, we will use this notation to be consistent with the previ-
ous literature about 𝛿𝐹 .
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2.2. Haar and Lebesguemeasures
As discussed in chapter 1, every locally compact group has a Haar measure. In the special case of
Lie groups, the Haar measure is generated by a volume form: for any Lie group 𝐺 we can find a left-
invariant volume form Vol𝐺 which is unique up to a constant multiple [10, Prop 16.10]. We find that
the Haar measure 𝜇 on 𝐺 corresponds to integration against this form, since for 𝑔 ∈ 𝐺 and 𝑉 ⊆ 𝐺,

𝜇(𝑔𝑉 ) = ∫
𝐺

1𝑔𝑉 Vol𝐺 = ∫ 𝐿∗
𝑔−1(1𝑉 Vol𝐺) = ∫ 1𝑉 Vol𝐺 = 𝜇(𝑉 ).

The Haar measure and left-invariant volume form are only defined up to a constant.
Let 𝔤 be the Lie algebra of𝐺. Since 𝔤 is a real vector space, we canmeasure subsets with the Lebesgue

measure Λ, which corresponds to a constant volume form Vol𝔤. This is again only defined up to a
constant, but we will always choose the volume forms so that (exp∗ Vol𝐺)0 = (Vol𝔤)0.

Proposition 1. A Lie group 𝐺 is unimodular if and only if | det(Ad𝑔)| = 1 for all 𝑔 ∈ 𝐺
Sincewewill be looking at real connectedLie groups, thismeans thatdet(Ad𝑔) = 1, sincedet(Ad𝑒) =

1, so by continuity, it must be 1 on the entire connected component.
If 𝐺 is connected, we can also define unimodularity in terms of its Lie algebra 𝔤. Indeed, for a linear

operator 𝐴 we have det(exp(𝐴)) = 𝑒Tr(𝐴) 1, so for 𝐴 = ad𝑥 for 𝑥 ∈ 𝔤, we obtain
𝑒Tr(ad𝑥) = det(exp(ad𝑥)) = det(Adexp(𝑥)).

Since Δ∶ 𝑔 ↦ det(Ad𝑔) is a homomorphism, the previous relation shows that 𝑑Δ(𝑥) = Tr(ad𝑥). If 𝐺 is
connected, then as a consequence of theorem3,Δ is trivial if and only if 𝑑Δ is, henceTr(ad𝑥) = 0 ∀𝑥 ∈ 𝔤
if and only if 𝐺 is unimodular.

Definition 3. A Lie group is called nilpotent/solvable if it is connected and its Lie algebra is nilpo-
tent/solvable.

Note that we require the Lie group to be connected for this definition. For other kinds of Lie group,
in particular reductive Lie groups, the definition typically does not require this. To prevent any ambi-
guity, we state the connectedness assumption explicitly in our main results.

It turns out that many kinds of Lie groups are unimodular. Compact Lie groups are unimodular
since Δ(𝐺) is a compact subgroup of R>0, hence it must equal {1}. Nilpotent Lie groups are always
unimodular, since for 𝑥 ∈ 𝔤, ad𝑥 is nilpotent and thus only has 0 as its eigenvalues. ThereforeTr(ad𝑥) =
0 ∀𝑥 ∈ 𝔤.

Connected semisimple Lie groups are also unimodular. 𝑑Δ(𝑥) = Tr(ad𝑥) is a Lie algebra homo-
morphism from 𝔤 to the abelian Lie algebra R. Therefore [𝔤, 𝔤] ⊆ ker(Δ), but [𝔤, 𝔤] = 𝔤, so 𝑑Δ = 0.
It is easily verified that direct products of connected unimodular groups are again unimodular, in partic-
ular connected reductive Lie groups are unimodular. Solvable Lie groups are, however, not unimodular
in general. This will be treated in more detail in chapter 7.

2.3. Connected Lie groups
While a Lie algebra does not contain all the information about the Lie group it comes from, a lot can
be said about the Lie group if we know that it is connected. The following proposition gives one such
result.

Proposition 2. If 𝐺 is a connected Lie group with Lie algebra 𝔤, then exp(𝔤) generates 𝐺.

Proof. Proposition A4.25 in [7] states that if𝐺 is a topological groupwith subgroup𝐻, then𝐻 is open if
and only if it contains a nonempty open subset of 𝐺, and in that case it contains the identity component
𝐺0 of 𝐺. The exponential map is a local diffeomorphism and thus an open map [10, Prop 4.6c]. Hence
exp(𝔤) is open, thus the group it generates contains 𝐺0, which equals 𝐺 by connectedness.

For solvable Lie groups we can make an even stronger statement:

Proposition 3. [5] If 𝐺 is a connected solvable Lie group with Lie algebra 𝔤, then exp(𝔤) is dense in
𝐺.

1This is easily verified for diagonalizable matrices, the general case follows by density





3
Properties of 𝛿𝐹 for Lie groups

In this chapter, we will show some of the basic properties of 𝛿𝐹 .

Since 𝛿𝐹 indicates how well the adjoint action preserves neighborhoods of the identity, we would
expect that 𝛿𝐹 ≤ 1. If 𝑒 ∈ 𝐹 , this is immediately true since Ad𝑒 = 𝐼 , hence ⋂𝑔∈𝐹 Ad(𝑉 ) ⊆ 𝑉 . However,
this assumption will not be necessary. For unimodular groups, we also have 𝛿𝐹 ≤ 1. Indeed, since the
Haar measure is then also right-invariant, we have 𝜇(Ad𝑔(𝑉 )) = 𝜇(𝑔𝑉 𝑔−1) = 𝜇(𝑉 ) for all 𝑔 ∈ 𝐺 and
measurable 𝑉 ⊆ 𝐺. Hence for 𝐹 ⊆ 𝐺 nonempty, ⋂𝑔∈𝐹 Ad𝑔(𝑉 ) is contained in Ad𝑠(𝑉 ) for any 𝑠 ∈ 𝐹 ,
hence its measure cannot be more than 𝜇(Ad𝑠(𝑉 )) = 𝜇(𝑉 ). In other words, 𝛿𝐹 (𝑉 ) ≤ 1. As a result, the
same holds for 𝛿𝐹 .

The following is also useful to note:

Proposition 4. If 𝐹 ⊆ 𝐹 ′, then 𝛿𝐹 ≥ 𝛿𝐹 ′

Proof. For any 𝑉 ⊆ 𝐺, ⋂
𝑔∈𝐹 ′

Ad𝑔(𝑉 ) ⊆ ⋂
𝑔∈𝐹

Ad𝑔(𝑉 ), hence 𝛿𝐹 (𝑉 ) ≥ 𝛿𝐹 ′(𝑉 ). Therefore also 𝛿𝐹 ≥ 𝛿𝐹 ′ .

3.1. Defining 𝛿𝐹 in terms of the Lie algebra
The adjoint action and Haar measure of a Lie group can be difficult to work with, making it challenging
to compute 𝛿𝐹 . Therefore, we will work in the Lie algebra instead, and use the Lebesgue measure Λ
to define equivalent 𝛿 quantities. We will show that under the exponential correspondence between 𝐺
and its Lie algebra, the Lebesgue measure approximates the Haar measure around the identity, so the
results from the Lie algebra can be transferred to the Lie group.

Let 𝔤 be the Lie algebra of 𝐺. For 𝑉 ⊆ 𝔤 and 𝐹 ⊆ 𝐺, we define

𝛿0
𝐹 (𝑉 ) =

Λ ( ⋂
𝑠∈𝐹

Ad𝑠(𝑉 ))

Λ(𝑉 ) .

For a neighborhood basis V of 0 in 𝔤, we set
𝛿0

𝐹 (V) = lim inf
𝑉 ∈V

𝛿0
𝐹 (𝑉 ),

and
𝛿0

𝐹 = sup{𝛿0
𝐹 (V) ∣ V symmetric neighborhood basis}.

We will show that 𝛿𝐹 and 𝛿0
𝐹 are the same. First we will need a lemma to establish the relationship

between theHaarmeasure of𝐺 and the Lebesguemeasure of 𝔤. Note that we defined the normalization
of these measures such that exp∗ Vol𝐺 = Vol𝔤.

Lemma 1. Let 𝐺 be a locally compact Lie group with Haar measure 𝜇, and let 𝔤 be its Lie algebra
with Lebesgue measure Λ. Then for all 𝜀 > 0, there exists an open neighborhood 𝑈 of 0 in 𝔤 such that
for all measurable 𝑉 ⊆ 𝑈 , |Λ(𝑉 ) − 𝜇(exp(𝑉 ))| < 𝜀Λ(𝑉 ).

9
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Proof. Since exp∗ Vol𝐺 and Vol𝔤 are both non-vanishing top forms on 𝔤, there exists a smooth function
𝑓 ∶ 𝔤 → R such that Vol𝐺 = 𝑓 Vol𝔤. Because the forms agree at 0, we have 𝑓(0) = 1. Furthermore, by
continuity we can find a neighborhood𝑊 of 0 such that |𝑓(𝑥)−1| < 𝜀 for all 𝑥 ∈ 𝑊 . Furthermore, since
exp ∶ 𝔤 → 𝐺 is a local diffeomorphism, we can find a neighborhood 𝑈 of 0 such that exp ∶ 𝑈 → exp(𝑈)
is a diffeomorphism. Without loss of generality, we can assume 𝑈 ⊆ 𝑊 .

Note that for 𝑉 ⊆ 𝑈

𝜇(exp(𝑉 )) = ∫
exp(𝑈)

1exp(𝑉 ) Vol𝐺

= ∫
𝑈

exp∗ (1exp(𝑉 ) Vol𝐺)

= ∫
𝑈

1𝑉 exp∗ Vol𝐺

= ∫
𝑈

1𝑉 𝑓 Vol𝔤 .

Hence

|𝜇(exp(𝑉 )) − Λ(𝑉 )| = ∣∫
𝑈

1𝑉 (𝑓 − 1) Vol𝔤∣

≤ ∫
𝑈

1𝑉 |𝑓 − 1| Vol𝔤

≤ 𝜀 ∫
𝑈

1𝑉 Vol𝔤

= 𝜀Λ(𝑉 ).

In [2], a variant of this lemma is shown for 𝐺 semisimple. An explicit formula for 𝑓 is given, which
is shown to be adjoint-invariant. Hence the estimate can be extended to subsets of Ad𝐺(𝑈). This is a
necessary step in the semisimple case, but we will not need it.
We will now use the previous lemma to show that 𝛿𝐹 and 𝛿0

𝐹 are equal.

Proposition 5. Let 𝐺 be a locally compact Lie group and let 𝐹 ⊆ 𝐺 compact. Then 𝛿𝐹 = 𝛿0
𝐹

Proof. First we will show that for a neighborhood basis V around 0 in 𝔤, 𝛿0
𝐹 (V) = 𝛿𝐹 (exp(V))

Indeed, let 𝜀 > 0. Then by lemma 1, we can find a neighborhood 𝑈 of 0 such that for all measurable
𝑉 ⊂ 𝑈 , |𝜇(exp(𝑉 )) − Λ(𝑉 )| < 𝜀Λ(𝑉 )
Without loss of generality, we can take 𝑈 to be small enough such that exp |𝑈 is a diffeomorphism onto
its image and such that Λ(𝑈) ≤ 1.
Since 𝐹 is compact, 𝑀 ∶= sup𝑔∈𝐹 ∥Ad𝑔∥ is finite. Therefore we can find an index 𝑁𝜀 such that for all
𝑖 ≥ 𝑁𝜀, 𝑀 ⋅ 𝑉𝑖 ⊆ 𝑈 . Now let 𝑖 ≥ 𝑁𝜀. Then Ad𝑔(𝑉𝑖) ⊆ 𝑀 ⋅ 𝑉𝑖 ⊂ 𝑈 for all 𝑔 ∈ 𝐹 . Since exp is injective on
𝑈 , it follows that

⋂
𝑔∈𝐹

Ad𝑔(exp(𝑉𝑖)) = ⋂
𝑔∈𝐹

exp(Ad𝑔(𝑉𝑖)) = exp ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖)) .

1 Since both 𝑉𝑖 and ⋂𝑔∈𝐹 Ad𝑔(exp(𝑉𝑖) are subsets of 𝑈 , we can apply lemma 1 to both. For 𝑉𝑖, we obtain
|𝜇(exp(𝑉𝑖)) − Λ(𝑉𝑖)| < 𝜀Λ(𝑉𝑖) ≤ 𝜀Λ(𝑈) ≤ 𝜀, hence

(1 − 𝜀)Λ(𝑉𝑖) ≤ 𝜇(exp(𝑉𝑖)) ≤ (1 + 𝜀)Λ(𝑉𝑖).
1If 𝑓 ∶ 𝐴 → 𝐵 is injective and (𝐴𝑔)𝑔∈𝐼 are sets in 𝐴, then 𝑓 (⋂𝑔∈𝐼 𝐴𝑖) = ⋂𝑔∈𝐼 𝑓 (𝐴𝑔) This does not work in general if 𝑓 is only

injective on ⋂𝑔∈𝐼 𝐴𝑔, hence the need to take 𝑉𝑖 small enough that Ad𝑔(𝑉𝑖) are all in the injectivity radius of exp.
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For ⋂𝑔∈𝐹 Ad𝑔(exp(𝑉𝑖)), we find

∣𝜇 ( ⋂
𝑔∈𝐹

Ad𝑔(exp(𝑉𝑖))) − Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖))∣ = ∣𝜇 ( ⋂
𝑔∈𝐹

Ad𝑔(exp(𝑉𝑖))) − Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖))∣

< 𝜀Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖)) ≤ 𝜀Λ(𝑈) ≤ 𝜀,

so

(1 − 𝜀)Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖)) ≤ 𝜇 ( ⋂
𝑔∈𝐹

Ad𝑔(exp(𝑉𝑖))) ≤ (1 + 𝜀)Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉𝑖)) .

Nowwe let𝐴𝑉 = Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝑉 )),𝐵𝑉 = 𝜇 ( ⋂
𝑔∈𝐹

Ad𝑔(exp(𝑉 ))),𝐶𝑉 = Λ(𝑉 ), and𝐷𝑉 = 𝜇(exp(𝑉 )).

The above conditions then become (1 − 𝜀)𝐶𝑉 ≤ 𝐷𝑉 ≤ (1 + 𝜀)𝐶𝑉 and (1 − 𝜀)𝐴𝑉 ≤ 𝐵𝑉 ≤ (1 + 𝜀)𝐴𝑉 .
Then

|𝛿0
𝐹 (V) − 𝛿𝐹 (exp(V))| = ∣lim inf

𝑉 ∈V
𝐴𝑉
𝐶𝑉

− lim inf
𝑉 ∈V

𝐵𝑉
𝐷𝑉

∣

= lim inf
𝑉 ∈V

∣𝐴𝑉
𝐶𝑉

− 𝐵𝑉
𝐷𝑉

∣

Hence if we let 𝜀 > 0 and let 𝑉 = 𝑉𝑖 for some 𝑖 ≥ 𝑁𝜀, we have

𝐴𝑉
𝐶𝑉

− 𝐵𝑉
𝐷𝑉

≤ 𝐴𝑉
𝐶𝑉

− (1 − 𝜀)𝐴𝑉
(1 + 𝜀)𝐶𝑉

= (1 − 1 − 𝜀
1 + 𝜀) 𝐴𝑉

𝐶𝑉
= 2𝜀

1 + 𝜀
𝐴𝑉
𝐶𝑉

≤ 2𝜀
1 − 𝜀

𝐴𝑉
𝐶𝑉

and
𝐴𝑉
𝐶𝑉

− 𝐵𝑉
𝐷𝑉

≥ 𝐴𝑉
𝐶𝑉

− (1 + 𝜀)𝐴𝑉
(1 − 𝜀)𝐶𝑉

= (1 − 1 + 𝜀
1 − 𝜀) 𝐴𝑉

𝐶𝑉
= −2𝜀

1 − 𝜀
𝐴𝑉
𝐶𝑉

,

hence ∣ 𝐴𝑉
𝐶𝑉

− 𝐵𝑉
𝐷𝑉

∣ ≤ 2𝜀
1−𝜀

𝐴𝑉
𝐶𝑉

.
Since the liminf does not depend on 𝑉𝑖 for 𝑖 ≤ 𝑁𝜀, it follows that

|𝛿0
𝐹 (V) − 𝛿𝐹 (exp(V))| = lim inf

𝑉 ∈V
∣𝐴𝑉
𝐶𝑉

− 𝐵𝑉
𝐷𝑉

∣ ≤ lim inf
𝑉 ∈V

2𝜀
1 − 𝜀

𝐴𝑉
𝐶𝑉

= 2𝜀
1 − 𝜀𝛿0

𝐹 (V).

This holds for any 𝜀 > 0, hence we must have 𝛿0
𝐹 (V) = 𝛿𝐹 (exp(V)).

We now know 𝛿0
𝐹 (V) = 𝛿𝐹 (exp(V)) for any neighborhood basis V around 0. Note that if V is a

symmetric neighborhood basis in 𝔤, then exp(V) is a symmetric neighborhood basis in 𝐺. Conversely,
if W is a symmetric neighborhood basis in 𝐺, then V = exp−1(W) is a symmetric neighborhood basis
in 𝔤. Eventually, 𝑉 ∈ V become small enough to be in the injectivity radius of exp, meaning that
exp(𝑉𝑖) = 𝑊𝑖 for 𝑖 large enough. Hence 𝛿0

𝐹 (V) = 𝛿𝐹 (exp(V)) = 𝛿𝐹 (W). So any value that can be
attained by 𝛿𝐹 (W), can also be attained by a W that is the exponential of a symmetric neighborhood
basis from the Lie algebra. Hence 𝛿𝐹 (exp(V′)) = 𝛿𝐹 (W′) = 𝛿𝐹 (W). Hence

𝛿𝐹 = sup {𝛿𝐹 (W) ∣ W symmetric neighborhood basis in 𝐺}
= sup {𝛿𝐹 (exp(V)) ∣ V symmetric neighborhood basis in 𝔤}
= sup {𝛿0

𝐹 (V) ∣ V symmetric neighborhood basis in 𝔤}
= 𝛿0

𝐹





4
Reductive Lie Groups

Before we investigate any nilpotent or solvable Lie groups, we briefly cover the known result on 𝛿𝐹 for
reductive Lie groups. For reductive Lie groups, a lower bound on 𝛿𝐵𝜌

is shown in [2], where 𝐵𝜌 are
certain balls in the Lie group 𝐺. Any reductive Lie algebra has an invariant bilinear form 𝐵∶ 𝔤 × 𝔤 → R.
Invariance means that 𝐵([𝑥, 𝑦], 𝑧) = 𝐵(𝑥, [𝑦, 𝑧]) for all 𝑥, 𝑦, 𝑧 ∈ 𝔤. Furthermore, there exists an invo-
lution 𝜃 ∶ 𝔤 → 𝔤 called the Cartan involution that makes 𝐵𝜃(𝑥, 𝑦) = −𝐵(𝑥, 𝜃(𝑦)) into an inner prod-
uct. This induces a norm on 𝔤, which in turn induces the operator norm 𝔤𝔩(𝔤). Then we can define
𝐵𝜌 = {𝑔 ∈ 𝐺 ∣ ∥Ad𝑔∥ ≤ 𝜌} for 𝜌 > 1.

A Lie group 𝐺 acts on points in its Lie algebra 𝔤 with the adjoint representation, and this is a group
action. Hence any point 𝑥 ∈ 𝔤 generates an orbit

O𝑥 = {Ad𝑔(𝑥) ∣ 𝑔 ∈ 𝐺} .

An element 𝑥 ∈ 𝔤 is called nilpotent if ad𝑥 is nilpotent as a linear operator. If 𝔤 is reductive and 𝑥 is
nilpotent, then all elements ofO𝑥 are nilpotent, hence this is called a nilpotent orbit. There is a unique
nilpotent orbit of highest dimension, whose closure is the nilpotent cone, which is the set of all nilpo-
tent elements.[4]

Theorem B in [2] states that
𝛿𝐵𝜌

≥ 𝜌−𝑑/2,
where 𝑑 is the dimension of the highest dimensional nilpotent orbit. Nilpotent orbits can be made into
symplectic manifolds by endowing them with the KKS-form[4]. This means that nilpotent orbits al-
ways have even dimension, so that the exponent in the lower bound is always an integer.
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5
Heisenberg group

Now that we have shown some results about 𝛿𝐹 , we can show an example of how to compute it, and
what conclusion we can draw with theorem 1.

5.1. Preliminaries
Definition 4 (Heisenberg group). The Heisenberg group 𝐻 is defined as

⎧{
⎨{⎩

⎛⎜
⎝

1 𝑎 𝑐
0 1 𝑏
0 0 1

⎞⎟
⎠

∣ 𝑎, 𝑏, 𝑐 ∈ R
⎫}
⎬}⎭

With matrix multiplication as the group operation.

There are several different definitions of the Heisenberg group in the literature, though this one is
convenient for our purposes as it is a matrix Lie group.

It is not difficult to see that 𝐻 is a closed subgroup of 𝐺𝐿(3,R), and is therefore a matrix Lie group.

Definition 5. The Heisenberg algebra 𝔥 is the Lie algebra

⎧{
⎨{⎩

⎛⎜
⎝

0 𝑥 𝑧
0 0 𝑦
0 0 0

⎞⎟
⎠

∣ 𝑥, 𝑦, 𝑧 ∈ R
⎫}
⎬}⎭

with the standard commutator

We will often identify 𝔥 with R3 using the standard basis

𝑋 = ⎛⎜
⎝

0 1 0
0 0 0
0 0 0

⎞⎟
⎠

, 𝑌 = ⎛⎜
⎝

0 0 0
0 0 1
0 0 0

⎞⎟
⎠

, 𝑍 = ⎛⎜
⎝

0 0 1
0 0 0
0 0 0

⎞⎟
⎠

,

so (𝑥, 𝑦, 𝑧) will be shorthand for 𝑥𝑋 + 𝑦𝑌 + 𝑧𝑍.
The commutation relations of this basis are [𝑋, 𝑌 ] = 𝑍, [𝑋, 𝑍] = 0, [𝑌 , 𝑍] = 0. Thus [𝔥, 𝔥] =

span{𝑍} and [𝔥, [𝔥, 𝔥]] = {0}, hence 𝔥 is nilpotent.

If we consider a path of the form 𝛾(𝑡) = ⎛⎜
⎝

1 𝑎𝑡 𝑐𝑡
0 1 𝑏𝑡
0 0 1

⎞⎟
⎠

through 𝐻, we see that 𝛾′(0) = ⎛⎜
⎝

0 𝑎 𝑐
0 0 𝑏
0 0 0

⎞⎟
⎠
.

Furthermore, if 𝛾 is any path in 𝐻, we see that 𝛾′(0) ∈ 𝔥 since the only non-constant matrix entries are
strictly upper diagonal. Therefore, 𝔥 is the Lie algebra of 𝐻.

15
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5.2. Adjoint action and exponential
Since 𝐻 is a matrix Lie group, it is easy to compute the adjoint action of 𝐻 on 𝔥.
If 𝑔 = ( 1 𝑎 𝑐

0 1 𝑏
0 0 1

) ∈ 𝐻, we have 𝑔−1 = ( 1 −𝑎 𝑎𝑏−𝑐
0 1 −𝑏
0 0 1

). Therefore, for 𝐴 = ( 0 𝑥 𝑧
0 0 𝑦
0 0 0

) ∈ 𝔥, we have

Ad𝑔(𝐴) = 𝑔𝐴𝑔−1 = ⎛⎜
⎝

0 𝑥 𝑧 + 𝑎𝑦 − 𝑏𝑥
0 0 𝑦
0 0 0

⎞⎟
⎠

To make notation more compact, we will denote 𝐻(𝑎, 𝑏, 𝑐) = ( 1 𝑎 𝑐
0 1 𝑏
0 0 1

). Then Ad𝐻(𝑎,𝑏,𝑐)((𝑥, 𝑦, 𝑧)) =
(𝑥, 𝑦, 𝑧 + 𝑎𝑦 − 𝑏𝑥).

Formatrix Lie groups, the exponentialmap is given by the infinite series formula exp(𝐴) =
𝑛

∑
𝑘=0

1
𝑘! 𝐴𝑘,

hence

exp((𝑥, 𝑦, 𝑧)) = exp ⎛⎜
⎝

0 𝑥 𝑧
0 0 𝑦
0 0 0

⎞⎟
⎠

= 𝐼 + ⎛⎜
⎝

0 𝑥 𝑧
0 0 𝑦
0 0 0

⎞⎟
⎠

+ 1
2

⎛⎜
⎝

0 0 𝑥𝑦
0 0 0
0 0 0

⎞⎟
⎠

= (𝑥, 𝑦, 𝑧 + 1
2𝑥𝑦).

5.3. Computing 𝑐(𝐻)
In this section, we show that 𝑐(𝐻) = 1.

In order to do this, we will show that 𝛿0
𝐹 (V) = 1 for a particular choice of V , where 𝐹 will range

over a family of compact sets that cover 𝐻. Our neighborhood basis will consist of cylinders: define
𝐶𝑟,ℎ ∶= {(𝑥, 𝑦, 𝑧) ∈ 𝔥 ∣ 𝑥2 + 𝑦2 ≤ 𝑟2, |𝑧| ≤ ℎ}, as depicted in figure 5.1(a). Then we define the neighbor-
hood basis C = {𝐶ℎ2,ℎ ∣ ℎ > 0}.
For 𝐹 , we will consider the sets 𝐹𝜌 ∶= {𝐻(𝑎, 𝑏, 𝑐) ∣ 𝑎2 + 𝑏2 ≤ 𝜌2, |𝑐| < 𝜌} on 𝐶ℎ2,ℎ. We note that the
bound on 𝑐 is only there to ensure compactness, it has no effect on any computations.

Note that the adjoint action of 𝐻 only affects the 𝑧 coordinate of a point in 𝔥. Since we chose 𝐹𝜌
conveniently, we can easily bound howmuch a point 𝐴 = (𝑥, 𝑦, 𝑧) ∈ 𝔥 is shifted by the adjoint action of
any 𝑠 = 𝐻(𝑎, 𝑏, 𝑐) ∈ 𝐹𝜌. Indeed, since Ad𝑠(𝐴) = (𝑥, 𝑦, 𝑧 + 𝑎𝑦 − 𝑏𝑥), we see that the first two coordinates
are unaffected, while the last coordinate is shifted by 𝑎𝑦 − 𝑏𝑥. By the reverse triangle inequality, we see
that |𝑧 + 𝑎𝑦 − 𝑏𝑥| ≥ |𝑧| − |𝑎𝑦 − 𝑏𝑥|. Hence, if we can bound |𝑎𝑦 − 𝑏𝑥| in terms of 𝜌, 𝑥 and 𝑦 as 𝑎, 𝑏 range
over 𝐹𝜌, this tells us how much by how much the third coordinate will shrink due to the adjoint action.

We find that

|𝑎𝑦 − 𝑏𝑥| = ∣( 𝑎
−𝑏) ⋅ (𝑥

𝑦)∣

≤ ∥( 𝑎
−𝑏)∥ ⋅ ∥(𝑥

𝑦)∥ by Cauchy-Schwarz

= √𝑎2 + 𝑏2 ⋅ √𝑥2 + 𝑦2

≤ 𝜌√𝑥2 + 𝑦2 by definition of 𝐹𝜌

Thus−𝜌√𝑥2 + 𝑦2 ≤ 𝑎𝑦−𝑏𝑥 ≤ 𝜌√𝑥2 + 𝑦2, and for( 𝑎
−𝑏) = ± 𝜌

√𝑥2+𝑦2 (𝑥
𝑦) theminimumandmaximum

are attained. Since we look at the intersection of Ad𝑠(𝐶𝑟,ℎ) over all 𝑠 ∈ 𝐹𝜌, the maximal shift in 𝑧 tells
us how much of the cylinder is removed: Consider a vertical line segment in the cylinder, so 𝑥 and 𝑦
are fixed and 𝑧 varies from −ℎ to ℎ. By the previous computation, the adjoint action of 𝑠 ∈ 𝐹𝜌 shifts the

line segment up or down by at most 𝜌√𝑥2 + 𝑦2. Taking the intersection over all 𝑠 ∈ 𝐹𝜌, we therefore

see that pieces of length 𝜌√𝑥2 + 𝑦2 are removed from the line segment, leaving the segment where
−ℎ + 𝜌√𝑥2 + 𝑦2 ≤ 𝑧 ≤ 𝑧 − 𝜌√𝑥2 + 𝑦2.

Doing this for all the vertical line segments that make up 𝐶𝑟,ℎ, i.e. for all 𝑥 and 𝑦 such that 𝑥2 + 𝑦2 ≤
𝑟2, we see that
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⋂
𝑠∈𝐹𝜌

Ad𝑠(𝐶𝑟,ℎ) = {(𝑥, 𝑦, 𝑧) ∣ 𝑥2 + 𝑦2 ≤ 𝑟2, |𝑧| ≤ ℎ − 𝜌√𝑥2 + 𝑦2} . (5.1)

(a) 𝐶𝑟,ℎ (b) ⋂
𝑠∈𝐹𝜌

Ad𝑠(𝐶𝑟,ℎ)

Figure 5.1: 𝐶𝑟,ℎ before and after taking the intersection of adjoints

which is displayed in figure 5.1(b), for the case where ℎ is at least 𝜌𝑟. If instead ℎ < 𝜌𝑟, then
ℎ − 𝜌√𝑥2 + 𝑦2 can become negative, which means that the cones on the top and bottom meet, and
the cylindrical section vanishes. The radius of the circle where the cones meet will also be smaller than
𝑟, whichmeans a lot of volume is lost. For that reason, we are interested in tall cylinders, where only bits
from the top and bottom are removed, leaving most of the volume. Therefore, the neighborhood basis
C was chosen to contain the cylinders 𝐶ℎ2,ℎ, which become relatively taller as ℎ goes to 0, i.e. ℎ/𝑟 → ∞
as ℎ → 0.

Now we can compute 𝛿0
𝐹𝜌

(𝐶𝑟,ℎ). The denominator Λ(𝐶𝑟,ℎ) is simply the volume of the cylinder,

which is 2𝜋𝑟2ℎ. For the denominator Λ (⋂𝑠∈𝐹𝜌
Ad𝑠(𝐶𝑟,ℎ)), we will compute the volume of the part

of above the 𝑧 = 0 plane, which we will call 𝑉𝑢. By symmetry, the total volume is 2𝑉𝑢. The shape
consists of a cone of height 𝜌𝑟 and a cylinder of height ℎ − 𝜌𝑟, both with radius 𝑟. Hence we find

𝑉𝑢 = 1
3 𝜋𝑟2(𝜌𝑟) + 𝜋𝑟2(ℎ − 𝜌𝑟) = 𝜋𝑟2(ℎ − 2

3 𝜌𝑟). Thus 𝛿0
𝐹𝜌

(𝐶𝑟,ℎ) = 2𝑉𝑢
Λ(𝐶𝑟,ℎ) = 2𝜋𝑟2(ℎ− 2

3 𝜌𝑟)
2𝜋𝑟2ℎ = 1 − 2𝜌𝑟

3ℎ . In

particular, 𝛿0
𝐹𝜌

(𝐶ℎ2,ℎ) = 1 − 2
3 𝜌ℎ.

Therefore we find that

𝛿0
𝐹𝜌

(C) = lim inf
𝐶∈C

𝜆 ( ⋂
𝑠∈𝐹𝜌

Ad𝑠(𝐶))

𝜆 (𝐶) = lim inf
ℎ→0

(1 − 2
3𝜌ℎ) = 1.

Note that 𝛿0
𝐹𝜌

(V) is at most 1 for any neighborhood basis V and C is a symmetric neighborhood

basis for which 𝛿0
𝐹𝜌

(C) = 1. Hence 𝛿0
𝐹𝑝
, being the supremum over all symmetric neighborhood bases of

𝛿0
𝐹𝜌

(V), must equal 1.

Now if 𝐹 ⊆ 𝐺 is finite, there must exist a 𝜌 > 0 such that 𝐹 ⊆ 𝐹𝜌, hence 𝛿0
𝐹 ≥ 𝛿0

𝐹𝜌
= 1. Therefore

𝛿0
𝐹 = 1, so by proposition 5, this implies that 𝛿𝐹 = 1. It then also follows that 𝑐(𝑈) = inf {√𝛿𝐹 ∣ 𝐹 ⊆ 𝑈 finite} =

1.
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5.4. De Leeuw’s theorem
The subset 𝐻(Z) = {𝐻(𝑎, 𝑏, 𝑐) ∣ 𝑎, 𝑏, 𝑐 ∈ Z} of 𝐻 is a subgroup: Since 𝐻(𝑎, 𝑏, 𝑐) ⋅ 𝐻(𝑎′, 𝑏′, 𝑐′) = 𝐻(𝑎 +
𝑎′, 𝑏+𝑏′, 𝑐+𝑐′+𝑎𝑏′), the result has integer entries again, and the same goes for the inverse𝐻(𝑎, 𝑏, 𝑐)−1 =
𝐻(−𝑎, −𝑏, 𝑎𝑏−𝑐). Clearly,𝐻(Z) is a discrete subgroup of𝐻. Sincewedetermined that 𝑐(𝐻) = 1, we find
that for any compactly supported continuous 𝑝-multiplier 𝐻 → C, ∥𝑇𝑚|𝐻(Z)∥𝑝

≤ ||𝑇𝑚||. The support of
𝑚 does not matter in this case, since 𝑐(𝐻) = 1, so 𝑐(𝐹) = 1 for any compact 𝐹 ⊆ 𝐻.



6
Nilpotent Lie Groups

Now that we have shown that 𝑐(𝐻) = 1 for the Heisenberg group, we will generalize this to nilpotent all
Lie groups. Although it may not be obvious at first, a crucial step in computing 𝛿0

𝐹 for the Heisenberg
group is that the 𝑍 coordinate is affected by the adjoint action by an amount proportional to the 𝑋 and
𝑌 coordinates, but the 𝑋 and 𝑌 coordinates themselves were unaffected. This allowed us to choose
neighborhoods such that the 𝑋 and 𝑌 coordinates shrank much faster than the 𝑍 coordinate, so that
the effect of the adjoint action becomes arbitrarily small in the limit. If the 𝑋 and 𝑌 coordinates were
affected by an amount depending on the 𝑍 coordinate, this method would not have worked, since we
already chose our neighborhoods so that 𝑍 can be large compared to 𝑋 and 𝑌 , so we cannot make the
adjoint action disappear in the limit.

In the proof of the general nilpotent case, we show that it is always possible to choose neighborhoods
that shrink in such a way that the adjoint action disappears in the limit. We can relate the adjoint action
of 𝐺 on 𝔤 to the adjoint representation ad on 𝔤, and make use of the following result:

Theorem4. [8, Cor 3.3] If 𝔤 is a nilpotent Lie algebra, there exists a basis of 𝔤 such that ad𝑥 is strictly
upper triangular for all 𝑥 ∈ 𝔤.

Hence, if 𝔤 is nilpotent, we can construct a flag of subspaces such that applying ad𝑥 for any 𝑥 ∈ 𝔤 to
an element of a subspace results in an element in a smaller subspace. Because of this, the adjoint action
can only move a point along vectors in a smaller subspace. Because of proposition 5, in order to show
that 𝑐(𝐺) = 1 it will be sufficient to show that 𝛿0

𝐹 (V) = 1 for a particular choice of a neighborhood basis
V and 𝐹 ranging over a family of sets that cover 𝐺. By choosing a neighborhood basis which shrinks
faster in the smaller subspaces, we can make the distance that any point is shifted by the adjoint action
arbitrarily small, meaning the neighborhood is almost adjoint-invariant.

Theorem 5. Let 𝐺 be a connected nilpotent Lie group. Then 𝑐(𝐺) = 1
Proof. By theorem 4, there exists a basis 𝑣1, … , 𝑣𝑛 of 𝔤 such that ad𝑥 is strictly upper triangular for all
𝑥 ∈ 𝔤. Then

Adexp(𝑥) = exp(ad𝑥) = exp
⎛⎜⎜⎜
⎝

0
⋱ ∗

0 ⋱
0

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜
⎝

1
⋱ ∗

0 ⋱
1

⎞⎟⎟⎟
⎠

Since 𝐺 is connected, exp(𝔤) generates 𝐺 by proposition 2. Hence we can write any 𝑔 ∈ 𝐺 as a prod-
uct as exponentials, and since Ad is a homomorphism, Ad𝑔 is a product of upper-triangular matrices
with 1’s on the diagonal. Thus Ad𝑔 itself is upper-triangular with 1’s on the diagonal. We will write 𝑔𝑖,𝑗
for the 𝑖, 𝑗 element of the matrix Ad𝑔 in the {𝑣1, … , 𝑣𝑛} basis.

Let 𝑥 = ∑𝑛
𝑖=1 𝑥𝑖𝑣𝑖 ∈ 𝔤 , and let 𝐹 ∈ 𝐺 be compact. Since the matrix entries of Ad𝑔 are continuous

in 𝐺, there is a bound 𝑀 on all matrix components of Ad𝑔−1 uniform over 𝑔 ∈ 𝐹 .

19
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We will choose the neighborhood basis C = {𝐶ℎ ∣ ℎ > 0} where
𝐶ℎ = {(𝑥1, … , 𝑥𝑛) ∈ 𝔤 ∣ |𝑥𝑘| < ℎ𝑘 ∀𝑘 = 1, … , 𝑛}. We claim that

𝐶ℎ ⊆ ⋂
𝑔∈𝐺

Ad𝑔(𝐶ℎ),

where 𝐶ℎ = {(𝑥1, … , 𝑥𝑛) ∈ 𝔤 ∣ |𝑥𝑘| < ℎ𝑘 − 𝑛𝑀ℎ𝑘+1}. In order to do so, we will show that Ad𝑔−1(𝐶ℎ) ⊆
𝐶ℎ for all 𝑔 ∈ 𝐹 . Since Ad𝑔 and Ad𝑔−1 are inverse functions, it then follows that 𝐶ℎ ⊆ Ad𝑔(𝐶ℎ) for all
𝑔 ∈ 𝐹 , so the claim follows.

Let ℎ < 1, 𝑥 = ∑𝑛
𝑖=𝑛 𝑥𝑖𝑣𝑖 ∈ 𝐶ℎ and 𝑔 ∈ 𝐹 . Note that |𝑥𝑘| ≤ ℎ𝑘 − 𝑛𝑀ℎ𝑘+1 ≤ ℎ𝑘 ≤ ℎ𝑙 for 𝑙 ≤ 𝑘.

Then (Ad𝑔−1(𝑥))𝑙 = 𝑥𝑙 +
𝑛

∑
𝑖=𝑙+1

𝑥𝑖(𝑔−1)𝑙,𝑖, so

| (Ad𝑔−1(𝑥))𝑙 | = |𝑥𝑙 +
𝑛

∑
𝑘=𝑙+1

(𝑔−1)𝑙,𝑘|𝑥𝑘

≤ |𝑥𝑙| +
𝑛

∑
𝑘=𝑙+1

|𝑥𝑘| ⋅ |(𝑔−1)𝑙,𝑘|

≤ ℎ𝑙 − 𝑛𝑀ℎ𝑙+1 + 𝑛𝑀ℎ𝑙+1

= ℎ𝑙

This shows that Ad𝑔−1(𝐶ℎ) ⊆ 𝐶ℎ.

Now note that Λ ( ⋂
𝑔∈𝐹

Ad𝑔(𝐶ℎ)) ≥ Λ(𝐶ℎ) = 2𝑛
𝑛
∏

𝑚=1
(ℎ𝑚 − 𝑛𝑀ℎ𝑚+1) = 2𝑛ℎ𝑁 + O(ℎ𝑁+1) where

𝑁 = 1 + … + 𝑛. 1 Furthermore, Λ(𝐶ℎ) = 2𝑛ℎ𝑁 , hence

𝛿0
𝐹 (C) = lim inf

𝐶∈C

Λ (⋂𝑔∈𝐹 Ad𝑔(𝐶))
Λ(𝐶) = lim inf

ℎ→0
ℎ𝑁 + O(ℎ𝑁+1)

ℎ𝑁 = 1.

Taking the supremum over all symmetric neighborhood bases then gives 𝛿0
𝐹 = 1 since 1 is the maximal

possible value. Then it follows from proposition 5 that 𝛿𝐹 = 1.
This holds for all compact 𝐹 ⊆ 𝐺, so certainly all finite 𝐹 , hence 𝑐(𝐺) = 1.

1For convenience we normalize the Lebesgue measure such that the unit cube in the {𝑣1, … , 𝑣𝑛} basis has volume 1. The choice
of normalization has no effect on the value of 𝛿0

𝐹 .



7
Split-solvable Lie Groups

In the nilpotent case, we were able to show that 𝛿𝐹 is always 1, using the fact that the adjoint represen-
tation can be made strictly upper diagonal. For solvable Lie groups, we can’t do this in general, but in
this chapter we will study a class of Lie algebras called split-solvable, where we can make the adjoint
representation upper diagonal. The diagonal elements will determine the lower bound we obtain for
𝛿𝐹 . After showing an example of estimating 𝛿𝐹 for a unimodular split-solvable Lie group, we prove a
general lower bound.

7.1. Example: Sol3
Wewill first look at an example of a small solvable Lie group. Wedefine Sol3 to beR3 withmultiplication
(𝑎, 𝑏, 𝑐) ⋅ (𝑎′, 𝑏′, 𝑐′) = (𝑒𝑐𝑎′ + 𝑎, 𝑒−𝑐𝑏′ + 𝑏, 𝑐′). Note that this is a semidirect product R2 ⋊ R. It is easily
verified that the inverse of (𝑎, 𝑏, 𝑐) is (−𝑎𝑒−𝑐, −𝑏𝑒𝑐, −𝑐).Then its Lie algebra 𝔰𝔬𝔩3 is again R3, where we
will choose 𝑋, 𝑌 , 𝑍 to be the canonical basis of R3. We can compute the adjoint with Ad𝑔(𝑥) = 𝜕

𝜕𝑡 ∣𝑡=0
𝑔 exp(𝑡𝑥)𝑔−1 and the Lie bracket using ad𝑥 = 𝜕

𝜕𝑡 ∣𝑡=0 Adexp(𝑡𝑥). Then we find that Lie bracket satisfies
by [𝑋, 𝑌 ] = 0, [𝑍, 𝑋] = 𝑋, and [𝑍, 𝑌 ] = −𝑌 . 𝑍 commutes with everything. Furthermore, we have
Ad(𝑎,𝑏,𝑐) 𝑋 = 𝑒𝑐𝑋, Ad(𝑎,𝑏,𝑐) 𝑌 = 𝑒−𝑐𝑌 and Ad(𝑎,𝑏,𝑐) 𝑍 = −𝑎𝑋 + 𝑏𝑌 + 𝑍. As a matrix,

Ad(𝑎,𝑏,𝑐) = ⎛⎜
⎝

𝑒𝑐 0 −𝑎
0 𝑒−𝑐 𝑏
0 0 1

⎞⎟
⎠

.

Hence det(Ad(𝑎,𝑏,𝑐)) = 𝑒𝑐 ⋅ 𝑒−𝑐 ⋅ 1 = 1 for any (𝑎, 𝑏, 𝑐) ∈ Sol3, thus Sol3 is unimodular.
𝔰𝔬𝔩3 is indeed solvable, since [𝔰𝔬𝔩3, 𝔰𝔬𝔩3] = span {𝑋, 𝑌 }. Then taking the commutator of span {𝑋, 𝑌 }
with itself gives {0}, so the derived series terminates. However, it is not nilpotent, as [𝔰𝔬𝔩3, span {𝑋, 𝑌 }] =
span {𝑋, 𝑌 }, hence the lower central series does not terminate.

We will compute 𝛿𝐹𝜌,𝜀
, where 𝐹𝜌,𝜀 = {(𝑎, 𝑏, 𝑐) ∈ Sol3 ∣ 𝑎2 + 𝑏2 ≤ 𝜌2, |𝑐| ≤ 𝜀}. This is similar to the

set 𝐹𝜌 we used in the Heisenberg group, however, now we have a bound on |𝑐|, on which our lower
bound on 𝛿𝐹𝜌,𝜀

will depend.

Just like in the Heisenberg example, we see that there is a certain symmetry between 𝑋, 𝑌 , while 𝑍
behaves differently. Therefore, it makes sense to again choose a neighborhood basis of cylinders. How-
ever, in theHeisenberg algebra, the adjoint left the first two coordinates unchanged, while in this exam-
ple, the last coordinate is invariant under the adjoint. As a result, we will now let the height of the cylin-
der go to 0 faster than the radius. Concretely, we set 𝐶ℎ,𝑟 = {𝑥𝑋 + 𝑦𝑌 + 𝑧𝑍 ∣ 𝑥2 + 𝑦2 ≤ 𝑟2, |𝑧| ≤ ℎ}
and define the neighborhood basis C = {𝐶𝑟,𝑟2 ∣ 𝑟 > 0}.

We will now compute a lower bound on 𝛿𝐹𝜌,𝜀
(𝐶𝑟,ℎ) for some fixed 𝜌, 𝜀, 𝑟 and ℎ. Let (𝑎, 𝑏, 𝑐) ∈ 𝐹𝜌,𝜀

and we will choose 𝑥𝑋 + 𝑦𝑌 + 𝑧𝑍 ∈ 𝐶𝑟,ℎ on the circular boundary, i.e. 𝑥2 + 𝑦2 = 𝑟2. We see that
Ad(𝑎,𝑏,𝑐)(𝑥𝑋 +𝑦𝑌 +𝑧𝑍) = (𝑒𝑐𝑥−𝑎𝑧)𝑋 +(𝑒−𝑐𝑦 +𝑏𝑧)𝑌 +𝑧𝑍, and since the last coordinate is unaffected,

21
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we will only look at the first two. By the reverse triangle inequality,

∥( 𝑒𝑐𝑥 − 𝑎𝑧
𝑒−𝑐𝑦 + 𝑏𝑧)∥ ≥ ∣ ∥( 𝑒𝑐𝑥

𝑒−𝑐𝑦)∥ − ∥( 𝑎𝑧
−𝑏𝑧)∥ ∣

= ∥( 𝑒𝑐𝑥
𝑒−𝑐𝑦)∥ − |𝑧|∥( 𝑎

−𝑏)∥ (∗)

≥ 𝑒−|𝑐|∥(𝑥
𝑦)∥ − |𝑧|𝜌

≥ 𝑒−𝜀𝑟 − 𝜌ℎ

Note that at (∗), we can remove the absolute value since we consider the neighborhood basis 𝐶𝑟,𝑟2 ,
so we have |𝑧| ≤ ℎ = 𝑟2 ≪ 𝑟 for 𝑟 small.

Since Ad𝑔 is a homeomorphism, it maps connected sets to connected sets. Hence the cylinder
𝐶𝑒−𝜀𝑟−𝜌ℎ,ℎ is contained in Ad𝑔(𝐶𝑟,ℎ) for all 𝑔 ∈ 𝐹𝜌,𝜀, and thus in ⋂𝑔∈𝐹𝜌,𝜀

Ad𝑔(𝐶𝑟,ℎ), as shown in fig. 7.1.

Now using the formula Λ(𝐶𝑟,ℎ) = 𝜋ℎ𝑟2 for the volume of a cylinder, we see Λ (⋂𝑔∈𝐹𝜌,𝜀
Ad𝑔(𝐶𝑟,ℎ)) ≥

Λ(𝐶𝑒−𝜀𝑟−𝜌ℎ,ℎ) = 𝜋𝑟2(𝑒−𝜀𝑟 − 𝜌ℎ)2. Thus

𝛿0
𝐹𝜌,𝜀

(𝐶𝑟,ℎ) =
Λ (⋂𝑔∈𝐹𝜌,𝜀

Ad𝑔(𝐶𝑟,ℎ))
Λ(𝐶𝑟,ℎ) ≥ 𝜋(𝑒−𝜀𝑟 − 𝜌ℎ)2 ⋅ ℎ

𝜋𝑟2 ⋅ ℎ = (𝑒−𝜀 − 𝜌ℎ
𝑟 )

2
.

In particular, 𝛿𝐹𝜌,𝜀
(𝐶𝑟,𝑟2) ≥ (𝑒−𝜀 − 𝜌𝑟)2. Then

𝛿0
𝐹𝜌,𝜀

≥ 𝛿0
𝐹𝜌,𝜀

(C) = lim inf
𝐶∈C

𝛿0
𝐹𝜌,𝜀

(𝐶) = lim
𝑟→0

𝛿0
𝐹𝜌,𝜀

(𝐶𝑟,𝑟2) = lim
𝑟→0

(𝑒−𝜀 − 𝜌𝑟)2 = 𝑒−2𝜀.

(a) 𝐶𝑟,𝑟2 (b) The outer shape shows what
⋂𝑠∈𝐹𝜌,𝜀

Ad𝑠(𝐶𝑟,𝑟2 ) could look like.
Inside it is the cylinder of radius

̂𝑟 ∶= 𝑒−𝜀𝑟 − 𝑟2𝜌

Figure 7.1: 𝐶𝑟,𝑟2 before and after taking the intersection of adjoints.

Therefore, we see that in the solvable case, we do not find 𝛿𝐹𝜌,𝜀
= 1. The crucial difference with

the nilpotent case is that the diagonal of Ad𝑔 is not all 1s anymore. In the nilpotent case, we showed
that the elements above the diagonal have no effect on 𝛿𝐹 : for 𝑥 ∈ 𝑔 and 𝑔 ∈ 𝐺 we found that the 𝑙-th
component of Ad𝑔(𝑥) equals

(Ad𝑔(𝑥))𝑙 = 𝑥𝑙 +
𝑛

∑
𝑖=𝑙+1

𝑔𝑙,𝑖𝑥𝑖

where 𝑔𝑙,𝑖 are off-diagonal elements of Ad𝑔. By choosing our neighborhood basis such that 𝑥𝑖 shrinks
faster than 𝑥𝑙 for 𝑖 > 𝑙, all but the 𝑥𝑙 term vanishes in the limit. However, in the solvable case, we also
find a factor in front of 𝑥𝑙, which remains unaffected as we go to smaller neighborhoods, and hence our



7.2. Structure of Solvable Lie groups 23

Figure 7.2: An example of adjoint action on a circle. Stretching in two different directions preserves area, but the
intersection (shaded dark) is clearly smaller than the original circle (indicated by the dotted line).

neighborhoods are not almost adjoint-invariant.

However, since 𝐺 is unimodular, det(Ad𝑔) = 1 for any particular 𝑔 ∈ 𝐺, thus we find that Ad𝑔(𝑉 )
has the same volume as 𝑉 for any 𝑔 ∈ 𝐺. We only lose volume in the intersection ⋂𝑔∈𝐹 Ad𝑔(𝑉 ). For
instance in the case of Sol3, the adjoint action of the element (0, 0, 1) stretches a set 𝑉 by 𝑒 in the 𝑋
direction while shrinking it by a factor 𝑒−1 in the 𝑌 direction. The element (0, 0, −1) does the reverse.
Separately they preserve the volume, but taking the intersection, the stretched out parts are lost, since
they stretch in different directions, while the shrinking factor cuts in both directions. This is illustrated
in fig. 7.2. This suggests that theminimumvalues of the diagonal elements over all 𝑔 ∈ 𝐹 will determine
𝛿𝐹 . We will show that this is indeed the case in theorem 7 after introducing the necessary theory in
section 7.2.

7.2. Structure of Solvable Lie groups
To compute 𝛿𝐹 for solvable Lie groups, we first need to understand their structure and what the adjoint
action looks like. Since the adjoint is a representation, we will present some representation theory of
solvable Lie algebras. Perhaps the most important result is the following:

Theorem 6 (Lie’s theorem [9]). Let 𝔤 be a solvable Lie algebra over a field K ⊆ C of characteristic
0 and 𝑉 be a nonzero K-vector space. If 𝜋 ∶ 𝔤 → 𝔤𝔩(𝑉 ) is a representation and the eigenvalues of 𝜋(𝑥)
lie in K for all 𝑥 ∈ 𝔤, then there exists a common eigenvector 𝑣 ∈ 𝑉 for all 𝜋(𝑥), 𝑥 ∈ 𝔤.

Using this theorem, we can construct a full flag 𝑉 = 𝑉0 ⊃ … ⊃ 𝑉𝑛 = {0} of invariant subspaces
in 𝑉 . For dim(𝑉 ) = 1 this is immediate. If dim(𝑉 ) = 𝑛 + 1, we can proceed by induction: we assume
that for 𝑛-dimensional representations, we can find an invariant flag. We can use Lie’s theorem to
find a simultaneous eigenvector 𝑣 ∈ 𝑉 . Then 𝑊 = 𝑉 / span {𝑣} is an 𝑛-dimensional vector space, and
since span 𝑣 is an invariant subspace, we can define the quotient representation 𝜋′(𝑥)(𝑤 + span {𝑣}) =
𝜋(𝑥)𝑤 + span {𝑣} which still satisfies the condition of Lie’s theorem. Hence we can find a full flag
𝑊 = 𝑊0 ⊃ … ⊃ 𝑊𝑛 = {0} which is invariant under 𝜋′. Then we can set 𝑉𝑖 = 𝑝−1(𝑊𝑖) for 𝑖 = 0, … , 𝑛
and 𝑉𝑛+1 = {0}, where 𝑝 ∶ 𝑉 → 𝑊 is the canonical projection. This is an invariant flag in 𝑉 , since if
𝑥 ∈ 𝔤 and 𝑢 ∈ 𝑉𝑗, then 𝑢 + span {𝑣} = 𝑝(𝑢) ∈ 𝑊𝑗 so 𝜋(𝑥)(𝑣) + span {𝑣} = 𝜋′(𝑥)(𝑢 + span {𝑣}) ⊆ 𝑊𝑗,
hence 𝜋(𝑥)(𝑣) ∈ 𝑝−1(𝑊𝑗) = 𝑉𝑗.

Now let 𝑖 ∈ {1, … , 𝑛}. Then under the quotient representation 𝜋′ ∶ 𝔤 → 𝔤𝔩(𝑉 /𝑉𝑖−1), 𝑉𝑖/𝑉𝑖−1 is an
invariant subspace of 𝑉 /𝑉𝑖−1 of dimension 1. Hence for each 𝑥 ∈ 𝔤, 𝜋′(𝑥) acts as a scalar on 𝑉𝑖/𝑉𝑖−1.
As a result, we can define the map 𝜆𝑖 ∶ 𝔤 → C which sends each 𝑥 to that scalar: 𝜋(𝑥)𝑣 = 𝜆𝑖(𝑥)𝑣 for all
𝑣 ∈ 𝑉𝑖/𝑉𝑖−1. These 𝜆𝑖 are examples of weights. In general, any K-linear function 𝔤 → C such that the
weight space{𝑣 ∈ 𝑉 ∣ 𝜋(𝑥)𝑣 = 𝜆(𝑥)𝑣} is nontrivial is called a weight of 𝜋. Since 𝜋 is a homomorphism,
it is immediate that weights are also homomorphisms.
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The weight 𝜆𝑖 is only a weight of 𝜋′, not of 𝜋: for 𝑥 ∈ 𝔤 and 𝑣 ∈ 𝑉𝑖 we have 𝜆𝑖(𝑥)(𝑣 + 𝑉𝑖−1) =
𝜋′(𝑥)(𝑣 + 𝑉𝑖−1) = 𝜋(𝑥)𝑣 + 𝑉𝑖−1, hence 𝜋(𝑥)𝑣 = 𝜆𝑖(𝑥)𝑣 + 𝑤 for some 𝑤 ∈ 𝑉𝑖−1, i.e. 𝜋(𝑥) acts as a scalar
modulo 𝑉𝑖−1. AK-linear function 𝜆∶ 𝔤 → Cwill be called a generalized weight if there exists an invari-
ant subspace 𝑊 of 𝑉 such that 𝜆 is a weight of the quotient representation on 𝑉 /𝑊 . It turns out that
𝜆1, … , 𝜆𝑛 are all the generalized weights of 𝑉 [1].

This tells us a lot about what such a representation looks like: if we pick a basis 𝑣1, … , 𝑣𝑛 such that
𝑣𝑖 ∈ 𝑉𝑖 � 𝑉𝑖−1, which we will call an adapted basis, then we see that for any 𝑥 ∈ 𝔤, 𝜋(𝑥)𝑣𝑖 = 𝜆𝑖(𝑥)𝑣𝑖 + 𝑤
for some 𝑤 ∈ 𝑉𝑖−1 = span {𝑣1, … , 𝑣𝑖−1}. In other words, 𝜋(𝑥) is upper triangular with 𝜆1(𝑥), … , 𝜆𝑛(𝑥)
on the diagonal. Hence 𝜆1(𝑥), … , 𝜆𝑛(𝑥) are the eigenvalues of 𝜋(𝑥).

This theorem is particularly powerful for complex Lie algebras, since C is algebraically closed, so
we can always find a basis to make any representation upper-triangular. However, we work with real
Lie algebras here, hence representations cannot bemade upper-triangular in general, as theymay have
complex eigenvalues. We will first restrict our attention to the case where 𝔤 is a real Lie algebra where
the eigenvalues of the adjoint representation are all real. Such a Lie algebra is called split-solvable or
completely solvable.

If 𝔤 is split-solvable, we can apply Lie’s theorem on the adjoint representation, hence we have
weights 𝜆1, … , 𝜆𝑛 ∶ 𝔤 → R such that for all 𝑥 ∈ 𝔤,

ad𝑥 =
⎛⎜⎜⎜
⎝

𝜆1(𝑥)
⋱ ∗

0 ⋱
𝜆𝑛(𝑥)

⎞⎟⎟⎟
⎠

in the adapted basis. On the Lie group level, this gives us

Adexp(𝑥) = exp(ad𝑥) =
⎛⎜⎜⎜⎜
⎝

𝑒𝜆1(𝑥)

⋱ ∗
0 ⋱

𝑒𝜆𝑛(𝑥)

⎞⎟⎟⎟⎟
⎠

(7.1)

Now since exp(𝔤) generates 𝐺 by proposition 2, we see that for 𝑔 ∈ 𝐺, Ad𝑔 is a product of such ma-
trices, and is therefore again upper-triangular. Therefore, the diagonal entries (and thus eigenvalues)
of Ad𝑔 are homomorphisms in 𝑔. We denote the 𝑖’th diagonal entry of Ad𝑔 by 𝜒𝑖(𝑔), and we will call
these the weights of 𝐺. From eq. (7.1), it is evident that 𝜒𝑖(exp(𝑥)) = 𝑒𝜆𝑖(𝑥), and thus 𝑑𝜒𝑖 = 𝜆𝑖. By
theorem 3, this relation uniquely determines 𝜒𝑖 for each 𝑖.

7.3. Lower bound on 𝛿𝐹 for split-solvable Lie groups
Theorem 7. Let 𝐺 be a connected split-solvable Lie group with generalized weights 𝜆1, … , 𝜆𝑛. Then
there exist unique homomorphisms 𝜒1, … , 𝜒𝑛 ∶ 𝐺 → R>0 such that d𝜒𝑖 = 𝜆𝑖 for each 𝑖, and for any
compact set 𝐹 ⊆ 𝐺,

𝛿𝐹 ≥
𝑛

∏
𝑘=1

inf
𝑔∈𝐹

𝜒𝑘(𝑔).

Proof. For the upper triangular elements, we will use the notation 𝑔𝑖,𝑗 for the (𝑖, 𝑗) matrix element of
Ad𝑔 in the 𝑣1, … , 𝑣𝑛 basis. As a matrix,

Ad𝑔 =
⎛⎜⎜⎜
⎝

𝜒1(𝑔) 𝑔1,2 … 𝑔1,𝑛
𝜒2(𝑔) ⋱ ⋮

⋱ 𝑔𝑛−1,𝑛
𝜒𝑛(𝑔)

⎞⎟⎟⎟
⎠

(7.2)

Let 𝐶ℎ = {𝑥 ∈ 𝔤 ∣ |𝑥𝑘| ≤ ℎ𝑘 ∀𝑘 = 1, … , 𝑛}. We consider the symmetric neighborhood basis C =
{𝐶ℎ ∣ ℎ > 0}.

We define 𝑀 = sup
𝑔∈𝐹

|| Ad𝑔−1 ||, which is finite since 𝑔 ↦ || Ad𝑔−1 || is continuous and 𝐹 is compact.

Note in particular that for any 𝑔 ∈ 𝐹 , |(𝑔−1)𝑖,𝑗| ≤ 𝑀 for all 𝑖, 𝑗. Furthermore, define 𝜇𝑖 ∶= inf
𝑔∈𝐹

𝜒𝑘(𝑔) and
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let 𝜇max = max{𝜇1, … , 𝜇𝑛}.
We define 𝐶ℎ = {𝑥 ∈ 𝔤 ∣ |𝑥𝑘| ≤ 𝜇𝑘 (ℎ𝑘 − 𝑛𝜇max𝑀ℎ𝑘+1) ∀𝑘 = 1, … , 𝑛}, which is nonempty for ℎ small
enough. We will show that for 𝑔 ∈ 𝐹 , Ad𝑔−1(𝐶ℎ) ⊆ 𝐶ℎ. It follows that 𝐶ℎ ⊆ Ad𝑔(𝐶ℎ) for all 𝑔 ∈ 𝐹 , i.e.

𝐶ℎ ⊆ ⋂𝑔∈𝐹 Ad𝑔(𝐶ℎ). Then a simple computation of the volumes of 𝐶ℎ and 𝐶ℎ allows us find the lower
bound on 𝛿𝐹 .

Let 𝑥 ∈ 𝐶ℎ. If we apply Ad𝑔−1 to 𝑥, we see from equation 7.2 that the resulting 𝑣𝑙 component is

(Ad𝑔−1(𝑥))𝑙 = 𝜒𝑙(𝑔−1)𝑥𝑙 +
𝑛

∑
𝑘=𝑙+1

(𝑔−1)𝑙,𝑘𝑥𝑘 = 𝜒𝑙(𝑔)−1𝑥𝑙 +
𝑛

∑
𝑘=𝑙+1

(𝑔−1)𝑙,𝑘𝑥𝑘.

Hence for 𝑔 ∈ 𝐹 and ℎ < 1

|(Ad𝑔−1(𝑥))𝑙| ≤ |𝜒𝑙(𝑔)|−1|𝑥𝑙| +
𝑛

∑
𝑘=𝑙+1

∣(𝑔−1)𝑙,𝑘∣ ⋅ |𝑥𝑘| (∗)

≤ 𝜇−1
𝑙 (𝜇𝑙 (ℎ𝑙 − 𝑛𝜇max𝑀ℎ𝑙+1)) + 𝑛𝑀𝜇maxℎ𝑙+1

= ℎ𝑙

Where the summation at (∗) can be estimated by noting that for 𝑘 ≥ 𝑙 + 1,

|𝑥𝑘| ≤ 𝜇𝑘(ℎ𝑘 − 𝑛𝜇max𝑀ℎ𝑘+1)
≤ 𝜇𝑘ℎ𝑘 ≤ 𝜇maxℎ𝑘

≤ 𝜇maxℎ𝑙+1 when ℎ < 1.

Since there are always fewer than 𝑛 terms in the sum, we find the upper bound 𝑛𝑀𝜇maxℎ𝑙+1.
Looking at the bounds on the coordinates ofAd𝑔−1(𝑥), we see thatAd𝑔−1(𝑥) ∈ 𝐶ℎ, thus indeedAd𝑔−1(𝐶ℎ) ⊆
𝐶ℎ.

To compute the volumes of 𝐶ℎ and 𝐶ℎ, we note that both sets are hyperrectangles where the side
length along the 𝑣𝑘 axis is twice the upper bound on |𝑥𝑘|. Hence for ℎ small enough,

Λ (𝐶ℎ) =
𝑛

∏
𝑘=1

2𝜇𝑘 (ℎ𝑘 − 𝑛𝜇max𝑀ℎ𝑘+1) = 2𝑛 (
𝑛

∏
𝑘=1

𝜇𝑘) ℎ𝑁 + O(ℎ𝑁+1)

where 𝑁 = 1 + … + 𝑛.
The volume of 𝐶ℎ is simply Λ(𝐶ℎ) =

𝑛
∏

𝑘=1
2ℎ𝑘 = 2𝑛ℎ𝑁 . This gives

𝛿0
𝐹 (𝐶ℎ) =

2𝑛 (
𝑛
∏

𝑘=1
𝜇𝑘) ℎ𝑁 + O(ℎ𝑁+1)

2𝑛ℎ𝑁 =
𝑛

∏
𝑘=1

𝜇𝑘 + O(ℎ).

Then 𝛿0
𝐹 (C) = lim inf

𝐶∈C
𝛿0

𝐹 (𝐶) = lim
ℎ→0

(
𝑛
∏

𝑘=1
𝜇𝑘 + O(ℎ)) =

𝑛
∏

𝑘=1
𝜇𝑘, so 𝛿0

𝐹 ≥
𝑛
∏

𝑘=1
𝜇𝑘. Then by proposition 5,

𝛿𝐹 ≥
𝑛
∏

𝑘=1
𝜇𝑘 =

𝑛
∏

𝑘=1
inf
𝑔∈𝐹

𝜒𝑘(𝑔)

Note that for unimodular groups, the given lower bound of 𝛿𝐹 is at most 1:

𝑛
∏
𝑘=1

inf
𝑔∈𝐹

𝜒𝑘(𝑔) ≤ inf
𝑔∈𝐹

𝑛
∏
𝑘=1

𝜒𝑘(𝑔) = inf
𝑔∈𝐹

det(Ad𝑔) = 1.

This is to be expected, since for unimodular groups we have 𝛿𝐹 ≤ 1.
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7.4. Lower Bound in Terms of the Lie Algebra
In many cases, it may be difficult to compute the weights of 𝐺, but it is easier to work with the adjoint
representation of the Lie algebra. For solvable Lie groups, exp(𝔤) is dense in 𝐺 [5]. This can be used to
evaluate or estimate inf

𝑔∈𝐹
𝜒𝑖(𝑔) in terms of 𝜆𝑖. For example, one can use the following statement:

Proposition 6. Let 𝐺 be a solvable Lie group. Suppose 𝜙∶ 𝐺 → R>0 is a homomorphism and 𝐹 ⊆ 𝐺
is nonempty, compact and has dense interior. Then

inf
𝑔∈𝐹

𝜙(𝑔) = inf
𝑥∈exp−1(𝐹)

𝑒𝑑𝜙(𝑥).

Proof. Let 𝔤 = Lie(𝐺). For solvable Lie groups, exp(𝔤) is dense in𝐺. Now int(𝐹) is open, and nonempty
by density, hence exp(𝔤) ∩ int(𝐹) is dense in int(𝐹), and thus also in 𝐹 .

Therefore
inf

𝑥∈exp−1(𝐹)
𝑒𝑑𝜙(𝑥) = inf

𝑥∈exp−1(𝐹)
𝜙(exp(𝑥)) = inf

𝑔∈𝐹∩exp(𝔤)
𝜙(𝑔),

since {exp(𝑥)|𝑥 ∈ exp−1(𝐹)} = 𝐹 ∩ exp(𝔤).
Then by density of 𝐹 ∩ exp(𝔤) in 𝐹 and continuity of 𝜙, the result follows.

Note that any nonempty 𝐹 is compact and has dense interior if and only if it is the closure of an
open relatively compact set.
Using this proposition, if 𝐹 is nice enough, the lower bound on 𝛿𝐹 can be computed in the Lie algebra,
without needing to compute the weights of 𝐺. This is particularly useful when defining 𝐹 in terms of
the Lie algebra.
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Solvable Lie groups

In this chapter, we will extend our result for split-solvable Lie groups to all solvable Lie groups. We
work out an example to show how our previous method fails and how it can be amended to work in this
more general case. Then we explain how to use complexification in combination with Lie’s theorem in
order to prove a lower bound for all solvable Lie groups.

8.1. Example: the diamond Lie algebra
The diamond Lie algebra 𝔡 is an example of a solvable Lie algebra that is not split-solvable. It is gen-
erated by 4 elements 𝑋, 𝑌 , 𝑍, 𝐴, where the bracket is defined by [𝐴, 𝑋] = 𝑌 , [𝐴, 𝑌 ] = −𝑋, [𝑋, 𝑌 ] = 𝑍,
and 𝑍 is a central element. Then 𝔡(1) = [𝔡, 𝔡] = span {𝑋, 𝑌 , 𝑍} which is the Heisenberg algebra 𝔥,
which is nilpotent, so 𝔡 is solvable. To see that it is not split-solvable, we observe that in the ordered
basis (𝑋, 𝑌 , 𝑍, 𝐴),

ad𝐴 =
⎛⎜⎜⎜
⎝

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎞⎟⎟⎟
⎠

,

which has eigenvalues 0 and ±𝑖.
Furthermore, it is easily seen that ad𝑥 has no nonzero diagonal entries for any 𝑥 ∈ 𝔡, hence 𝔡 is uni-
modular.

Note that 𝔡 = 𝔥 ⋊ span {𝐴} ≅ 𝔥 ⋊ R, hence 𝔡 is the Lie algebra of 𝐷 = 𝐻 ⋊ R for some semidirect
product structure, where 𝐻 is the Heisenberg group and R is the additive Lie group. Using the nota-
tion of chapter 5 for elements of 𝐻, we can construct any element of 𝔡 as 𝐷(𝑎, 𝑏, 𝑐, 𝑢) ∶= (𝐻(𝑎, 𝑏, 𝑐), 𝑢)
for 𝑎, 𝑏, 𝑐, 𝑢 ∈ R. For convenience, we will write 𝐻(𝑎, 𝑏, 𝑐) and 𝑢 for the natural embedding in 𝐷, so
𝐷(𝑎, 𝑏, 𝑐, 𝑢) = 𝐻(𝑎, 𝑏, 𝑐) ⋅ 𝑢 as a product in 𝐷.

To compute the adjoint action of 𝐷 on 𝔡, we can split it up as Ad𝐷(𝑎,𝑏,𝑐,𝑢) = Ad𝐻(𝑎,𝑏,𝑐) Ad𝑢. For
the additive Lie group R, the exponential map span{𝐴} → R is simply the identity, in the sense that
exp(𝑢𝐴) = 𝑢. Note that if 𝜑∶ R → 𝐻 is a one-parameter group, then through the natural embedding
it is also a one-parameter group in 𝐷. Hence it follows that for 𝑥 ∈ 𝔥, the exponential maps of 𝐻 and
𝐷 agree. The same holds for the exponential map of R. Hence there is no ambiguity when using the
exponential of an element in 𝔥 or R, as it coincides with the exponential on 𝔡.

Hence

Ad𝑢 = Adexp(𝑢𝐴) = exp(ad𝑢𝐴) = exp
⎛⎜⎜⎜
⎝

0 −𝑢 0 0
𝑢 0 0 0
0 0 0 0
0 0 0 0

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜
⎝

cos(𝑢) − sin(𝑢) 0 0
sin(𝑢) cos(𝑢) 0 0

0 0 1 0
0 0 0 1

⎞⎟⎟⎟
⎠

.

27
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We also need to know how Ad𝐻(𝑎,𝑏,𝑐) acts on 𝐴. Since exp(𝑎𝑋) = 𝐻(𝑎, 0, 0), we can compute

Ad𝐻(𝑎,0,0) 𝐴 = Adexp(𝑎𝑋) 𝐴 = exp(𝑎 ⋅ ad𝑋)𝐴 = exp
⎛⎜⎜⎜
⎝

0 0 0 0
0 0 0 −𝑎
0 𝑎 0 0
0 0 0 0

⎞⎟⎟⎟
⎠

⋅
⎛⎜⎜⎜
⎝

0
0
0
1

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜
⎝

1 0 0 0
0 1 0 −𝑎
0 𝑎 1 −𝑎2/2
0 0 0 1

⎞⎟⎟⎟
⎠

⎛⎜⎜⎜
⎝

0
0
0
1

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜
⎝

0
−𝑎

−𝑎2/2
1

⎞⎟⎟⎟
⎠

= −𝑎𝑌 − 1
2𝑎2𝑍 + 𝐴,

where the exponential of the matrix can be evaluated with the power series. Similarly Ad𝐻(0,𝑏,0) 𝐴 =
𝑏𝑋 − 1

2 𝑏2𝑍 + 𝐴 and Ad𝐻(0,𝑏,0) 𝑍 = 𝑍, and Ad𝐻(0,0,𝑐) = 𝐼 since it is a central element.
Thus, all combined this gives

Ad𝐷(𝑎,𝑏,𝑐,𝑢) 𝑋 = Ad𝐻(𝑎,𝑏,𝑐) Ad𝑢 𝑋 = Ad𝐻(𝑎,𝑏,𝑐)(cos(𝑢)𝑋 + sin(𝑢)𝑌 )
= cos(𝑢)𝑋 + sin(𝑢)𝑌 + (𝑎 sin(𝑢) − 𝑏 cos(𝑢))𝑍

Ad𝐷(𝑎,𝑏,𝑐,𝑢) 𝑌 = Ad𝐻(𝑎,𝑏,𝑐) Ad𝑢 𝑋
= Ad𝐻(𝑎,𝑏,𝑐)(− sin(𝑢)𝑋 + cos(𝑢)𝑌 ) = − sin(𝑢)𝑋 + cos(𝑢)𝑌 + (𝑎 cos(𝑢) + 𝑏 sin(𝑢))𝑍

Ad𝐷(𝑎,𝑏,𝑐,𝑢) 𝑍 = Ad𝐻(𝑎,𝑏,𝑐) 𝑍 = 𝑍
Ad𝐷(𝑎,𝑏,𝑐,𝑢) 𝐴 = Ad𝐻(𝑎,𝑏,𝑐) Ad𝑢 𝐴 = Ad𝐻(𝑎,𝑏,𝑐) 𝐴 = Ad𝐻(0,𝑏,0) Ad𝐻(𝑎,0,0) Ad𝐻(0,0,𝑐) 𝐴

= Ad𝐻(0,𝑏,0) (−𝑎𝑌 − 1
2𝑎2𝑍 + 𝐴)

= −𝑎𝑌 − 1
2𝑎2𝑍 + 𝑏𝑋 − 1

2𝑏2𝑍 + 𝐴 = 𝑏𝑋 − 𝑎𝑌 − 1
2(𝑎2 + 𝑏2)𝑍 + 𝐴

If we order our basis as (𝑍, 𝑋, 𝑌 , 𝐴), the adjoint has the following matrix form:

Ad𝐷(𝑎,𝑏,𝑐,𝑢) =
⎛⎜⎜⎜
⎝

1 𝑎 sin(𝑢) − 𝑏 cos(𝑢) 𝑎 cos(𝑢) + 𝑏 sin(𝑢) − 1
2 (𝑎2 + 𝑏2)

0 cos(𝑢) − sin(𝑢) 𝑏
0 sin(𝑢) cos(𝑢) −𝑎
0 0 0 1

⎞⎟⎟⎟
⎠

. (8.1)

This is not quite upper triangular, but if we consider the rotation matrix in the middle as one block,
we do see that it has a block-diagonal structure. We will use the notation 𝑅(𝜃) = ( cos(𝜃) − sin(𝜃)

sin(𝜃) cos(𝜃) ) for the
rotation matrix on R2 around 𝜃 radians clockwise.

We consider the adjoint action of 𝐹𝜌,𝜀 ∶= {𝐷(𝑎, 𝑏, 𝑐, 𝑢) ∣ 𝑎2 + 𝑏2 ≤ 𝜌2, |𝑐| ≤ 𝜀, |𝑢| ≤ 𝜀} on the neigh-
borhoods 𝐶ℎ,𝑟,𝜇 = {𝑥𝑋 + 𝑦𝑌 + 𝑧𝑍 + 𝑡𝐴 ∣ 𝑥2 + 𝑦2 ≤ 𝑟2, |𝑧| ≤ 𝑡, |𝑡| ≤ 𝜇}.

We let 𝐷(𝑎, 𝑏, 𝑐, 𝑢) ∈ 𝐹𝜌,𝜀, and take a point 𝑝 = 𝑥𝑋 + 𝑦𝑌 + 𝑧𝑍 + 𝑡𝐴 on the boundary of 𝐶𝑟,𝜇, so
𝑥2 + 𝑦2 = 𝑟2, |𝑡| = 𝜇 and |𝑧| = ℎ, and apply Ad𝐷(𝑎,𝑏,𝑐,𝑢) to it. First looking at the 𝑋 and 𝑌 components
of Ad𝐷(𝑎,𝑏,𝑐,𝑢)(𝑝)

∥(
(Ad𝐷(𝑎,𝑏,𝑐,𝑢)(𝑝))

𝑋
(Ad𝐷(𝑎,𝑏,𝑐,𝑢)(𝑝))

𝑌
)∥ = ∥(cos(𝑢)𝑥 − sin(𝑢)𝑦 + 𝑏𝑡

sin(𝑢)𝑥 + cos(𝑢)𝑦 − 𝑎𝑡)∥

= ∥𝑅(𝑢)(𝑥
𝑦) − 𝑡(−𝑏

𝑎 )∥

≥ ∣∥𝑅(𝑢)(𝑥
𝑦)∥ − |𝑡| ⋅ ∥(−𝑏

𝑎 )∥∣

≥ √𝑥2 + 𝑦2 − |𝑡|√𝑎2 + 𝑏2 if 𝑡 ≪ 𝑟
≥ 𝑟 − 𝜌𝜇
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The 𝐴 component is invariant under the adjoint, (Ad𝐷(𝑎,𝑏,𝑐,𝑢)(𝑝))
𝐴

= 𝑡. For the 𝑍 component, we

have

∣(Ad𝐷(𝑎,𝑏,𝑐,𝑢)(𝑝))
𝑍

∣ = ∣(𝑎 sin(𝑢) − 𝑏 cos(𝑢))𝑥 + (𝑎 cos(𝑢) + 𝑏 sin(𝑢))𝑦 − 1
2(𝑎2 + 𝑏2)𝑡 + 𝑧∣

≥ ∣|𝑧| − |(𝑎 sin(𝑢) − 𝑏 cos(𝑢))𝑥 + (𝑎 cos(𝑢) + 𝑏 sin(𝑢))𝑦 − 1
2(𝑎2 + 𝑏2)𝑡|∣

≥ ℎ − ∣(−𝑏
𝑎 ) ⋅ 𝑅(𝑢)(𝑥

𝑦)∣ − 1
2(𝑎2 + 𝑏2)|𝑡| if 𝑥, 𝑦, 𝑡 ≪ ℎ

≥ ℎ − ∥(−𝑏
𝑎 )∥ ⋅ ∥(𝑥

𝑦)∥ − 𝜌2ℎ

≥ ℎ − 𝜌𝑟 − 1
2𝜌2𝜇

HenceAd𝐷(𝑎,𝑏,𝑐,𝑢) maps anypoint on the boundary of𝐶𝑟,ℎ,𝜇 to a point outside the interior of𝐶𝑟,ℎ,𝜇 ∶=
𝐶 ̂𝑟,ℎ̂,𝜇 with ̂𝑟 = 𝑟 − 𝜌ℎ and ℎ̂ = ℎ − 𝜌ℎ − 1

2 𝜌2𝜇. Since Ad𝐷(𝑎,𝑏,𝑐,𝑢) is a homeomorphism, it maps bound-

aries to boundaries and interiors to interiors, and hence the image of 𝐶𝑟,ℎ,𝜇 contains 𝐶𝑟,ℎ,𝜇. This holds

for any 𝐷(𝑎, 𝑏, 𝑐, 𝑢) ∈ 𝐹𝜌,𝜀, hence 𝐶𝑟,ℎ,𝜇 ⊆ ⋂
𝑔∈𝐹𝜌,𝜀

Ad𝑔(𝐶𝑟,ℎ,𝜇).

It follows that

𝛿0
𝐹𝜌,𝜀

(𝐶ℎ,𝑟,𝜇) =
Λ ( ⋂

𝑔∈𝐹𝜌,𝜀

Ad𝑔(𝐶𝑟,ℎ,𝜇))

Λ(𝐶𝑟,ℎ,𝜇) ≥
Λ (𝐶𝑟,ℎ,𝜇)
Λ(𝐶𝑟,ℎ,𝜇)

= 𝜋(𝑟 − 𝜌𝜇)2 ⋅ 2(ℎ − 𝜌𝑟 − 1
2 𝜌2𝜇) ⋅ 2𝜇

𝜋𝑟2 ⋅ 2ℎ ⋅ 2𝜇 = (1 − 𝜌𝜇
𝑟 )

2
(1 − 𝜌𝑟

ℎ − 𝜌2𝜇
ℎ )

In our computations, we needed 𝑥, 𝑦, 𝑡 ≪ ℎ and 𝑡 ≪ 𝑟, so we will accordingly choose our neighbor-
hoods such that 𝜇 = ℎ4 and 𝑟 = ℎ2, hence we define C = {𝐶ℎ2,ℎ,ℎ4 ∣ ℎ > 0}. Then

𝛿0
𝐹𝜌,𝜀

(C) = lim inf
𝐶∈C

𝛿0
𝐹𝜌,𝜀

= lim
ℎ→0

(1 − 𝜌ℎ2)2 (1 − 𝜌ℎ − 𝜌2ℎ3) = 1.

Hence 𝛿𝐹𝜌,𝜀
= 1.

Apparently, using mostly the same technique as in the split-solvable case, it is possible to work out
𝛿𝐹 for a solvable Lie groupwhich is not split-solvable. Themain difference is that in this case, the𝑋 and
𝑌 variables had to be treated together, as the adjoint action caused a rotation in the 𝑋 −𝑌 plane. In the
split-solvable case, we chose our neighborhood basis so that it shrunk at different rates along each of
the basis vectors. However, now the neighborhood basis needs to shrink at the same rate in the 𝑋 and
𝑌 directions, so that the cross-section of the neighborhoods is always circular. Then the rotating action
of the adjoint keeps everything in this circle (up to the action of the 𝐴 coordinate which disappears in
the limit as we go to smaller neighborhoods). If instead the neighborhood basis shrinks as ℎ𝑘 in the 𝑋
direction and ℎ𝑘+1 in the 𝑌 direction for some 𝑘, then the adjoint action would rotate the neighborhood
so that the image of the neighborhood only shrinks as ℎ𝑘 in the 𝑌 direction, which would break our
computation of 𝛿𝐹 . This is a direct result of the one nonzero entry below the diagonal in eq. (8.1).

In the rest of the chapter, we show that these pairs of coordinates in which the adjoint action acts as
a rotation occur more generally in solvable Lie algebras, and are essentially the only thing that makes
the situationmore complicated than the split-solvable case. In the general case, the rotation can also be
paired by a shrinking factor determined by the generalized weights, as in the split-solvable case, which
will determine the lower bound on 𝛿𝐹 that is presented in theorem 9.

8.2. Complexification
In the example, we used a similar method as in the previous chapter to compute 𝛿𝐹 for a solvable Lie
algebra which is not split-solvable. We would like to extend our result from the previous chapter to
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the general solvable case, however, Lie’s theorem is not applicable to all real solvable Lie algebras. It
is always possible to embed the real Lie algebra in a complex Lie algebra, called its complexification.
For any real vector space 𝑉 , we can define the complexification 𝑉C = 𝑉 ⊗R C. It is conventional to
suggestively denote 𝑣⊗𝑎 by 𝑎𝑣. We can define conjugation on 𝑉C by setting 𝑣 ⊗ 𝑎 = 𝑣⊗𝑎 and extending
linearly. If 𝑣 ∈ 𝑉C satisfies 𝑣 = 𝑣, we will call 𝑣 a real vector. We can view 𝑉 to be the subset 𝑉 ⊗1 in 𝑉C,
so that the set of real vectors in 𝑉C is 𝑉 . Any 𝑣 ∈ 𝑉 can be uniquely decomposed as 𝑣 = 𝑢+𝑖𝑤with 𝑢 and
𝑤 real vectors, in factRe(𝑣) ∶= (𝑣+𝑣)/2 and Im(𝑣) ∶= (𝑣−𝑣)/2𝑖 are real vectors and 𝑣 = Re(𝑣)+𝑖 Im(𝑣).
This is often a more practical way of working with a vector in 𝑉𝐶 in terms of vectors in 𝑉 .

A real Lie algebra 𝔤 can also be complexified: as a vector space, the complexification of 𝔤 is 𝔤C, and
we define its Lie bracket by setting [𝑣 ⊗ 𝑎, 𝑤 ⊗ 𝑏] = [𝑣, 𝑤] ⊗ 𝑎𝑏, which extends uniquely to a bilinear map
𝔤C × 𝔤C → 𝔤C.

If 𝔤 is solvable, then so is 𝔤C. This follows from the fact that [𝔤C, 𝔤C] = [𝔤, 𝔤]C, since [𝔤C, 𝔤C] =
span {[𝑣 ⊗ 𝑎, 𝑤 ⊗ 𝑏] ∣ 𝑣, 𝑤 ∈ 𝔤, 𝑎, 𝑏 ∈ C} = span {[𝑣, 𝑤] ⊗ 𝑎𝑏 ∣ 𝑣, 𝑤 ∈ 𝔤, 𝑎, 𝑏 ∈ C} = [𝔤, 𝔤]C. Then 𝔤𝑛

C =
(𝔤𝑛)C, and if 𝔤 is solvable there exists an 𝑚 such that 𝔤𝑚 = {0}, so 𝔤𝑚

C = {0} too.
Therefore, if we have a real Lie algebra 𝔤 with a representation 𝜋 ∶ 𝔤 → 𝔤𝔩(𝑉 ) of a real vector space

𝑉 , we can complexify 𝔤 and extend 𝜋 to a complex representation 𝔤C → 𝔤𝔩(𝑉C). Note that any 𝑇 ∈ 𝔤𝔩(𝑉 )
extends naturally to a complex linear operator on 𝑉C by setting 𝑇 (𝑣 + 𝑖𝑤) = 𝑇 𝑣 + 𝑖𝑇 𝑤 for 𝑣, 𝑤 ∈ 𝑉 , and
hence 𝜋 extends naturally to 𝔤C by setting 𝜋(𝑥 + 𝑖𝑦) = 𝜋(𝑥) + 𝑖𝜋(𝑦). Then we can find a basis of 𝔤C that
makes 𝜋(𝑥) upper triangular for all 𝑥 ∈ 𝔤C. However, if not all eigenvalues of the representation are
real, this basis will not consist of real vectors.

8.3. Adapting Lie’s theorem to real Lie algebras
Even though R is not algebraically closed, the roots of real polynomials are either real or come in con-
jugate pairs. As a result, we can adapt Lie’s theorem somewhat to obtain a flag of invariant subspaces
where some of the subspaces are 2 dimensions larger than the previous one.

Effectively, Lie’s theorem in the complex case says that any representation has a one-dimensional
(and thus irreducible) invariant subspace. In the real case, it is still always possible to find an irreducible
invariant subspace, though it might be 2-dimensional.

Proposition 7. Let 𝔤 be a real solvable lie algebra, and 𝜋 ∶ 𝔤 → 𝔤𝔩(𝑉 ) be an irreducuble representa-
tion on a nontrivial real vector space 𝑉 . Then 𝑉 is one of the following:

(i) 𝑉 = R𝑣 for some 0 ≠ 𝑣 ∈ 𝑉 and 𝜋 has a real-valued weight

𝜋(𝑥)𝑣 = 𝜆(𝑥)𝑣 ∀𝑥 ∈ 𝔤

(ii) 𝑉 = span{𝑣1, 𝑣2} for 𝑣1, 𝑣2 ∈ 𝑉 independent, and 𝜋 has a has two weights 𝜆 and 𝜆 which are
each other’s conjugates, such that

𝜋(𝑥)(𝑣1 + 𝑖𝑣2) = 𝜆(𝑥)(𝑣1 + 𝑖𝑣2)

𝜋(𝑥)(𝑣1 − 𝑖𝑣2) = 𝜆(𝑥)(𝑣1 − 𝑖𝑣2)
for all 𝑥 ∈ 𝔤

Any finite-dimensional representation has an irreducible subrepresentation, since we can keep ex-
tracting invariant subspaces from reducible subrepresentations until we encounter an irreducible one,
which we are guaranteed to find since one-dimensional representations are irreducible.

Hence, for any representation 𝜋 of a real solvable Lie algebra, we can always find an invariant sub-
space on which 𝜋 acts as either case (1) or (2).

Similarly to Lie’s theorem, we can use an induction argument to obtain a flag of invariant subspaces.

Theorem 8 (Prop 1.3.7 [1]). Let 𝔤 be a real solvable Lie algebra with a representation 𝜋 ∶ 𝔤 → 𝔤𝔩(𝑉 )
for a nontrivial real vector space 𝑉 . Then there exists a basis {𝑣1, … , 𝑣𝑛} of 𝑈 = 𝑉C such that

(a) For all 𝑖 = 1, … , 𝑛, 𝑈𝑖 = span{𝑣1, … , 𝑣𝑖} is an invariant subspace, and we have a corresponding
generalized weight 𝜆𝑖 which is a weight on 𝑈/𝑈𝑖−1.



8.3. Adapting Lie’s theorem to real Lie algebras 31

(b) If 𝑈𝑖 ≠ 𝑈𝑖, then 𝑣𝑖+1 = 𝑣𝑖 and 𝜆𝑖+1 = 𝜆𝑖

(c) If 𝑈𝑖 = 𝑈𝑖 and 𝑈𝑖−1 = 𝑈𝑖−1, then 𝑣𝑖 ∈ 𝑉 and 𝜆𝑖 is real-valued.

This means that we have some indices corresponding to a real-valued generalized weight and a real
basis vector, and some consecutive pairs of indices corresponding to conjugate pairs of generalized
weights and basis vectors. We will call such 𝑖, 𝑖 + 1 paired indices. An index that is not in any such pair
will be called unpaired.

Using this theorem, we can define an adjusted basis {𝑣′
1, … , 𝑣′

𝑛} where if 𝑖, 𝑖 + 1 are paired indices,
we set 𝑣′

𝑖 = 1
2 (𝑣𝑖 + 𝑣𝑖+1) and 𝑣′

𝑖+1 = 1
2𝑖 (𝑣𝑖 − 𝑣𝑖+1). Otherwise, we set 𝑣′

𝑖 = 𝑣𝑖. Therefore, all 𝑣𝑖 are real
vectors. We will call such a basis an R-adapted basis. Let 𝑖, 𝑖 + 1 be paired indices and let 𝜋′ be the
quotient representation on 𝑈/𝑈𝑖−1. Then in the basis {𝑣𝑖 + 𝑈𝑖−1, 𝑣𝑖+1 + 𝑈𝑖−1}, we have

𝜋′|𝑈𝑖+1/𝑈𝑖
(𝑥) = (𝜆𝑖(𝑥) 0

0 𝜆𝑖(𝑥)).

To convert this to the new basis, we conjugate by the transition matrix from {𝑣𝑖, 𝑣𝑖+1} to {𝑣′
𝑖, 𝑣′

𝑖+1} to
obtain

𝜋′|𝑈𝑖+1/𝑈𝑖
(𝑥) = (

1
2

1
21

2𝑖 − 1
2𝑖

)(𝜆𝑖(𝑥) 0
0 𝜆𝑖(𝑥))(

1
2

1
21

2𝑖 − 1
2𝑖

)
−1

= (
1
2 (𝜆𝑖(𝑥) + 𝜆𝑖(𝑥)) − 1

2𝑖 (𝜆𝑖(𝑥) − 𝜆𝑖(𝑥))
1
2𝑖 (𝜆𝑖(𝑥) − 𝜆𝑖(𝑥)) 1

2 (𝜆𝑖(𝑥) + 𝜆𝑖(𝑥)) ) = (Re 𝜆𝑖(𝑥) − Im 𝜆𝑖(𝑥)
Im 𝜆𝑖(𝑥) Re 𝜆𝑖(𝑥) )

Therefore, for paired indices 𝑖, 𝑖 + 1,

𝜋′(𝑥)(𝑎𝑣′
𝑖 + 𝑏𝑣′

𝑖+1 + 𝑈𝑖−1) = (Re 𝜆𝑖(𝑥) − Im 𝜆𝑖(𝑥)
Im 𝜆𝑖(𝑥) Re 𝜆𝑖(𝑥) )(𝑎

𝑏) + 𝑈𝑖−1

= (𝑎 Re 𝜆𝑖(𝑥) − 𝑏 Im 𝜆𝑖(𝑥))𝑣′
𝑖 + (𝑎 Im 𝜆𝑖(𝑥) + 𝑏 Re 𝜆(𝑥))𝑣′

𝑖+1 + 𝑈𝑖−1

And for an unpaired index 𝑖 we still have 𝜋′(𝑥)(𝑣𝑖 + 𝑈𝑖−1) = 𝜆𝑖(𝑥)𝑣𝑖 + 𝑈𝑖−1.
Hence in the {𝑣′

1, … , 𝑣′
𝑛} basis, 𝜋(𝑥) is matrix containing singular entries and 2 by 2 blocks on the

diagonal, with all entries below the block-diagonal being 0. So, for example, if 1 and 6 are unpaired
indices, and 2,3 and 4,5 are paired indices, we have

𝜋(𝑥) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆1(𝑥)
Re 𝜆2(𝑥) − Im 𝜆2(𝑥) ∗
Im 𝜆2(𝑥) Re 𝜆2(𝑥)

Re 𝜆4(𝑥) − Im 𝜆4(𝑥)
0 Im 𝜆4(𝑥) Re 𝜆4(𝑥)

𝜆6(𝑥)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(8.2)

Furthermore, when restricted to 𝑉 = spanR{𝑣′
1, … , 𝑣′

𝑛}, 𝜋 is the original real representation on 𝔤,
hence in this basis 𝜋(𝑥) is a real matrix for all 𝑥.

We will again apply this to the adjoint representation of 𝔤, and use this to derive the structure of the
adjoint representation on 𝐺 using the equality Adexp(𝑥) = exp(ad𝑥). We use the following proposition
to compute Adexp(𝑥):

Proposition 8. Let 𝐴, 𝐵 be block-upper-triangular matrices with matching diagonal structure, i.e.

𝐴 =
⎛⎜⎜⎜
⎝

𝐴1
⋱ ∗

0 ⋱
𝐴𝑘

⎞⎟⎟⎟
⎠

, 𝐵 =
⎛⎜⎜⎜
⎝

𝐵1
⋱ ∗

0 ⋱
𝐵𝑘

⎞⎟⎟⎟
⎠

where 𝐴𝑖 and 𝐵𝑖 are square blocks of the same size for each 𝑖. Then
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(a)

𝐴𝐵 =
⎛⎜⎜⎜
⎝

𝐴1𝐵1
⋱ ∗

0 ⋱
𝐴𝑘𝐵𝑘

⎞⎟⎟⎟
⎠

(b)

exp(𝐴) =
⎛⎜⎜⎜
⎝

exp(𝐴1)
⋱ ∗

0 ⋱
exp(𝐴𝑘)

⎞⎟⎟⎟
⎠

Now using the fact that

exp (𝑎 −𝑏
𝑏 𝑎 ) = 𝑒𝑎(cos(𝑏) − sin(𝑏)

sin(𝑏) cos(𝑏) ) = 𝑒𝑎𝑅(𝑏)

for all 𝑎, 𝑏 ∈ R, we have

exp (Re 𝜆 − Im 𝜆
Im 𝜆 Re 𝜆 ) = 𝑒Re 𝜆(Im cos(𝜆) − sin(Im 𝜆)

sin(Im 𝜆) cos(Im 𝜆) ) = 𝑒Re 𝜆𝑅(Im 𝜆) (8.3)

for any 𝜆 ∈ C. Hence we know what the block-diagonal of Adexp(𝑥) looks like. For example, the expo-
nential of the matrix in eq. (8.2) is

⎛⎜⎜⎜⎜⎜
⎝

𝑒𝜆1(𝑥)

𝑒Re 𝜆2(𝑥) cos(Im 𝜆2(𝑥)) −𝑒Re 𝜆2(𝑥) sin(Im 𝜆2(𝑥)) ∗
𝑒Re 𝜆2(𝑥) sin(Im 𝜆2(𝑥)) 𝑒Re 𝜆2(𝑥) cos(Im 𝜆2(𝑥))

𝑒Re 𝜆4(𝑥) cos(Im 𝜆4(𝑥)) −𝑒Re 𝜆4(𝑥) sin(Im 𝜆4(𝑥))
0 𝑒Re 𝜆4(𝑥) sin(Im 𝜆4(𝑥)) 𝑒Re 𝜆4(𝑥) cos(Im 𝜆4(𝑥))

𝑒𝜆6(𝑥)

⎞⎟⎟⎟⎟⎟
⎠

Now we can use proposition 2 and proposition 8 to deduce that for any 𝑔 ∈ 𝐺, Ad𝑔 again has the
same block sizes on the diagonal. The 1 × 1 blocks corresponding to unpaired indices 𝑖 will again be
denoted 𝜒𝑖(𝑔), and we still have 𝑑𝜒𝑖 = 𝜆𝑖. For paired indices 𝑖, 𝑖 + 1, we denote the 2 × 2 block by
𝑇𝑖(𝑔). Since 𝑇𝑖(𝑔) is a product of matrices of the same form as in eq. (8.3), we see that 𝑇𝑖(𝑔) is a real
scalar times an orthogonal matrix, and if we choose the scalar positive, they are uniquely determined,
and will be denoted 𝜒𝑖(𝑔) and 𝑂𝑖(𝑔) respectively. It follows from proposition 8(a) that they are both
homomorphisms. Also note that ||𝑇𝑖(𝑥)|| = |𝜒𝑖(𝑔)| ⋅ ||𝑂𝑖(𝑥)|| = 𝜒𝑖(𝑔).
Since 𝑇𝑖(exp(𝑥)) = 𝜒𝑖(exp(𝑥))𝑂𝑖(exp(𝑥)) = 𝑒Re 𝜆𝑖(𝑥)𝑅(Im 𝜆𝑖(𝑥)), we see that 𝜒𝑖(exp(𝑥)) = 𝑒Re 𝜆𝑖(𝑥),
hence 𝑑𝜒𝑖 = Re 𝜆𝑖 (Note that the same holds for unpaired indices, since then 𝜆𝑖 is real-valued). For
convenience, we will set 𝜒𝑖+1 = 𝜒𝑖, and again call 𝜒1, … , 𝜒𝑛 the weights of 𝐺.

Theorem9. Let𝐺bea connected solvable Lie groupof dimension𝑛withgeneralizedweights𝜆1, … , 𝜆𝑛.
Then there exist unique homomorphisms 𝜒1, … , 𝜒𝑛 such that d𝜒𝑖 = Re 𝜆𝑖. Then for any compact
𝐹 ⊆ 𝐺,

𝛿𝐹 ≥
𝑛

∏
𝑖=1

inf
𝑔∈𝐹

𝜒𝑖(𝑔).

Proof. The existence of 𝜒1, … , 𝜒𝑛 is shown in the preceding text. Uniqueness follows from theorem 3.
We will fix an R-adapted basis and for any 𝑥 ∈ 𝔤, let 𝑥𝑖 be the component of the 𝑖-th vector in the

basis.
Define 𝑝1 = 1 and 𝑝𝑖+1 = 𝑝𝑖 if 𝑖, 𝑖 + 1 are paired indices and 𝑝𝑖+1 = 𝑝𝑖 + 1 otherwise. Then we will

define our neighborhood basis as C = {𝐶ℎ ∣ ℎ > 0} with

𝐶ℎ =
⎧{
⎨{⎩

𝑥 ∈ 𝔤 ∣ √𝑥2
𝑖 + 𝑥2

𝑖+1 ≤ ℎ𝑝𝑖 𝑖, 𝑖 + 1 paired indices

|𝑥𝑖| ≤ ℎ𝑝𝑖 𝑖 unpaired

⎫}
⎬}⎭

.
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We again define 𝑔𝑖,𝑗 to be the entries of Ad𝑔 in the R-adapted basis, and set 𝑀 = sup
𝑔∈𝐹

|| Ad𝑔−1 ||,

noting that for any 𝑔 ∈ 𝐹 , |(𝑔−1)𝑖,𝑗| ≤ 𝑀 for all 𝑖, 𝑗. Furthermore, let 𝜇𝑖 = inf
𝑔∈𝐹

𝜒𝑘(𝑔) and 𝜇max =
max{𝜇1, … , 𝜇𝑛}.
Moreover, we define

𝐶ℎ =
⎧{
⎨{⎩

𝑥 ∈ 𝔤 ∣ √𝑥2
𝑖 + 𝑥2

𝑖+1 ≤ 𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1) 𝑖, 𝑖 + 1 paired indices

|𝑥𝑖| ≤ 𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1) 𝑖 unpaired

⎫}
⎬}⎭

.

Let 𝑥 ∈ 𝐶ℎ. We will show upper bounds on the components of Ad𝑔−1(𝑥) to show that it is in 𝐶ℎ.
First, consider an unpaired index 𝑙. Then

(Ad𝑔−1(𝑥))𝑙 = 𝜒𝑙(𝑔)−1𝑥𝑙 +
𝑛

∑
𝑖=𝑙+1

(𝑔−1)𝑙,𝑖𝑥𝑖

We first note that if 𝑖 is an unpaired index, then |𝑥𝑖| ≤ 𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1), and if 𝑖, 𝑗 are paired
indices, then |𝑥𝑖| ≤ √𝑥2

𝑖 + 𝑥2
𝑗 ≤ 𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1) (noting that 𝑝𝑖 = 𝑝𝑗) by definition of 𝐶ℎ, so

we find the same upper bound for both paired and unpaired indices. Hence

|𝑥𝑖| ≤ 𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1)
≤ 𝜇𝑖ℎ𝑝𝑖 ≤ 𝜇maxℎ𝑝𝑖

≤ 𝜇maxℎ𝑝𝑙+1 when ℎ < 1. (8.4)

Noting that 𝑝𝑖 ≥ 𝑝𝑙 + 1 as 𝑖 > 𝑙 and 𝑙 is unpaired.
This allows us to bound ∑𝑛

𝑖=𝑙+1(𝑔−1)𝑙,𝑖𝑥𝑖 for 𝑖 > 𝑙: Since there are always fewer than 𝑛 terms in the
sum, we find the upper bound

∣
𝑛

∑
𝑖=𝑙+1

(𝑔−1)𝑙,𝑖𝑥𝑖∣ ≤ 𝑛𝑀𝜇maxℎ𝑝𝑙+1 ≤ 2𝑛𝑀𝜇maxℎ𝑝𝑙+1 (8.5)

Hence for 𝑔 ∈ 𝐹 and ℎ < 1

|(Ad𝑔−1(𝑥))𝑙| ≤ |𝜒𝑙(𝑔)|−1|𝑥𝑙| +
𝑛

∑
𝑖=𝑙+1

∣(𝑔−1)𝑙,𝑖∣ ⋅ |𝑥𝑖|

≤ 𝜇−1
𝑙 (𝜇𝑙 (ℎ𝑝𝑙 − 2𝑛𝜇max𝑀ℎ𝑝𝑙+1)) + 2𝑛𝑀𝜇maxℎ𝑝𝑙+1

= ℎ𝑝𝑙

For paired indices 𝑙, 𝑙 + 1, we have

(
(Ad𝑔−1(𝑥))𝑙

(Ad𝑔−1(𝑥))𝑙+1
) = 𝑒− Re 𝜆𝑙(𝑥)𝑅(− Im 𝜆𝑙(𝑥))( 𝑥𝑙

𝑥𝑙+1
) +

𝑛
∑

𝑖=𝑙+2
( (𝑔−1)𝑙,𝑖𝑥𝑖

(𝑔−1)𝑙+1,𝑖𝑥𝑖
).

We can again bound the coordinate |𝑥𝑖|, now for 𝑖 > 𝑙+1. With the same computation as in eq. (8.4),
we see that |𝑥𝑖| ≤ 𝜇maxℎ𝑝𝑙+1. (Note that in the paired case we need 𝑖 > 𝑙 + 1 rather than 𝑖 > 𝑙, since
𝑝𝑖 ≥ 𝑝𝑙 + 1 will only hold for 𝑖 > 𝑙 + 1 now). Hence we can bound

𝑛
∑

𝑖=𝑙+2
(|(𝑔−1)𝑙,𝑖| + |(𝑔−1)𝑙+1,𝑖|) ⋅ |𝑥𝑖| ≤ 2𝑛𝑀𝜇maxℎ𝑝𝑙+1,

since there are no more than 𝑛 terms, and (|(𝑔−1)𝑙,𝑖| + |(𝑔−1)𝑙+1,𝑖|) ≤ 2𝑀 .
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Hence

∥(
(Ad𝑔−1(𝑥))𝑙

(Ad𝑔−1(𝑥))𝑙+1
)∥ ≤ 𝜒𝑙(𝑔)−1∥𝑂𝑖(𝑔)−1( 𝑥𝑙

𝑥𝑙+1
)∥ + ∥

𝑛
∑

𝑖=𝑙+2
( (𝑔−1)𝑙,𝑖𝑥𝑖

(𝑔−1)𝑙+1,𝑖𝑥𝑖
)∥

≤ 𝜒𝑙(𝑔)−1∥( 𝑥𝑙
𝑥𝑙+1

)∥ +
𝑛

∑
𝑖=𝑙+2

(|(𝑔−1)𝑙,𝑖| + |(𝑔−1)𝑙+1,𝑖|) ⋅ |𝑥𝑖|

≤ 𝜇−1
𝑙 (𝜇𝑙 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑙+1)) + 2𝑛𝜇max𝑀ℎ𝑝𝑙+2

≤ ℎ𝑝𝑙 − 2𝑛𝜇max𝑀ℎ𝑝𝑙+1 + 2𝑛𝜇max𝑀ℎ𝑝𝑙+1 since 𝑝𝑙+2 ≤ 𝑝𝑙 + 1
= ℎ𝑝𝑙

This shows that for 𝑔 ∈ 𝐹 and 𝑥 ∈ 𝐶ℎ, Ad𝑔−1(𝑥) ∈ 𝐶ℎ, and thus 𝐶ℎ ⊆ ⋂𝑔∈𝐹 Ad𝑔(𝐶ℎ).

𝐶ℎ and 𝐶ℎ are higher dimensional cylinder-like shapes. For a 3-dimensional cylinder, the volume
is the area of the circular base multiplied by the height. A similar formula holds true for the volume of
𝐶ℎ.
We can write 𝐶ℎ as a cartesian product

𝐶ℎ = ( ∏
𝑖unpaired

[−ℎ𝑝𝑖 , ℎ𝑝𝑖 ]) × ( ∏
𝑖,𝑖+1paired

𝐷ℎ𝑝𝑖 ) ,

where 𝐷𝑟 denotes a 2-dimensional disk of radius 𝑟. Hence if we let Λ𝑖 be the 𝑖-dimensional Lebesgue
measure,

Λ(𝐶ℎ) = ( ∏
𝑖unpaired

Λ1([−ℎ𝑝𝑖 , ℎ𝑝𝑖 ])) ⋅ ( ∏
𝑖,𝑖+1paired

Λ2(𝐷ℎ𝑝𝑖 ))

= ( ∏
𝑖unpaired

2ℎ𝑝𝑖) ⋅ ( ∏
𝑖,𝑖+1paired

𝜋 (ℎ𝑝𝑖)2)

= 2𝑟𝜋𝑠ℎ𝑃 ,

where 𝑟 is the amount of unpaired indices, 𝑠 is the amount of index pairs and 𝑃 = ∑𝑛
𝑖=1 𝑝𝑖. Note that

the exponent of ℎ is𝑃 since for paired indices 𝑖, 𝑖+1, 𝑝𝑖 = 𝑝𝑖+1, so (ℎ𝑝𝑖)2 = ℎ𝑝𝑖ℎ𝑝𝑖+1 . Hence, the product
contains ℎ𝑝𝑖 once for every 𝑖 = 1, … , 𝑛.
With a similar computation, we find that

Λ (𝐶ℎ) = ( ∏
𝑖unpaired

2𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1)) ⋅ ( ∏
𝑖,𝑖+1paired

𝜋 (𝜇𝑖 (ℎ𝑝𝑖 − 2𝑛𝜇max𝑀ℎ𝑝𝑖+1))2)

= 2𝑟𝜋𝑠ℎ𝑃
𝑛

∏
𝑖=1

𝜇𝑖 + O(ℎ𝑃+1),

noting that 𝜇𝑖 = 𝜇𝑖+1 if 𝑖 and 𝑖 + 1 are paired.
Hence

𝛿0
𝐹 (𝐶ℎ) =

2𝑟𝜋𝑠ℎ𝑃
𝑛
∏

𝑘=1
𝜇𝑘 + O(ℎ𝑃+1)

2𝑟𝜋𝑠ℎ𝑃 =
𝑛

∏
𝑘=1

𝜇𝑘 + O(ℎ).

It follows that 𝛿0
𝐹 (C) =

𝑛
∏

𝑘=1
𝜇𝑘. Hence 𝛿𝐹 = 𝛿0

𝐹 ≥
𝑛
∏

𝑘=1
𝜇𝑘.



9
Outlook

In this thesis, we have shown a lower bound on 𝛿𝐹 for solvable Lie groups, meaning that we now have
lower bounds for both components of the Levi decomposition of a Lie algebra. This is a step towards
the goal of finding a lower bound on 𝛿𝐹 for all Lie groups. However, since the semisimple part acts
on the solvable ideal in the Levi decomposition, it cannot simply be concluded that the product of the
solvable and semisimple bounds gives a bound for the general case.

During the writing of this thesis, it was discovered by my supervisor that the presented methods
can be amended to show that 𝑐(𝐺) = 1 for all connected solvable 𝐺. Furthermore, 𝛿𝐹 can be written
as a product of a semisimple contribution and a solvable contribution. The semisimple contribution
can be estimated as in chapter 4, but the solvable contribution concerns the adjoint action of the whole
Lie group on the radical ideal of the Lie algebra, rather than the action of a solvable Lie group on its
Lie algebra as we considered in this thesis. Now knowing that 𝛿𝐹 = 1 for solvable Lie groups, only
the action of the semisimple subgroup on the radical ideal will determine the solvable contribution.
An article presenting these findings is currently in the works. Future research could investigate how
the solvable contribution could be estimated, potentially by first investigating the action of 𝔰𝔩2(R) on
solvable ideals, and then exploiting the structure theory of semisimple Lie algebras to obtain a general
result.
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