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11.1 INTRODUCTION

In recent years, researchers have shown that it is possible to automati-
cally detect complex social phenomena, often using predominantly or only
nonverbal behavior; from dominance [15,20,21,26,39,43], functional roles
[12,28,54], deception [7,40], cohesion [24], attraction [29,30,41,49], inter-
est [16,36,48,52], influence [38,44], rapport [19,46], to friendship [53].

Most research on social behavior analysis has focused on the analysis of
conversational scenes in predominantly pre-arranged settings of typically
no more than 6 people. Little is known about the function and nature of
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M FIGURE 11.1 Example snapshots of a mingling event. Taken from [27].

social interactions during complex conversational scenes that is, mingling
behavior that occurs during social networking events (e.g. see Fig. 11.1).
However attending such face-to-face mingling events has been linked to
career and personal success [51]. The long term goal of such an analysis of
complex conversational scenes is threefold:

m to be able to generate a social network describing the relationships be-
tween attendees of an event and how cohesive the group is;

m to quantify the interaction by considering how the social signals ex-
pressed and coordinated during the conversations can be indicative of the
experience of a person and therefore how much potential influence there
is within the network. This goes beyond more commonly used proxies
of social relationship such as the frequency of interaction, where inter-
actions are considered binary values [10,11,13,14];

m or ultimately to predict future behavior such as the chance that someone
starts a personal or business relationship with people they first encoun-
tered at a particular social event.

One of the reasons that it is challenging to observe these types of events
is that they require the coordination of scores of people together to capture
such phenomena. Observing and analyzing such behavior is both hard for
social scientists and computer scientists because the setting is so complex;
What aspects of the behavior indicate how involved a person is in the con-
versation or that they are interested or engaged in a conversation? What are
the patterns of behavior that determine when or how groups split or merge?

Usually when analyzing smaller groups such as for meeting analysis, find-
ings from social science provide a framework for further analysis from
computer science. For instance, we can use measures proposed in social
science to build automated methods to perceive social phenomena (e.g. es-
timating dominance using the visual dominance ratio [21]). However, in the
case of complex conversational scenes, little is known about how people
behave because it has been too difficult to observe at a scale appropriate
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for social scientists, the technical challenges for automatically analyzing
behavior in these scenes are also difficult to handle. For instance, since the
scenes are so crowded, relying on video alone is unwise due to the high level
of occlusion. Amalgamating this with wearable sensors can be one way to
mitigate this problem, such as for improving head and body pose estimates
using audio and infrared sensing from a body worn sensing device [1,2].

Concretely, complex conversational scene understanding has to overcome
the following challenges.

m  Scene noise: Crowding causes frequent visual occlusions, audio is con-
taminated by surrounding chatter, the sheer density of human bodies
reflect and distort proximity and localization signals (e.g. from radio or
wifi).

m  Uncontrolled scenario: People move dynamically from group to group
based on their own individual goals. Conversational groups or the length
of an interaction are not prearranged. Multiple conversations occur si-
multaneously and conversation partners can change dynamically.

m  Multi-sensor fusion: exploiting wearable sensors allows us to mitigate
the data association problem by linking all digital sensor information to
the wearer. However, we multiply the sensor problem from one of cap-
turing the entire social scene in a single camera to requiring one device
per person in the scene.

In this chapter, we propose a break from conventional approaches to the
first step in doing such a behavior analysis by detecting social actions (e.g.
speaking). Detecting individual speaking status is important for generat-
ing derived turn-taking features that are foundational for further analysis
of more complex social constructs such as dominance [21,25,26], cohesion
[24,35], and attraction [49].

11.2 DEFINING ‘IN THE WILD’ AND ECOLOGICAL
VALIDITY

Let us first discuss some definitions. The term ‘in the wild’ has been much
used in recent years to refer to research analyzing human behavior in un-
controlled settings. It has been used frequently in relation to a video-based
analysis of facial expressions recorded outside of laboratory conditions. The
expectation is that the facial behavior will be unposed and therefore more
spontaneous and true to real life. One might question where the ‘wild’ as-
pect of this example sits. Conceptually, we could say that it lives within the
conditions in which the data is collected outside of the lab, so presumably in
uncontrolled/uneven lighting conditions, varying pixel resolution and frame
rates. Aside from the recording conditions, there needs to be truthfulness to
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the behavior of the person being recorded; that is, the behavior should not
be posed or fake.

When we consider human social behavior, we cannot avoid being influenced
by social science. And when experimental psychologists conduct experi-
ments, one of the issues they consider is ecological validity. The reason for
introducing such a term in this chapter is perhaps most evident in its def-
inition. Ecological validity describes the extent to which an experimental
setting and task is true to real life. That is, it tells us the extent to which the
location and the task fit with our expectations of what occurs in the expected
ecology of someone’s everyday life.

We can further understand the idea of ecological validity by considering a
typical example. Suppose that an experiment is conducted to study whether
people are able to follow emergency instructions provided in a leaflet if a
building was burning down. One could approach this task by asking people
to fill out a survey where they are shown the instruction leaflet and then
asked to imagine what they would do in such a situation. This setting has
low ecological validity as the respondents have to imagine what they might
do and the task of reading the instruction leaflet is not done in the setting it
was intended to be.

The experimenters could improve the ecological validity by using a state-
of-the-art virtual reality system to simulate the burning building and then
observe how participants react. In this case, the ecological validity may be
higher but one might still doubt how realistic the experiment really is. In the
optimal case, one might consider actually measuring the behavior of people
as areal building is burning down. However, it is unlikely that such an exper-
iment would get ethical approval and this would be so realistic that perhaps
the sensing required to actually measure the genuine responses would either
be unavailable or too noisy to be useful.

11.3 ECOLOGICAL VALIDITY VS. EXPERIMENTAL
CONTROL

In both instantiations of the experiment, we see that there is an inherent
trade-off between ecological validity and experimental control; while we
want to allow the participants to carry out the task in as realistic a scenario as
possible, we need to be able to measure the resulting behavior as accurately
as possible too.

This is where social science and computer science diverge. For social sci-
ence, at least traditionally speaking, to have good experimental control
means that it is necessary to have accurate measures of behavior and also
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good quality survey responses. This is easier to achieve with laboratory
based experiments. In computer science, the whole premise behind ‘in the
wild’ perception is that this trade-off between experimental control and
ecological validity can be tuned more precisely to the experimenter’s re-
quirements. That is, traditionally speaking, in multimedia tasks we no longer
expect uniform lighting, no background noise, and the sample rate or frame
rate, bitrate or pixel resolution may all be unknown or may vary. Thus the
methods to interpret the data need to be robust to this situation, opening up
interesting research challenges for computer science.

114 ECOLOGICAL VALIDITY VS. ROBUST AUTOMATED
PERCEPTION

The notion of ‘in the wild’ can be taken even one step further using the sce-
nario of mingling that we examine in this chapter by considering whether
unconventional sensing modalities can act as a proxy for more traditional
sensing modalities. Here, we address this problem for social behavior anal-
ysis from wearables. Traditionally, if we want to observe social behavior,
extracting turn-taking features has shown to have great discriminative power
for a number of tasks related to the analysis of small group behavior [17].
Typically, we would expect to measure this from audio of the speakers
recorded with microphones. However, recording audio ‘in the wild’ can
have considerable consequences both from a privacy and from an automated
analysis perspective.

Privacy concerns relate to recording unwilling participants accidentally as
one person’s microphone can easily pick up sounds from the surroundings
and other people. Moreover, people may not be willing to have their voices
recorded at all, leading to a further sample bias when identifying volun-
teers (one might expect more sample bias the more experimental control
is required). As the scene becomes denser, the background noise can be-
come so great that it hinders robust audio processing of the speech signal.
This is where wearables in the wild can address these problems by using
accelerometer signals as a proxy for speech and also social behavior. The
reason why this unconventional method is still deemed a feasible approach
is that we know from social science that when people converse, they gesture
and move their bodies [34]. By leveraging these body movements, we hy-
pothesize that we can estimate when someone is performing a social action.

This pushes the boundaries of ‘in the wild’ processing while trading off
ecological validity for the following reasons. First, the wearable sensor we
propose to use is an ID badge that is hung around the neck; similar to what
one might wear during a conference or festival. Second, we do not record
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audio which could make the wearer self-conscious of what they say when
interacting with others. In this respect, the sensing is ecologically valid. It
is ’in the wild’ because the setting does not control for exactly what actions
people need to perform when they are socializing. Their social behavior is
genuine within the context of the situation.

Finally, a key question one might ask is whether the trade-off in spending
so much effort on ensuring an ecologically valid solution is worth it. We
can point to a prior study by Ekin and Hung [18] that demonstrated this
point clearly. For the task of detecting speaking from body movements, data
collected in the lab with acted social behavior yielded easily discriminable
features. However, evaluating the same method on data recorded in a more
ecologically valid setting led to significantly worse results. Our conclusion
here is that laboratory data can lead to an underestimation of the difficulty
of a task when transferred to real-life settings.

11.5 THIN VS. THICK SLICES OF ANALYSIS

Much work on wearables in the wild has been conducted using smart phones
or wearable sensors for analyzing social phenomena on a large scale [37].
Analyzing on a large scale and accumulating observations over weeks or
months has the benefit that sensor data such as the frequency of proximity
as estimated from blue tooth readings can be used directly as a proxy for
the quality of a social relationship. In this chapter however, we aim not to
take the sensor data at face value but to investigate how signal processing
and machine learning techniques can be used to squeeze out more meaning
from noisy sensor data at shorter times scales of minutes or even seconds.
The reason why this could even be considered possible is based on the thin
slice theory proposed by psychologists Ambady and Rosenthal [3] who dis-
covered that short observations (of typically just a few seconds) of social
behavior were often enough to reliably assess some social situations.

11.6 COLLECTING DATA OF SOCIAL BEHAVIOR

In pushing to more ‘in the wild’ sensing, one needs to consider what is
appropriate as data to investigate this phenomenon. One can imagine that
the act of collecting data exists on a continuum in terms of the research
question being addressed. For instance, one might have a specific research
question that needs to be answered and so therefore the research is more
inductive—the data acts to validate some hypotheses. In other cases, a more
deductive approach may be used where the data collection acts as a vehicle
to investigate currently unknown patterns of behavior. It is vitally important
to consider this when using data to analyze social behavior ‘in the wild’.



11.6 (ollecting data of social behavior 231

An individual data sample may exist in an ‘in the wild’ setting. However,
when multiple data samples are aggregated to make an entire corpus, could
there be selection bias at this stage? In this chapter, based on the research
goals listed in Section 11.1, we focus on data collection using a deductive
approach, considering how this further impacts the machine perception pro-
cess at the end. Note in this case that due to the realistic nature of the data,
class labels can have high levels of imbalance.

11.6.1 Practical concerns when collecting data during
social events

In this section, we describe an approach to collect data in what may be
considered an extremely uncontrolled and ecologically valid setting where
many research challenges lie. Here we focus on mingle scenarios or free-
standing conversational gatherings. That is, we address crowded social set-
tings where people come together purely to socialize.

Very few data sets exist to investigate the machine perception of nonver-
bal social behavior in mingle scenarios with wearables [1,27], although
little work analyzing social behavior with wearables does exist [5,18,32,
33]. There have been made more efforts in the computer vision commu-
nity [8,9,22,55], which provide many insights for addressing this problem
from a multimodal perspective. Usually researchers who focus on multime-
dia analysis problems are not likely to have practical experience of wearable
sensor system deployment. Therefore we provide a primer on some key is-
sues to consider when collecting data in such settings. Here we focus on
lessons learned from capturing our own data set [27] with respect to the use
of wearable sensors that capture acceleration and proximity, as well as of
cameras that are able to validate the behaviors captured. In moving outside
of the lab while still wanting to maintain some experimental control, we en-
counter important logistic issues that need to be taken into account. While
many of these adhere to common sense practices, with so many elements to
keep in balance, it can be easy to overlook some aspects. This can have se-
vere negative consequences for the data collection such as lost or unusable
data.

Requirements of the hardware and software

The selection of adequate sensor or wearable devices is an important aspect
of the analysis of social interactions ‘in the wild’. And this is strictly related
to the event and behavior that is going to be analyzed. Aside from this, the
method of analysis will greatly affect the requirements. For example, will
the data be analyzed offline or is wireless communication necessary (e.g.
for live or realtime processing)?



232 (CHAPTER 11 Complex conversational scene analysis using wearable sensors

Moreover, even when each module is independently capable of fulfilling
the requirements of the event, all devices (as individual units) have certain
restrictions given their hardware (memory, CPU, size of registers) and soft-
ware (execution time, interruptions and deadlocks, delays). One could, for
example, try to use the maximum sample rate of the accelerometer (sensor)
but one wonders: can all this information be stored locally in the device or
sent wirelessly to a storing unit without critical package loss? And is the
software/firmware used capable of handling this rate?

Thus, a balance must be sought between factors such as sensing configura-
tions (e.g. sample rates, sensitivity, mode of sensing, sleep states), storage
space, and power consumption. To do so, good practices from the embedded
systems community such as efficient programming (e.g. use of idle states
and proper scheduling) are advised, so that factors such as power consump-
tion of the final badges are optimal [31].

Ease of use

For the participants and experimenters, we prefer to have a wearable that
is ‘grab and go’. That is, no additional registering is required once consent
forms have been signed and the sensing device has been fitted. This allows
for easier scaling of a data collection event to more and more participants.
This has the drawback that associating the correct video data with the sen-
sor requires manual work. However, alternative approaches with automated
methods of associating the data together are showing promise [6,47,50].

For the researcher, having a system or firmware that is easily adapted to
slight variations in research questions may also be important e.g. adjusting
the bit rate, sample rate, wireless sensitivity. This is particularly important if
one wants to examine hardware trade-offs e.g. high sample rate vs. long bat-
tery life. The sociometer is an example of a custom-made wearable device
that could be useful for mingle events. It has several well-selected sensors
that comply with the nature of mingle scenarios. However, as a commercial
product, the selection and visualization of the raw sensor data are restricted.
Reconfiguration of the device in terms of the trade-offs listed above is not
possible. Sadly, there are few commercial products that give full access to
the device’s capabilities for a researcher’s needs. For such cases, perhaps an
open-source solution such as a platform-based device (e.g. raspberry pi or
arduino) can be adapted for use. In our case, custom hardware was used.

Technical pilot test

Finally, it is vitally important that a technical pilot is carried out, preferably
in the venue itself; it can often be the case that even commercial sensors have
significant problems in delivering the functionality that they are designed
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for. This enables the entire sensor set-up to be tested before participants
are involved. Note, however, that in our experience, carrying out a pilot test
without participants has one drawback as the participants themselves can
cause disruption to sensor signals. For instance, we found in prior data col-
lections that a high density of people led to system performance degradation
for an indoor localization system where all people in the same conversing
group were detected to be located at exactly the same location in the ground
plane, despite having a much better localization resolution when fewer peo-
ple were present.

It is generally safe to assume that something will break and that all sensors
will need to be continuously monitored to ensure that they are recording.
This is also a key period to verify that the data across all modalities is cor-
rectly synchronized. Even if the primary analysis is carried out using the
wearable devices, correctly synchronized video as well as correct data asso-
ciation (knowing where person A wearing sensor X is located in a video) is
vital for data labeling.

Issues during the data collection event

As with any experimental setting, informed consent needs to be sought and
ethical approval from an institutional committee needs to be obtained. Since
we are dealing with a short term event where multiple people need to at-
tend, overbooking participants is recommended. A financial incentive can
be given to those who are turned away to minimize disappointment.

Other practical conditions include pre-defining a clear procedure for the
event and if this is particularly intense, rest breaks may need to be planned
for participants if there is some level of experimental control necessary. If
participants are free to come and go as they please, a mechanism needs to
be in place to ensure that they do not leave with the sensor (unless this was
planned originally), and it is possible to find out who left (in terms of wear-
able sensor ID) and when.

The sensors themselves must be linked to an individual if survey responses
are required from the participants. To ensure anonymization of the person’s
identify from their data, usually a participant is given a number. Their asso-
ciated sensor then needs to be logged. If sensors and participants are already
assigned before the start of the experiment, this can be problematic if there
is sensor failure and a replacement needs to be brought in and a new sensor
number logged.

For the data collection itself, having at least one person responsible per
sensor type or modality ensures that multiple simultaneous failures can be
handled relatively quickly.
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11.7 ANALYZING SOCIAL ACTIONS WITH A SINGLE
BODY WORN ACCELEROMETER

In this section, we will present a case study of social behavior analysis,
focusing on automatic social action detection in complex conversational
scenes. Various (social) actions will be discussed with respect to their phys-
ical manifestation and their connection to the worn sensing device, the
required approaches, and available data size. In our case the sensing de-
vice we focus on is a single tri-axial accelerometer which is embedded in an
ID badge hung around the neck.

When analyzing human behavior, past analysis has tended to assume that
this is more or less person-independent. Throughout the text, ‘person-
independent’ will be used for settings where data for training a model
comes from different sources (people in our case) compared to the test
data. Much work has been done on estimating daily activities such as walk-
ing or running from accelerometer data, showing promising results with a
person-independent setup [4,42]. There is a direct connection between the
sensing medium and the physical manifestation of the behavior so that ac-
tions such as walking and stepping result in acceleration readings that are
easy to discriminate directly from the magnitude of the signal. This makes
a person-independent setup for discriminating such behavior quite easy to
implement.

However, some of the actions observed in crowded social settings tend to
be much more person specific and the connection between the existence
of these actions and the accelerometer readings is more ambiguous. In our
case, the physical manifestation of speaking comes from vibration of the
vocal chords, so unless the subject has a very sensitive accelerometer at-
tached tightly to the body (e.g. the chest [32,33]), there will not be a direct
connection between the action and the sensing. However, speaking also has
a physical gestural aspect, and it has been shown in previous work that
the connection between body movements and speech can still be exploited
for detecting if someone is speaking or not [18,23]. Actions like speaking,
which are loosely connected with the sensing medium, are expected to be
harder to detect and may require specialized approaches.

To examine this, we conducted a number of experiments on a dataset that
is collected from a real-life ‘in the wild’ event. The dataset is comprised
of mingling events from three separate evenings where each evening in-
cludes data from approximately 32 people. Each participant wore a sensor
hung around the neck that records individual tri-axial acceleration at 20 Hz.
Note that the sample rate is not high enough to detect vocal chord vi-
bration. However, it is high enough to capture body movements such as
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Table 11.1 AUC scores for various actions
AUC (%) Std (+) Annotator agreement
Stepping 76.0 10.5 0.51
Speaking 69.5 83 0.55
Hand gestures 704 9.1 0.61
Head gestures 64.4 7.4 0.25
Laughter 67.8 125 0.39

gestures. Different social actions are manually labeled by trained annotators
for 30 min of the mingling sessions. For more information about the dataset,
please refer to [27]. We have focused on the mingling session from the first
day for the experiments presented in this section.

11.7.1 Feature extraction and classification

We have extracted features for each of the 26 subjects with valid accelerom-
eter data. Statistical and spectral features are extracted from each axis of
raw and absolute values of the acceleration and the magnitude of the ac-
celeration, using 3 s windows with 1.5 s overlap. As the statistical features,
mean, and variance values are calculated. The spectral features consist of
the power spectral density binned into eight components with logarithmic
spacing between 0—8 Hz.

We have used the L2 penalized Logistic Regressor as the classifier. Per-
formance evaluation is done with leave-one-subject-out cross-validation.
Hyperparameter optimization for regularization is carried out with nested
cross-validation. Stepping, speaking, hand and head gestures, and laughter
are selected as the target actions. Since the class distributions for each par-
ticipant are different, we have chosen the AUC (area under the ROC curve)
as the performance metric. Performances obtained with the aforementioned
setup are presented in Table 11.1. We also present the mean annotator agree-
ment for each action using Fleiss’-Kappa for three annotators. Values higher
than 0.4 are considered to be of moderate agreement.

We can see that the results presented in Table 11.1 support the claim that ac-
tions that are loosely connected to the physical manifestation of the behavior
are harder to detect. Stepping, as expected, has the highest performance of
all. We also see that the performance tends to drop as the connection be-
tween the physical manifestation of the action itself and the acceleration
reduces. For example, head gesture labels in the dataset, the social action
with the lowest detection rate, include many subtle nods which are harder
to capture via acceleration, compared to a step or hand gesture.
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It should be noted that there might be a second factor at play here. In real-
life events, it is generally harder to obtain annotations. Thus, the annotations
must be made later manually. This of course introduces some differences in
annotator agreement with respect to the type of action. Table 11.1 shows the
annotator agreements as reported on a subset of the data taken from [27].
It can be seen that the lowest annotator agreement values are for the head
gestures, followed by laughter. Variation in agreement (due to behavioral
ambiguity or visual occlusion of the person being annotated) in the labels
might have also contributed to the low performance of these actions, in ad-
dition to the nature of the connection between the action and the sensing
medium. Thus, noisy labels, at least for some actions, are a reality of data
collection in the wild, which needs to be taken into account when evaluating
the perception performance. A further discussion of the trade-offs between
using crowd sourced annotations compared to onsite annotators are also dis-
cussed in [27].

11.7.2 Performance vs. sample size

In the former experiment, 30 min of data from each participant was used.
The results obtained showed that 30 min was enough to capture a variety
of actions with various different situational contexts (i.e. differing convers-
ing partners with different levels of conversational involvement), obtaining
acceptable performance even for more subtle actions. But what is the mini-
mum required amount of data for acceptable performance? Will the patterns
be similar if we had less data? Since it is not guaranteed that we would have
a continuous stream of 30 min of data, we conducted another experiment,
where we used the earlier setup but with gradually increasing amounts of
data for each participant, starting from five samples to a total of 1198 that
covers the entire 30 min period.

As mentioned in the former section, each sample is extracted with a sliding
window of 3 s with 1.5 s shift. Thus, we can say that five samples roughly
corresponds to 7.5 s of data, 40 samples correspond to 1 min, and so on.
We still used a leave-one-subject setup where for each fold, all the data
from one participant corresponded to the test set. However, the training set
is formed randomly by selecting n samples from each of the other partici-
pant’s data. Since the selection is random, the process is repeated m times,
which was also dependent on the number of samples selected. For compu-
tational reasons, we gradually reduced the number of repetitions from 150
to 15, resulting in 5 to 1000 samples for each repetition. We have selected
two relatively well performing actions, stepping and speaking. These ac-
tions have different characteristics as described earlier with stepping being
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more closely connected to the physical manifestation of the behavior com-
pared to speaking, which relies on detecting bodily gestures that are related
to speech. In addition, this selection is based on former studies that showed
that the connection between speech and acceleration is highly person spe-
cific, compared to stepping—walking [18]. The mean of the AUC scores of
all repetitions, with increasing data size, are shown in Fig. 11.2 with stan-
dard deviation.

First, from Fig. 11.2 we observe the higher standard deviation for smaller
sample sizes. This is related to the decreasing number of repetitions but we
argue that is not the only factor. We believe there are parts of the event that
are less informative than others and if the selected samples are coming from
such intervals the performance tends to be low, and therefore fails to gener-
alize over the whole event. This issue will be discussed further later in this
section where we will present results of an experiment where the samples
are not randomly sampled but selected chronologically. We also observe
that the standard deviation for both actions converges to small values with
increasing sample size.

We can see from Fig. 11.2 that the pattern for the two actions are quite simi-
lar. Performances for the actions increase with a steep curve in the beginning
and after 120 samples the increase gets smaller. This suggests that 3 min of
data from each person is enough to cover the variations in each type of ac-
tion in such an event. The question then becomes if it is possible to provide
a specialized solution which can guarantee better results even if the number
of samples is relatively low.
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11.7.3 Transductive parameter transfer (TPT) for
personalized models

Following on from the results of [18], where it was shown that a trans-
fer learning approach that guarantees personalized models in a person-
independent setup tends to perform better for person specific actions, we
repeated the former experiment with a personalized model. The method is
named Transductive Parameter Transfer (TPT) and was first proposed for
personalized facial expression recognition [45] and then modified for social
action detection from a body worn accelerometer in [18].

TPT aims to find the parameters of the classifier for the target dataset X',

without using any label information of X', by learning a mapping between

the marginal distributions of the source datasets and the parameter vec-

tors of their classifiers. N source datasets with label information and the

unlabeled target dataset are defined as D, ..., Dy, Dj = {xji, y;}’;l":1 and

X' = {x; ;": |» respectively. The main steps of the TPT are shown below

(for a detailed explanation, please refer to [18]).

1. Compute {0; = (w;, c,-)}f\':1 using L2 penalized logistic regression.

2. Create the training set 7 = {X7, 01'}5\,:1'

3. Compute the kernel matrix K that defines the distances between distri-
butions where K;; = « (X7, X;)

4. Given K and 7, compute f (.) with kernel ridge regression.

5. Compute (wy, ¢;) = f(xh using the mapping obtained in former step.

We conducted the performance vs. sample size experiment explained in the
former section, with the addition of TPT. TPT is also used in a person-
independent setup, where data from other participants are treated as source
datasets with label information whereas the data to be classified is the tar-
get dataset. Although [18] suggests the use of an Earth Mover’s Distance
(EMD) kernel for computing the distance between distributions, we em-
ployed a density estimate kernel [45], since it is computationally less com-
plex and more suitable for many random repetitions. The resulting AUC
scores are plotted in Fig. 11.3.

According to Fig. 11.3, TPT outperforms a traditional person-independent
setup when using small sample sizes for both actions. It seems to generalize
better even with a small amount of data. For speaking, with the increasing
data size, the gap between the two methodologies starts to close, showing
that the single logistic regressor in the person-independent setup has seen
enough diverse cases to generalize better. A one tailed paired t-test between
AUC scores showed that, up until 320 samples, TPT provides significantly
better performance (p < 0.05 for 40 samples and p < 0.01 for the rest).
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After that point, the mean scores provided by TPT seemed to be still higher
than the person-independent setup but the significance is not guaranteed
(some results such as those at 400 and 600 samples are still significant,
though). We can say that with the increasing data size, the two methods
converge to similar performances. However, especially for smaller sample
sizes, we can still conclude that for estimating an action in a person specific
manner, TPT is more robust.

For stepping, the trend shown is different. For extremely small amounts
of data of 5, 10 and 20 samples, TPT outperforms the traditional person-
independent setup (significantly for 5 and 10 samples). With increasing data
sizes, the person-independent setup clearly outperforms TPT. It can be ar-
gued that this is related to the nature of the action. Stepping is less person
specific than speaking and the connection between the sensor and the phys-
ical manifestation of the action is more direct. Thus, it can be expected that
the representations of such an action should not vary too much between par-
ticipants. With the increasing number of samples, the person-independent
classifier will see more samples and since samples from different partic-
ipants can be expected to be equally informative for all, a more optimal
and general decision boundary can be obtained, unlike for speaking. So al-
though we can advocate the use of TPT for really small sample sizes, a
traditional person-independent setup seems to be a more robust selection
for less person-specific actions.

Now, we want to go back to our claim that some parts of the event are more
informative than others. The first parts of the dataset correspond to the be-
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ginning of the event, when groups are just starting to be formed. We might
expect people to be less involved in the conversation as the discussions are
not yet in full flow. This might result in samples that are not representative of
all variations of actions that can occur in a real-life event, throughout time.
So, we did a follow-up experiment where we compared the performances
of TPT and the traditional person-independent setup for speaking detection.
However, this time for each participant in the training set, we increased the
number of samples in chronological order. Thus, n samples for a partici-
pant correspond to the first n samples in time. Since there are no repetitions,
the means and the standard deviations are computed on the individual per-
formances of all participants. The results of this experiment are shown in
Fig. 11.4.

The first thing we observe from Fig. 11.4 is how the performances of the
person-independent method is lower compared to those from Fig. 11.3.
Using random selection of the samples throughout the event, the person-
independent method was providing an AUC of roughly 61% for 5 samples.
However, in the temporally increasing setup, the performance for the same
number of samples is roughly 56%. The pattern is similar for the following
sample sizes and the performance of temporally increasing selection is only
able to reach the level of random selection if at least 320 samples are used
for training. TPT on the other hand still provides similar results to the ran-
dom selection method and provides relatively satisfactory results even with
samples that were less informative for a traditional person-independent ap-
proach.
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One other interesting observation is the relatively high standard deviations
for both methods, even with an increasing number of samples. This shows
that, for some participants, classifying the action is harder compared to
others regardless of the sample size, further showing the person specific
characteristics of speaking. These results further strengthens the claim that
TPT should be considered for person specific and indirect actions such as
speaking.

11.74 Discussion

With the presented perception analysis results, a few issues emerge that are
all related to the ‘in the wild’ nature of the experiment. When collecting
data from real-life events, many challenges arise. Some of these restric-
tions and difficulties come from the unrestricted nature of the event: the
variety and frequency of actions might cause some cases to be under or
over-represented making detection harder. The difficulty of the annotation
process (either due to the ambiguity of the behavior or occlusion) can also
result in label noise. Thus, when designing and conducting experiments on
real-life data, a researcher should always first consider how these issues will
affect the machine perception problem to be solved.

Specifically, for the case study presented in this chapter, when focusing on
the detection of actions through wearables, there are some important points
to consider. First, one should understand the connection between the physi-
cal manifestation of the action, and the sensing medium they are using. This
is required for the valid selection of features and models that will be used
for classification. In real-life scenarios, it is not guaranteed to have each ac-
tion perfectly represented in all its possible variations for each participant.
This is particularly true because natural ‘in the wild’ behavior samples only
come into being as the result of the dynamics of a conversation as it unfolds
over time. That is, a monologue in a group would yield more positive exam-
ples of speaking for the speaker of the group but no speaking samples for
the members of the group who are just listening. So, the experimental setup
and methodology chosen should encapsulate this together with the physical
nature of the action. The experiments presented in this section are good ex-
amples of this, where two approaches for the detection of two actions tend to
perform differently, because of the physical nature of the actions in relation
to the sample sizes.

11.8 CHAPTER SUMMARY

This chapter has introduced some basic concepts of how to perform so-
cial behavior analysis ‘in the wild’ and specifically in the case of analyzing
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complex conversational scenes. In conducting research in this area, we have
discussed two conceptual concerns: how to consider the relationship be-
tween ecological validity and ‘in the wild’ automated perception. Next, we
provided concrete guidelines on how to collect data in such settings, differ-
entiating between inductive versus deductive research practices and how this
influences the data collection process. Finally, we provide some experiments
on doing social action detection during complex conversational scenes using
just accelerometer data recorded from a body worn sensor pack. Within this
setting, we address challenging questions related to recording data in a de-
ductive setting; When is there enough data? Does the learning model change
depending on the amount of data available? How does the amount of data
and the learning model vary with respect to the level of physical connection
between the social behavior being detected? All these investigations provide
an initial glimpse of what could be further investigated when considering au-
tomated social behavior analysis ‘in the wild’. We have presented behavior
analysis from the perspective of just a single modality (acceleration). How-
ever, further sensing modalities such as proximity or other more traditional
modalities such as video and audio could also be combined opportunisti-
cally to provide richer representations for social behavior understanding.
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