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Microcrystalline silicon ��c-Si:H� is a promising material for application in multijunction thin-film
solar cells. A detailed analysis of the optoelectronic properties is impeded by its complex
microstructural properties. In this work we will focus on determining the mobility gap of �c-Si:H
material. Commonly a value of 1.1 eV is found, similar to the bandgap of crystalline silicon.
However, in other studies mobility gap values have been reported to be in the range of
1.48–1.59 eV, depending on crystalline volume fraction. Indeed, for the accurate modeling of
�c-Si:H solar cells, it is paramount that key parameters such as the mobility gap are accurately
determined. A method is presented to determine the mobility gap of the intrinsic layer in a p-i-n
device from the voltage-dependent dark current activation energy. We thus determined a value of
1.19 eV for the mobility gap of the intrinsic layer of an �c-Si:H p-i-n device. We analyze the
obtained results in detail through numerical simulations of the �c-Si:H p-i-n device. The
applicability of the method for other than the investigated devices is discussed with the aid of
numerical simulations. © 2009 American Institute of Physics. �DOI: 10.1063/1.3078044�

I. INTRODUCTION

Hydrogenated microcrystalline silicon ��c-Si:H� is an
attractive material for thin-film silicon solar cells. In com-
parison to hydrogenated amorphous silicon �a-Si:H�,
�c-Si:H is more stable to light exposure and has a lower
bandgap. In particular the “micromorph” concept consisting
of an a-Si:H top cell and a �c-Si:H bottom cell1 is a prom-
ising candidate for cheap and relatively stable thin-film sili-
con solar cells. With this type of solar cells Yamamoto et al.
demonstrated a solar cell with an initial efficiency of 14.1%.2

Modeling of �c-Si:H silicon is complicated by its com-
plex microstructural properties involving a mixed phase of
crystalline and amorphous tissues, grain boundaries, inhomo-
geneity in the growth direction, and columnar structure. The
complex structural properties give rise to complex properties
of electronic transport in the material, impeding a detailed
analysis of its optoelectronic properties. In particular, the
value of the mobility gap is controversial. Often a value
similar to the bandgap of c-Si �1.1 eV� is used.3 In some
other studies, however, mobility gap values have been re-
ported in the range of 1.48–1.59 eV,4,5 depending on crys-
talline volume fraction. For modeling of �c-Si:H materials,
it is essential that the mobility gap is accurately determined.

This paper introduces a method to determine the mobil-
ity gap of �c-Si:H using the dark current activation energy
of �c-Si:H p-i-n devices. We derive a simple analytical
model that describes the dark current activation energy and
used it to extract the mobility gap of the intrinsic layer of
experimental p-i-n devices. As our analytical model is based
on several approximations we compare the analytical model
with detailed numerical simulations.

The here presented method is, in principal, not limited to
�c-Si:H p-i-n devices. Primary assumptions are that the re-
combination in the dark can be approximated with
Shockley–Read–Hall �SRH� recombination, originating from
midgap states in the intrinsic layer. To investigate the appli-
cability of the analytical model on other than the investigated
devices, we used detailed numerical simulations to study the
influence on the dark current activation energy of the band
tails, of an amorphous incubation layer, and of a defect-rich
interface layer.

II. DETERMINATION OF THE MOBILITY GAP
IN �c-Si:H SOLAR CELLS

The dark current is written as the integral of the recom-
bination through the device including surface recombination
at the contacts. Recombination in a-Si:H and �c-Si:H ma-
terials is dominated by recombination via dangling bond and
tail states. These recombination processes are limited by the
minority carrier concentration. As in the doped layers and at
the contacts the minority carrier concentrations are low, the
recombination in a-Si:H and �c-Si:H p-i-n devices is domi-
nated by recombination in the intrinsic layer. We therefore
approximate the dark current through this type of p-i-n de-
vice by the integral of the recombination rate in the intrinsic
layer,

J = q�
0

W

R�x�dx , �1�

where W is the width of the intrinsic layer, q is the elemen-
tary charge, and R�x� is the recombination as a function of
the position x. In the next two sections we will derive an
expression for the thermal activation energy of Eq. �1�. In
our derivation we approximate the recombination via the am-
photeric dangling-bond states with SRH recombination �i.e.,
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the decoupled approach�. The derivation presented here is
similar to the derivation of the dark J-V characteristics of
a-Si:H p-i-n devices from van Berkel et al.6 However, in
order to understand under which circumstances the deter-
mined expressions for the dark current activation energy are
valid, it is useful to explicitly derive the activation energy of
SRH recombination processes as a function of position and
trap energy in a p-i-n device. We therefore first derive gen-
eral expressions for the thermal activation energy of SRH
recombination as a function of trap energy in Sec. II A. In
Sec. II B we will apply the results of Sec. II A to a p-i-n
device and determine the dark current activation energy.

A. Activation energy of SRH recombination

In the following derivation we take abrupt mobility
edges. Furthermore, we assume that the capture cross sec-
tions for electrons and holes are equal ��n=�p=�� and we
consider equal values for the effective density of states in the
valence and conduction bands �Nc=Nv=N�. Thus the elec-
tron concentration n and the hole concentration p are de-
scribed by

n = N exp�Efn − Ec

kT
� , �2�

p = N exp�Ev − Efp

kT
� , �3�

where Efn and Efp are the quasi-Fermi levels for electrons
and holes, respectively, and Ec and Ev are the conduction-
band and the valence-band mobility edge, respectively.

The recombination efficiency �R is defined as the recom-
bination per energy state at energy Et. Thus we write the total
recombination rate as

R = �
Ev

Ec

Nt�Et��R�Et�dEt, �4�

where Nt is the number of trap states at energy Et. By apply-
ing the Taylor and Simmons approximation7 for the recom-
bination efficiency of a trap and taking the above listed ap-
proximations into account, we write for the recombination
efficiency of a trap,

�R�Et� = �vth�
np

n + p
	1 + exp�Et − Efnt

kT
�
−1

, Et � E�/2

vth�
np

n + p
	1 + exp�Efpt

− Et

kT
�
−1

, Et � E�/2,�
�5�

where vth is the thermal velocity, Efnt
and Efpt

are the quasi-
Fermi levels for trapped electrons and holes, respectively,
and E� is the mobility gap. Using the same approximations
the quasi-Fermi levels for trapped charge become

Efnt
= Ec + kT ln�n + p

N
� , �6�

Efpt
= Ev − kT ln�n + p

N
� . �7�

Under the listed assumptions the quasi-Fermi levels for
trapped charge are located symmetrically around midgap, i.e.
the distance between the quasi-Fermi level for trapped elec-
trons and the conduction-band edge is equal to the distance
between the quasi-Fermi level for trapped holes and the
valence-band edge. Furthermore, the quasi-Fermi level for
the majority carriers is approximately equal to the quasi-
Fermi level for trapped majority carriers ��Efnt,pt

−Efn,p�
�kT ln�2�, where Efnt,pt

and Efn,p refer to the quasi-Fermi
levels for the majority carriers�. In the following derivation
of the activation energy of SRH recombination processes, we
make use of the symmetry around midgap by first consider-
ing only traps in the upper half of the bandgap �Et�E� /2�,
and then determine the activation energy of traps located in
the lower half from the symmetry around midgap.

We approximate Eq. �5� by substituting the expression
between brackets on the right with 1, when Et�Efnt

, and
exp��Efnt

−Et� /kT�, for Et�Efnt
. Equation �5� then becomes

�R�Et� = �vth�
np

n + p
, Et � Efnt

vth�
np

n + p
· exp�Efnt

− Et

kT
� , Et � Efnt

.� �8�

The thermal velocity and the effective density of states
in the bands are temperature dependent. The thermal velocity
follows the following temperature dependent relation:8

vth =
3kT

m
e
* , �9�

where m
e
* is the effective electron mass. The effective den-

sity of states as a function of temperature can be written as8

N = NT0
� T

T0
�3/2

, �10�

where NT0
is the effective density of states at temperature T0.

Substitution of Eqs. �9� and �10� in Eq. �8� and rearranging
terms gives

�R�Et� = �

3k

m
e
*T0

3�T2 ñp̃

ñ + p̃
, E � Efnt


 3k

m
e
*T0

3�T2 ñp̃

ñ + p̃
· exp�Efnt

− Et

kT
�, Et � Efnt

,

�11�

where ñ and p̃ are the electron and hole concentrations, re-
spectively, where we take temperature independent effective
density of states �i.e., we substitute the temperature depen-
dent N with the temperature independent NT0

in Eqs. �2� and
�3��.

We define the thermal activation energy of a quantity X
as
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Ea = −
��ln�X���kT�−1����

���kT�−1�
. �12�

The term np / �n+ p� in the expressions for the recombination
efficiency is approximately equal to the minority carrier con-
centration when n� p and when p�n. Therefore, this term
reflects that the recombination efficiency is limited by the
least available carrier and thus its activation energy equals
the activation energy of the minority carrier concentration,
Ea

m. The activation energy of the minority carrier concentra-
tion is equal to the maximum energy distance of either quasi-
Fermi level with its respective band. We write

Ea
m � �Efp − Ev n � p

Ec − Efn n � p .
� �13�

When there is no minority carrier �i.e., n� p�, np / �n+ p�
reduces to approximately half of either carrier concentration.
Note that also in this case Eq. �13� holds as in then the
activation energies of both electrons and holes are approxi-
mately equal.

Applying Eq. �12� to the remaining terms of Eq. �11� we
obtain for the activation energy of the recombination effi-
ciency,

Ea
R�Et� =�Ea

m + 2kT , Et � Efnt

Ea
m + 2kT − Efnt

+ Et, Et � Efnt
,� �14�

where the term 2kT reflects the temperature dependencies of
the thermal velocity and the effective density of states.

Finally, we use the symmetry argument to derive the
activation energy of the recombination efficiency of traps
located in the lower half of the bandgap and obtain

Ea
R�Et� = �Ea

m + Efpt
− Et + 2kT , Et � Efpt

Ea
m + 2kT , Efpt

� Et � Efnt

Ea
m − Efnt

+ Et + 2kT , Et � Efnt
.

� �15�

We recall that the quasi-Fermi levels for trapped charge are
located symmetrically around midgap and the quasi-Fermi
level for the majority carriers is approximately equal to the
quasi-Fermi level for trapped majority carriers. Using this
result we can approximate Eq. �15� as

Ea
R�Et� � �− 	Efnp + Ec − Et + 2kT , Et � Efpt

Ea
m + 2kT , Efpt

� Et � Efnt

E� − 	Efnp + Et − Ec + 2kT , Et � Efnt
,

�
�16�

where 	Efnp is the separation between quasi-Fermi levels
�Efn−Efp�. The relation in Eq. �16� is illustrated in Fig. 1.
Outside the energy range between the quasi-Fermi levels for
trapped charge, the activation energy increases linearly to-
ward the band edges and the activation energy at the band
edges is equal to E�−	Efnp+2kT.

B. Activation energy of a p-i-n device

For the derivation of an analytical expression of the ac-
tivation energy of a p-i-n device we make the additional

approximations that the separation between the quasi-Fermi
levels is equal to the applied voltage V and the quasi-Fermi
levels are constant in the device with respect to the potentials
at the contacts. Furthermore, we assume that the electric field
in the device is uniform. With these assumptions, we can
draw a schematic band diagram, as is shown in Fig. 2�a�. As
the electric field and the quasi-Fermi levels are constant, the
separations between the quasi-Fermi levels and their respec-
tive bands become linear functions of position. We can there-
fore write for the carrier concentrations in the intrinsic layer,

n = n0 exp	−
E0�x − x0�

kT

 , �17�

p = p0 exp	E0�x − x0�
kT


 , �18�

where E0 is the uniform electric field in the intrinsic layer, n0

and p0 are the electron and hole concentrations, respectively,
at position x0 in the intrinsic layer. For convenience we de-
fine x0 such that n0= p0. From Eq. �5� it can be seen that the
recombination efficiency scales with the term np / �n+ p�. In
Fig. 2�b� the term np / �n+ p� is schematically shown as a
function of position in the p-i-n device. Using Eqs. �17� and
�18� and substituting n0= p0, we can write

np

n + p
=

n0

exp	E0�x − x0�
kT


 + exp	− E0�x − x0�
kT



. �19�

Equation �19� peaks at x0, where the carrier concentrations
are equal and decays exponentially in either direction away
from x0.

FIG. 1. Activation energy of recombination processes as a function of trap
energy.

FIG. 2. Schematic band diagram with corresponding term np / �n+ p� as a
function of position. �a� Schematic band diagram of a p-i-n device. Indi-
cated are the voltage V and the quasi-Fermi levels for electrons and holes
�Efn and Efp, respectively� and the quasi-Fermi levels for trapped electrons
and holes �Efnt

and Efpt
, respectively�. The gray area depicts the energy

range between the quasi-Fermi levels for trapped electrons and holes. �b�
Schematic figure of the term np / �n+ p� as a function of position in the
device.
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In a first order approximation we assume the recombina-
tion takes place between the quasi-Fermi levels for trapped
charge �the Taylor and Simmons 0 K approximation7�. The
temperature dependency of the total recombination in the
device is obtained by integrating the recombination effi-
ciency over the intrinsic layer. Note, however, that this does
not give us the current as we do not take into account the
density of states. The integral of Eq. �19� over the intrinsic
layer is

�
0

W np

n + p
dx = �

0

W n0

exp	E0�x − x0�
kT


 + exp	− E0�x − x0�
kT



dx

=
n0kT

E0
�arctan�exp	E0�x − x0�

kT

��

x=0

x=W

�
n0kT

E0

 . �20�

We first determine the activation energy of the term n0. At x0

the quasi-Fermi levels are located symmetrically around
midgap. As the separation of the quasi-Fermi levels is equal
to V, it follows that Ea

m= �E�−V� /2. Thus, using Eq. �16�, the
activation energy of n0 is equal to

Ea
R = Ea

m + 2kT =
E� − V

2
+ 2kT . �21�

Using Eq. �12� the activation energy of the expression ob-
tained in Eq. �20� then becomes

Ea
p-i-n =

E� − V

2
+ 3kT . �22�

Our assumption that the electric field is uniform in the
device is not very realistic. In practice band bending at the
p-i and the i-n interface result in a reduction in the electric
field in the middle of the device. However, the recombination
is highest where n� p, which naturally leads to a space
charge close to zero. Therefore the electric field actually is
fairly uniform in the most relevant part of the integral in Eq.
�20�, and thus the dark current activation energy is not very
sensitive to the nonuniform electric field distribution in the
device.

By applying the inverse of Eq. �12� to Eq. �22� we find
that the current as a function of voltage and temperature is
proportional to

J � T3 exp�V − E�

2kT
� , �23�

which corresponds to the diode equation with an ideality
factor of 2. It is well known that the ideality factor of a-Si:H
and �c-Si:H devices is, in general, smaller than 2. There are
several explanations of this effect. According to Berkel
et al.,6 the energy distribution of traps influences the ideality
factor when the number of traps between the quasi-Fermi
levels for trapped charge varies strongly with the applied
voltage. He attributes ideality factors less than 2 in a-Si:H
p-i-n diodes to this voltage dependency of the number active
recombination centers. However, this effect on the ideality

factor is independent of temperature and therefore will not
affect the slope of dark current activation energy versus the
voltage. From this slope we can thus determine a “thermal-
ideality factor.” We therefore ascribe differences between the
thermal-ideality factor and the ideality factor determined
from J-V characteristics to a voltage dependency of the num-
ber of active recombination centers.

Also spatial effects may lead to an ideality factor less
than 2. The activation energy of recombination processes in a
p-i-n device depends on the activation energy of the minority
carrier concentration. This activation energy is not constant
through the device. As a consequence the dark current acti-
vation energy, and thus also the ideality factor, depends on
the spatial distribution of the recombination rate.9,10 The ef-
fect of the spatial variation in the activation energy of the
minority carrier concentration is taken into account in the
integral of Eq. �20�, leading to a difference of kT between
Eqs. �21� and �22�. However, as the integral in Eq. �20� is
over the recombination efficiency, this result is only valid as
long as the spatial variation in defect density is small com-
pared to the spatial variation in recombination efficiency. In
the case of a highly inhomogeneous defect state distribution,
a significant part of the recombination could take place in a
region where n�p, and hence Ea

m� �E�−V� /2. For the ex-
treme case we evaluate the activation energy for recombina-
tion at an interface with a doped layer, where the quasi-Fermi
level of the majority carriers is pinned. Due to this pinning of
the quasi-Fermi level for majority carriers, Ea

m varies linearly
with the applied voltage and therefore the slope of the acti-
vation energy versus the voltage is −1 for these recombina-
tion processes, and hence the thermal-ideality factor for these
recombination processes is 1. Similarly, recombination via
traps outside the energy range confined by the quasi-Fermi
levels for trapped charge leads to changes in the thermal-
ideality factor. From Eq. �16� it follows that the thermal-
ideality factor for these recombination processes is 1
�	Efnp=V�. Note that due to the steep band tails in �c-Si:H
a significant portion of the tail-state recombination may take
place outside the energy range between the quasi-Fermi lev-
els for trapped charge.

The analytical model that was presented in this section is
based on many approximations, such as a uniform field, the
Taylor and Simmons approximation, the decoupled approach
for amphoteric states, etc. Furthermore, both the effect of a
inhomogeneous spatial distribution of defect states and re-
combination via traps outside the energy range confined by
the quasi-Fermi levels for trapped charge may play a role in
the dark current activation energy of p-i-n devices. In Sec.
III we therefore compare the analytical model with a detailed
numerical model to verify the approximations for the here
investigated �c-Si:H devices. To study the applicability of
the approximations further we investigate the influence on
the dark current activation energy of tail-state recombination
or the presence of a defect-rich or amorphous interface layer.
However, before we discuss numerical simulations we
present in Sec. II C experimental results for �c-Si:H solar
cells of which we determine the mobility gap using the dark
current activation energy.
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C. Experimental

In order to measure the current through a �c-Si:H solar
cell accurately at low bias voltages, it is important to prevent
current spreading.11 This is achieved by removing the silicon
in the surroundings of the contacts, leaving patterned solar
cells. The �c-Si:H solar cells consisted of a glass substrate
covered with ZnO, a 15–20 nm �c-Si:H p-layer, a 1.15 �m
�c-Si:H intrinsic layer, and a 15–20 nm a-Si:H n-layer.
Based on previous results we estimate the crystalline volume
fraction of the intrinsic layer to be around 60%.15

The back contact and reflector consists of a
ZnO�80 nm� /Al�300 nm� /Cr�50 nm� stack. After deposition
of the cells the ZnO of the back contact layer stack was
etched around the metal contacts in a HCl solution: During
this step the Cr layer prevented etching of the underlying Al
and ZnO. Subsequently the silicon layer stack was removed
using reactive ion etching. The solar cell parameters for the
etched solar cell are an efficiency of 7.2%, a short-circuit
current density of 20.8 mA cm−2, an open-circuit voltage of
0.49 V, and a fill factor of 72%.

We measured the dark current of the cells at 289, 298,
308, and 323 K. In Figs. 3�a� and 3�b� typical dark J-V char-
acteristics at different temperatures are shown of two pat-
terned cells, cell 1 �Fig. 3�a�� and cell 2 �Fig. 3�b��. Cell 2
still shows a shunt resistance for bias voltages below 0.25 V
at a temperature of 289 K. The origin of this shunt resistance
is not clear, however, the effect of the shunt resistance on the
J-V characteristics becomes less pronounced at higher tem-
peratures. Thus, we conclude that the thermal activation en-
ergy of this shunt is lower than the activation energy of the
exponential current voltage relation that dominates the cur-
rent at bias voltages above 0.25 V. Figure 3�c� shows the
dark current activation energy for the two cells. The low
activation energy of the shunt resistance of cell 2 has a large
effect on the activation energy at voltages below 0.25 V. The
dark current activation energy of the cells without shunt re-
sistance follows the predicted linear voltage dependency for
low forward bias voltages �between 0 and 0.3 V�. Using Eq.
�22� the mobility gap was determined as 1.19 eV from the
dark current activation energy, which is the average mobility
gap determined on the interval from 0 to 0.3 V. In Fig. 3�c�
the expression from Eq. �22� is plotted for the extracted mo-
bility gap of 1.19 eV, which also shows that the slope of the
activation energy versus voltage is −0.5 from 0 to 0.3 V, and
thus the thermal-ideality factor is 2. In comparison, the ide-
ality factor of the J-V characteristics in the same voltage
range is 1.6, which shows that the ideality factor indeed is
affected by the number of active recombination centers. Fur-
thermore, the thermal-ideality factor of 2 in this voltage
range suggests that Eq. �22� is valid as for these forward bias
voltages there is no indication of a significant influence of
tail-state recombination or the presence of a defect-rich or
amorphous interface layer on the dark current activation
energy.

D. Discussion of the obtained mobility gap

From the dark current activation energy of �c-Si:H
p-i-n devices, we determined the mobility gap of the intrin-

sic layer as 1.19 eV. Xu et al.4 carried out internal photo-
emission measurements to determine band offsets between
p-type �c-Si:H and a-Si:H and found a mobility gap for
�c-Si:H of 1.59 eV for a crystalline volume fraction of
80%. Hamma et al.5 determined the mobility gap of �c-Si:H
using in situ contact potential measurements combined with
dark conductivity activation energy measurements and found
mobility gaps of 1.48 and 1.55 eV for material with crystal-
line fractions of 70% and 30%, respectively. Xu et al.4 ex-
plained the difference between the mobility gap of �c-Si:H
and the bandgap of crystalline silicon with quantum-size ef-
fects. However, Carius et al.12 reported that the optical band-
gap of �c-Si:H does not show a large influence of quantum-
size effects and is close to the bandgap of crystalline silicon.
The here reported value for the mobility gap is therefore
more in line with the observed optical properties. The differ-
ence of 70 meV between the determined mobility gap and
the bandgap of c-Si may be caused by quantum confinement,
however, it may also be related to the assumption of abrupt

FIG. 3. The characteristics of the prepared isolated solar cells. �a� The dark
J-V characteristics of cell 1, a cell without shunt resistance, at 289, 298, 308,
and 323 K. �b� The dark J-V characteristics of cell 2, a cell with shunt
resistance, at 290, 298, 309, and 323 K. �c� The activation energy of cells 1
and 2 as a function of bias voltage. The analytical model from Eq. �22� is
plotted for a mobility gap of 1.19 eV.
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mobility edges. In case the mobility edges are not abrupt, it
is expected that the measured mobility gap increases with
temperature.11 In the limited temperature range of our experi-
ments we have not observed a strong temperature depen-
dency of the mobility gap �i.e., the Arrhenius plots are linear
over the measured temperature range, as indicated by the
small error bars in Fig. 3�c� over the relevant voltage range�.

III. SIMULATION RESULTS

A. Model parameters

In order to study the dark current activation energy of
�c-Si:H p-i-n devices in more detail, we carried out numeri-
cal simulations using the ASA program.13 For the simulations
we use the effective medium approximation. For experimen-
tal reference results we use the same solar cells as in Sec. II.
Apart from the mobility gap, which we already determined,
we determine input parameters for our simulations from lit-
erature, through physical arguments, or by fitting the simu-
lation results to experimental results.

Effective density of states. We assume that the electronic
transport in �c-Si:H predominantly takes place through
clusters of crystallites or “percolation paths.”14 This means
that as the current flows through only a fraction of the vol-
ume �i.e., the long range clusters of crystallites�, only the
transport states of this fraction of the material are relevant for
electronic transport. The effective density of states should
therefore scale with the number and size of the clusters of
crystallites making long range connections. For simplicity
we will assume that the effective density of states scales
linearly with the crystalline volume fraction. For our solar
cells we estimate the crystalline volume fraction to be around
60%, based on previous results.15 We assume that the band
structure of the crystallites is similar to the band structure in
c-Si and take the effective density of states in the crystallites
equal to the effective density of states of c-Si �Nc=2.8
�1019 cm−3 and Nv=1.0�1019 cm−3 at 300 K�.

Band offsets. As we assume that the band structure of the
crystallites is similar to c-Si, the band offsets between
�c-Si:H and a-Si:H should be approximately equal to the
band offsets between c-Si and a-Si:H. Various authors have
reported similar values for the band offsets between c-Si and
a-Si:H, where the electron affinity of c-Si is approximately
0.15 eV higher than of a-Si:H.16,17

Band mobility. Recently, measurements on �c-Si:H
thin-film transistors have shown conduction-band mobilities
of 50 cm2 V−1 s−1.18 In general, the hole mobility is found to
be about three times lower, and, therefore we assume a hole
mobility of 15 cm2 V−1 s−1.

Band tails. We assume exponential band tails. The char-
acteristic energy of the valence-band tail has been deter-
mined to be 31 meV.19,20 The characteristic energy of the
conduction-band tail is 33 meV.21 In our simulations we as-
sume for both band tails a characteristic energy of 31 eV.
Furthermore, in Refs. 19–22 the slope of the band tails ap-
pears to be temperature independent up to a temperature
range of 250–300 K �Ref. 23� �which is not the case for
a-Si:H �Refs. 24 and 25��. By lack of evidence we also
assume temperature independent band tails for higher tem-

peratures, up to the maximum temperature of our experi-
ments �323 K�.

Midgap states. From electron spin resonance �ESR�
spectroscopy it has been found that there are two dangling-
bond distributions in �c-Si:H with different paramagnetic
properties.26 Presumably these two dangling-bond distribu-
tions are separated spatially where one distribution is located
within the crystallites and the other in the a-Si:H tissue at
the columnar boundaries.27 The total defect density was
found to be in the range of 5�1015–1�1016 cm−3. The ex-
act value for the dangling-bond concentration in our simula-
tions was obtain by fitting simulated solar cell properties to
experimentally obtained properties. The total dangling-bond
distribution can be considered broad,26,27 and therefore we
assumed a Gaussian distribution with a standard deviation of
150 meV.

Contacts. At the ZnO/semiconductor contacts we assume
an excess charge carrier density of zero, i.e., infinite surface
recombination velocity.

Optical simulations were carried out using the semico-
herent model GENPRO3,13 taking into account both coherent
and incoherent light propagations. The amount of scattering
at a rough interface depends on the roughness of the interface
and the complex refractive indexes of the materials, as de-
scribed in Ref. 28. In our simulations we used a rms rough-
ness of 100 nm for the TCO-p interface and for the ZnO /Al
interface. Scattering at other interfaces is neglected in our
simulations. The optical properties of �c-Si:H can be esti-
mated using the effective medium approximation.29 In this
approach the refractive index is computed from the refractive
indices of the two phases, a-Si:H and �c-Si:H, and the
crystalline volume fraction. Although this method may not
be the most accurate for determining the refractive index of
the materials used in the solar cell, the method has the ad-
vantage that it allows for a flexible variation in the crystal-
line volume fraction in simulations. In our simulations we
used a crystalline volume fraction of 60%.

We fitted simulated solar cell characteristics to experi-
mental results by varying the following parameters: �i� the
capture cross sections of charged and neutral dangling bond
and tail states, �ii� the density of states at the mobility edges,
�iii� the density of defect states, �iv� the activation energy of
the p-layer, and �v� the series resistance. In order to make
this procedure as reliable as possible we fitted the simula-
tions to experimental results simultaneously for the dark and
illuminated J-V characteristics, the external quantum effi-
ciency �EQE�, and the dark current activation energy of the
solar cell as a function of bias voltage. The dark current
activation energy was determined the same way as in Sec. II,
using the same temperatures �289, 298, 308, and 323 K�. The
EQE was measured and simulated at 0 V.

In Fig. 4 experimental results and simulation results are
compared for several solar cell characteristics. To obtain the
results in Fig. 4 we set the capture cross sections for neutral
dangling-bond states to 3.0�10−16 cm2, and for neutral tail
states to 5.0�10−16 cm2. The capture cross sections for
charged states are generally larger than for neutral states due
to Coulomb attraction between a charged trap and charge
carriers with an opposite charge.30 We used a fixed ratio of a
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factor of 10 between the capture cross section of charged and
neutral states. The factor of 10 has previously been used to
model defects in both a-Si:H and �c-Si:H material.3 Other
fitted parameters were the density of states at the valence and
conduction-band mobility edges were set to 1.04�1020 and
2.8�1020 cm−3 eV−1, respectively, the density of dangling
bonds was set to 5.0�1015 cm−3, the activation energy of the
p-layer was set to 0.15 eV, and we used a series resistance of
0.45 
 cm2 to fit the current density at voltages above 0.5 V.
The dark and illuminated J-V characteristics �Figs. 4�a� and
4�b�� both show a close match between measurements and
simulations. The simulated short-circuit current density in
Fig. 4�b� is slightly too high. In Fig. 4�c� the simulated and
measured EQE is shown. The simulated EQE is overall
slightly higher than the measured EQE, which corresponds to
the too large simulated short-circuit current density. In Fig.
4�d� the simulated and experimental dark current activation
energies are shown. It can be seen from Fig. 4�d� that we
obtained a good match between simulation and experiment
for the dark current activation energy. In Sec. II we deter-
mined the mobility gap using Eq. �22� and the dark current
activation energy obtained from experiments. Applying the
same procedures on the simulated dark current activation en-
ergy, we obtain a value for the mobility gap, which should be
approximately the same as the mobility gap used in the simu-
lations. We found a mobility gap of 1.17 eV using Eq. �22�,
compared to 1.19 eV for the mobility gap taken in the simu-
lations. Comparing the analytical approximation of the dark
current activation energy with the simulated dark current ac-
tivation energy we find that the analytical approximation is
quite accurate, despite the many approximations made in
Sec. II.

B. Influence of band tails on the dark current
activation energy

We study the influence of recombination via tail states
by distinguishing between current due to tail states and the
current due to defect states. The current due to recombination

through tail states, the tail recombination current, is deter-
mined by integrating the recombination analogous to the in-
tegral Eq. �1�, where the total recombination is replaced with
the recombination via tail states only. Likewise the current
due to recombination via dangling-bond states, the dangling-
bond recombination current, is determined by integrating the
recombination via dangling bonds in the device.

In Fig. 5�a� we show the tail-recombination current den-
sity and the dangling-bond recombination current density for
a temperature of 298 K. For reference the total simulated
current density is also shown. For voltages below 0.3 V the
total current density approximately equals the dangling-
bond-recombination current density. For higher voltages the
tail-recombination current density becomes increasingly im-
portant, while at the same time the effects of series resistance
and space charge limited current start to play a role. In Fig.
5�b� we show the thermal activation energies of the
dangling-bond-recombination current density and the tail-
recombination current density. For reference the simulated
activation energy of the total current density is also shown in
Fig. 5�b�. Up to a voltage of 0.3 V the activation energy of
the total current density is primarily determined by the acti-
vation energy of the dangling-bond-recombination current
density. Above 0.3 V the activation energy is partly deter-
mined by recombination via tail states and the activation
energy does not follow Eq. �22�. We can conclude that, to-
gether with the effects of series resistance and space charge
limited current, recombination via tail states can limit the
voltage range for which the dark current activation energy
can be used to determine the mobility gap.

FIG. 4. Measured �symbols� and simulated �lines� solar cell characteristics.
�a� The dark J-V characteristics; �b� the illuminated J-V characteristics; �c�
the spectral response; �d� the dark current activation energy.

FIG. 5. �a� The tail-recombination current and the dangling-bond-
recombination current at 298 K. �b� The thermal activation energy of the
tail-recombination current and the dangling-bond-recombination current.
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C. Influence of a defect-rich or amorphous p-i
interface on the dark current activation energy

In Fig. 6 we show the influence of a variation in the
defect density in a 10 nm thick layer adjacent to the p-i
interface on the dark current density �Fig. 6�a�� and the dark
current activation energy �Fig. 6�b��. A defect density of 5
�1015 cm−3 is equal to the defect density in the rest of the
intrinsic layer. When the defect density is varied over several
orders of magnitude, the influence on the dark current den-
sity and the activation energy is marginal. Figure 6�a� shows
that for a defect density of 5�1018 cm−3 the dark current
density is considerably higher than for a defect density lower
or equal to 5�1017 cm−3. The mobility gap as evaluated
with Eq. �22� from the simulated dark current activation en-
ergy was 1.17 eV for a defect density less than 5
�1018 cm−3. When the defect density in the interface layer is
5�1018 cm−3, the mobility gap determined from the simula-
tions is 1.14 eV. The simulations suggest that the value ob-
tained for the mobility gap from the dark current activation
energy is not sensitive to the spatial distribution of dangling-
bond defects.

We can explain that the dark current activation energy is
fairly insensitive to the presence of a highly defective inter-
face layer. For moderately defect-rich interface layers, with a
defect density up to 5�1017 cm−3, the total recombination
rate in the device is dominated by the bulk of the intrinsic
layer. As the total recombination rate is dominated by bulk
recombination for these defect densities in the interface
layer, the current density is not strongly affected by the in-
terface layer, as can be seen from Fig. 6�a�. However, for a
high defect density in the interface layer �5�1018 cm−3� the

simulated current density in Fig. 6�a� is significantly higher
than for the lower defect densities. The recombination-rate
profile �not shown� shows that this increase in current den-
sity can be attributed to a high recombination rate in the
defect-rich interface layer. However, from the band diagrams
�not shown� it follows that in this case there is strong band
bending in the interface region. At the recombination peak in
the interface layer, the strong band bending leads to quasi-
Fermi levels which are located approximately symmetrically
around midgap, despite the proximity of the p-i interface.
Thus the activation energy of the total recombination rate is
not strongly affected by the introduction of a defect-rich in-
terface layer.

In some cases an amorphous incubation layer is formed
during the initial growth of a �c-Si:H layer.31,32 We inves-
tigated the influence of such an incubation layer by inserting
a 10 nm thick a-Si:H layer between the p-layer and the
�c-Si:H intrinsic layer. Figure 7�a� shows the dark current
density of a �c-Si:H solar cell with a-Si:H incubation layer
and without. The current density is the same up to 0.15 V for
the solar cells with a-Si:H interface layer and without.
Above 0.15 V the current density through the cell with an
amorphous interface layer is considerably lower than with-
out. Similar to Sec. II we integrated the recombination in the
device according to Eq. �1�. However, this time we inte-
grated the total recombination rate in the device, excluding
surface recombination at the contacts �which is not computed

FIG. 6. �a� The dark current density of the �c-Si:H solar cell for various
defect densities in a 10 nm thick layer is adjacent to the p-i interface. The
defect density in the bulk is 5�1015 cm−3. �b� The dark current activation
energy for the various defect densities in the defect-rich interface.

FIG. 7. �a� The dark current density of the �c-Si:H solar cells with and
without a 10 nm thick a-Si:H layer adjacent to the p-i interface. For the
solar cell with an a-Si:H layer the current density computed as the integral
of the recombination over the device �without surface recombination� is also
shown. The difference between the recombination current density and the
total current density is the current arising from surface recombination. �b�
The dark current activation energy for a solar cell with and without a 10 nm
thick a-Si:H layer adjacent to the p-i interface. For the solar cell with an
a-Si:H layer the dark current activation energy of the recombination in the
device and the activation energy of the surface recombination current are
also shown.
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explicitly in ASA�. The thus obtained device-recombination
current is shown in Fig. 7�a�. For voltages above 0.35 V
there is an increasing difference between the device-
recombination current density and the total simulated current
density, showing that there is a large contribution of the sur-
face recombination at the contacts. The surface recombina-
tion current density can be computed as the difference be-
tween the total current density and the device-recombination
current density and is also shown in Fig. 7�a�.

The influence of the amorphous interface layer between
the p-layer and the �c-Si:H intrinsic layer can be explained
as follows: The valence-band offset between a-Si:H and
�c-Si:H is rather large �0.41 eV� and inhibits the injection
of holes from the p-layer into the intrinsic layer. For a 10 nm
thick a-Si:H incubation layer the limitations on the injection
of holes becomes prominent above 0.15 V. As a result the
hole concentration �not shown� and thus the recombination
rate in the intrinsic layer are reduced, resulting in a relatively
larger contribution of surface recombination and recombina-
tion in the p-layer. Note that we have assumed infinite re-
combination velocities at the contacts. However, we verified
with simulations that the overall effect on the current density
of reducing recombination velocities is small. The simula-
tions �not shown� indicate that reducing recombination ve-
locities at the contacts leads to higher minority carrier con-
centrations in the defect-rich doped layers, effectively
moving the recombination from the contact surfaces to the
volume of the doped layers.

Figure 7�b� shows the dark current activation energy of
the solar cells with and without a-Si:H interface layer and
the activation energy of the device-recombination current
and of the surface recombination current. In can be seen that
Eq. �22� is not valid as the slope of the voltage-dependent
dark current activation energy is only −0.5 in the voltage
range of 0–0.15 V. The simulations suggest that an incuba-
tion layer of 10 nm prevents a straightforward determination
of the mobility gap. It should be noted that, for thin a-Si:H
incubation layers, tunneling of holes through the incubation
layer may reduce the influence of the amorphous layer on the
dark current.

IV. CONCLUSIONS

We derived an analytical model for the dark current ac-
tivation energy of �c-Si:H p-i-n devices and showed that
this dark current activation energy can be used to determine
the mobility gap of the intrinsic layer in the device. Using
this method we found a mobility gap of 1.19 eV. This is in
line with findings of Brammer et al.3 and Carius et al.12

but considerably lower than the reported values of 1.59
and 1.48 eV for crystalline fractions of 30% and 70%,
respectively.5

As the analytical model is based on many approxima-
tions, we compared the analytical model with detailed nu-
merical simulations. The results show that, in the case of a
�c-Si:H solar cell, the analytical model provides an accurate
description of the dark current activation energy for voltages
below 0.3 V.

The method is further investigated using numerical

simulations in order to evaluate the reliability of the method
and the applicability of the method on other than the inves-
tigated device. The numerical simulations indicate that the
method can still be used for devices which show the influ-
ence of recombination via tail states and recombination in a
defect-rich interface layer at the p-i interface. However, tail-
state recombination may limit the voltage range for which
the analytical model is valid. We also tested the influence of
an a-Si:H incubation layer. An a-Si:H incubation layer may
lead to a non-neglectable contribution of surface recombina-
tion to the dark current density, impeding a straightforward
interpretation of the dark current activation energy. Further
experimental work is required to investiagate the applicabil-
ity of the method on a wider range of �c-Si:H and a-Si:H
devices.

ACKNOWLEDGMENTS

The authors would like to thank Franz Birmans,
Rebekka van Aubel, Kah-Yoong Chan, and Thomas
Kirchartz.

1J. Meier, S. Dubail, R. Flückiger, D. Fischer, H. Keppner, and A. Shah, in
Proceedings of the IEEE First WCPEC, 1994 �unpublished�, pp. 409–412.

2K. Yamamoto, M. Yoahimi, Y. Tawada, S. Fukuda, T. Sawada, T. Meguro,
H. Takata, T. Suezaki, Y. Koi, K. Hayashi, T. Suzuki, M. Ichikawa, and
A. Nakajima, Sol. Energy Mater. Sol. Cells 74, 449 �2002�.

3T. Brammer, F. Birmas, M. Krause, H. Stiebig, and H. Wagner, Mater.
Res. Soc. Symp. Proc. 664, A19.6.1-6 �2001�.

4X. Xu, J. Yang, A. Banerjee, and S. Guha, Appl. Phys. Lett. 67, 2323
�1995�.

5S. Hamma and P. R. i Cabarrocas, Appl. Phys. Lett. 74, 3218 �1999�.
6C. van Berkel, M. J. Powell, A. R. Franklin, and I. D. French, J. Appl.
Phys. 73, 5264 �1993�.

7J. G. Simmons and G. W. Taylor, Phys. Rev. B 4, 502 �1971�.
8S. M. Sze and K. K. Ng, Physics of Semiconductor Devices, 3rd ed.
�Wiley-Interscience, New York, 2006�.

9M. A. Kroon and R. A. C. M. M. van Swaaij, J. Appl. Phys. 90, 994
�2001�.

10T. Brammer and H. Stiebig, Sol. Energy Mater. Sol. Cells 90, 3021 �2006�.
11J. A. Willemen, Ph.D. thesis, Delft University of Technology, 1998.
12R. Carius, T. Merdzhanova, S. Klein, and F. Finger, J. Optoelectron. Adv.

Mater. 7, 121 �2005�.
13B. E. Pieters, J. Krc, and M. Zeman, Proceedings of the IEEE Fourth

WCPEC, 2006 �unpublished�, Vol. 2, p. 1513.
14H. Overhof, M. Otte, M. Schmidtke, U. Backhausen, and R. Carius, J.

Non-Cryst. Solids 227–230, 992 �1998�.
15Y. Mai, S. Klein, R. Carius, J. Wolff, A. Lambertz, and F. Finger, J. Appl.

Phys. 97, 114913 �2005�.
16H. Matsuura, T. Okuno, H. Okushi, and K. Tanaka, J. Appl. Phys. 55, 1012

�1984�.
17M. Schmidt, L. Korte, A. Laades, R. Stangl, C. Schubert, H. Angermann,

E. Conrad, and K. Maydell, Thin Solid Films 515, 7475 �2007�.
18K.-Y. Chan, D. Knipp, A. Gordijn, and H. Stiebig, J. Non-Cryst. Solids

354, 2505 �2008�.
19T. Dylla, F. Finger, and E. A. Schiff, Mater. Res. Soc. Symp. Proc. 808,

109 �2004�.
20T. Dylla, F. Finger, and E. A. Schiff, Appl. Phys. Lett. 87, 032103 �2005�.
21S. Reynolds, V. Smirnov, C. Main, F. Finger, and R. Carius, Mater. Res.

Soc. Symp. Proc. 808, 127 �2004�.
22T. Merdzhanova, R. Carius, S. Klein, F. Finger, and D. Dimova-

Malinovska, Adv. Mater. �Weinheim, Ger.� 7, 485 �2005�.
23No strict upper temperature can be given as the highest temperatures, used

by Dylla et al. �Ref. 19�, are used in time of flight experiments, where the
the band tail slope is inferred from the temperature dependency of tran-
sient photocharge measurements.

24M. Stutzmann, Philos. Mag. Lett. 66, 147 �1992�.
25S. Aljishi, J. Cohen, S. Jin, and L. Ley, Phys. Rev. Lett. 64, 2811 �1990�.

044502-9 Pieters et al. J. Appl. Phys. 105, 044502 �2009�

Downloaded 15 Sep 2010 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions

http://dx.doi.org/10.1016/S0927-0248(02)00113-7
http://dx.doi.org/10.1063/1.114332
http://dx.doi.org/10.1063/1.124110
http://dx.doi.org/10.1063/1.353755
http://dx.doi.org/10.1063/1.353755
http://dx.doi.org/10.1103/PhysRevB.4.502
http://dx.doi.org/10.1063/1.1379560
http://dx.doi.org/10.1016/j.solmat.2006.06.010
http://dx.doi.org/10.1063/1.1927689
http://dx.doi.org/10.1063/1.1927689
http://dx.doi.org/10.1063/1.333193
http://dx.doi.org/10.1016/j.tsf.2006.11.087
http://dx.doi.org/10.1016/j.jnoncrysol.2007.09.035
http://dx.doi.org/10.1063/1.1984087
http://dx.doi.org/10.1080/09500839208229277
http://dx.doi.org/10.1103/PhysRevLett.64.2811


26P. Kanschat, H. Mell, K. Lips, and W. Fuhs, Mater. Res. Soc. Symp. Proc.
609, A27.3.1 �2000�.

27T. Dylla, Ph.D. thesis, Forschungszentrum Jülich, 2005.
28M. Zeman, R. A. C. M. M. van Swaaij, J. W. Metselaar, and R. E. I.

Schropp, J. Appl. Phys. 88, 6436 �2000�.
29W. Y. Cho and K. S. Lim, Jpn. J. Appl. Phys., Part 1 36, 1094 �1997�.

30J. C. Anderson, Philos. Mag. B 48, 31 �1983�.
31R. W. Collins, A. S. Ferlauto, G. M. Ferreira, C. Chen, J. Koh, R. J. Koval,

Y. Lee, J. M. Pearce, and C. R. Wronski, Sol. Energy Mater. Sol. Cells 78,
143 �2003�.

32L. Houben, M. Luysberg, P. Hapke, R. Carius, F. Finger, and H. Wagner,
Proc. Natl. Acad. Sci. U.S.A. 77, 1447 �1998�.

044502-10 Pieters et al. J. Appl. Phys. 105, 044502 �2009�

Downloaded 15 Sep 2010 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions

http://dx.doi.org/10.1063/1.1324690
http://dx.doi.org/10.1143/JJAP.36.1094
http://dx.doi.org/10.1080/13642818308226429
http://dx.doi.org/10.1016/S0927-0248(02)00436-1
http://dx.doi.org/10.1073/pnas.77.3.1447

