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Abstract

We study the density fluctuations at equilibrium of the multi-species stirring process,
a natural multi-type generalization of the symmetric (partial) exclusion process. In
the diffusive scaling limit, the resulting process is a system of infinite-dimensional
Ornstein—Uhlenbeck processes that are coupled in the noise terms. This shows that
at the level of equilibrium fluctuations the species start to interact, even though at
the level of the hydrodynamic limit each species diffuses separately. We consider
also a generalization to a multi-species stirring process with a linear reaction term
arising from species mutation. The general techniques used in the proof are based on
the Dynkin martingale approach, combined with duality for the computation of the
covariances.

Keywords Equilibrium density fluctuations - Multi-species - Ornstein—Uhlenbeck -
Reaction—diffusion

Mathematics Subject Classification 60K35 - 82C22

1 Introduction

The symmetric exclusion process is a famous and well-studied particle system, where
the hydrodynamic limit is the heat equation and where the stationary fluctuations
around the hydrodynamic limit are given by an infinite-dimensional Ornstein—
Uhlenbeck process [1-5]. The large deviations from the hydrodynamic limit are also
well studied [6], and because of integrability, in the simplest one-dimensional setting
with reservoirs the non-equilibrium steady state can be computed explicitly [7, 8], and
as a consequence, the large deviation around the stationary non-equilibrium density
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profile can be computed [9, 10]. Such explicit solvability of a model is very rare and in
the case of the symmetric exclusion process a consequence of the fact that the Markov
generator corresponds to an integrable spin chain (for the d = 1 nearest neighbor set-
ting) and that the model is self-dual (for the general symmetric model on any graph). A
simple and natural generalization of the symmetric exclusion process is the so-called
symmetric partial exclusion process, where every vertex admits at most 2 particles,
je %N. The model is then still self-dual but no longer integrable for j > 1/2. The
maximum number of particles can be chosen depending on the vertex, without loos-
ing self-duality. For all these generalizations of the symmetric exclusion process, the
hydrodynamic limit and the stationary fluctuations around the hydrodynamic limit can
be obtained and up to constants yield the same equations [11-15].

At present, there is a growing interest in models with multiple conserved quantities,
their hydrodynamic limit, and their fluctuations (often referred to as “nonlinear fluctu-
ating hydrodynamics”) [16, 17], as well as in “multi-layer” models, where effects such
as uphill diffusion can be observed [12, 18, 19]. From the point of view of integrable
systems or of systems with duality—the latter being a larger class—the construction of
models with n conserved quantities is naturally linked with Lie algebras of higher rank,
such as su(n), with n > 2 (or the deformed universal enveloping algebra U, (su(n))
for the asymmetric companion model). Several multi-species versions of the ASEP
process have been introduced and their dualities have been studied, such as the particle
exchange process (PEP) [20] or the multi-species ASEP (q,j) [21-23].

In the symmetric context, the simplest choice of a multi-species model is obtained
by considering the coproduct of the quadratic Casimir of su(n), copied along the edges
of a graph (see [24] for the model on a finite graph and [25] for the boundary-driven
version). If one chooses a spin j discrete representation, one arrives to the multi-
species stirring process, which is the most natural multi-species generalization of the
symmetric exclusion process. In this model, at each site there are at most 2 particles
whose type (or color) can be chosen among »n available types. In other words, each
site contains a pile of height 2 j which is made of particles of different types and some
holes.

The configuration space of the process is denoted SX where V is the vertex set and
the single-vertex state space S, is the set of n + 1 tuples of integers of which the sum
equals 2j, i.e.,

n
Su= 100 m.....nn) s m €{0.1,....2j} satisfying » me=2jt.
k=0

A configuration of particles at site x € V is denoted by n* = (5, 7, ..., n;) with
1y giving the number of holes and n; specifying the numbers of particles of type k,
with k € {1, ..., n}. The rate at which a particle of type k at site x is exchanged with
a particle of type [ at site y is given by

cle, ymin
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Fig. 1 Illustration of the multi-species stirring process with two colors (n = 2) and maximal occupation
equal to six (j = 3). The two species are denoted by "1" and "2" and the holes by "0". We show the particle
configurations before and after the exchange of a particle of type 1 at site x with a particle of type 2 at site
x + 1. Before the transition, site x has occupations given by (na‘ R n’f R n’2‘) = (1, 3, 2) while site x + 1 has

x+1_ _x+1 x+1)

occupation given by (g™ 17", m, (2,0, 4). The transition occurs at rate nj n; =3.4

where c(x, y) is a symmetric and non-negative conductance associated with the edge
(x, y). In our paper, the underlying vertex set will be always V = Z¢, and we will only
allow nearest neighbor jumps. However, for the model to be self-dual, only symmetry
of ¢(x, y) is important. Notice that if we stop distinguishing species, we retrieve the
classical partial exclusion process. See Fig. 1 for an illustration of the process with
two colors.

In this paper, for the sake of simplicity, we study the multi-species stirring model
in the simplest setting where the vertex set is Z (proofs are similar if we choose Z¢,
d > 1) with nearest neighbor edges, with a general number n € N of species and
a general value of the spin j (or equivalently maximal occupancy 2j). We consider
the stationary density fluctuation field (YV");~¢ of the n species (only for species
different from 0, since the hole dynamics is determined by the dynamics of the other
types) and show that in the diffusive re-scaling of space and time, this field converges
as N — oo to the solution of a n-dimensional SPDE of Ornstein—Uhlenbeck type
given by

dY' =2j(AY'dt + N2EVdW?) (1)

The operator-valued matrix A is simply given A/ with / the identity matrix and A =
dyyx and corresponds to the hydrodynamic limit, which is a system of uncoupled heat
equations (besides exclusion, the species do not interact). The matrix X is, however,
non-diagonal, showing that on the level of fluctuations interaction between the different
species becomes visible. The stationary distribution is a product of multinomials, and
the matrix X is the covariance matrix of a multinomial distribution. Equation (1) is the
natural generalization of the Ornstein—Uhlenbeck process which describes the density
fluctuations of the symmetric exclusion process, where the coefficient in front of the
conservative noise is the square root of the variance of Bernoulli distribution. This
can then be generalized to a setting where reactions (spontaneous species change)
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are allowed. Then also a non-conservative noise term appears and the operator A
corresponds to a (linear) reaction—diffusion system.

1.1 Organization of the Paper

The rest of our paper is organized as follows. In Sect. 2, we describe in detail the
multi-species stirring process on a line, together with its hydrodynamic limit, and we
state our main result, i.e., Theorem 2.4. The proof of this result is obtained in four
main steps that are presented in the subsequent sections. First, in Sect. 3 we prove
some convergence properties of the Dynkin’s martingales associated with the density
fluctuation field. This is used in Sect. 4 for the proof of tightness. In Sect. 5, we apply
duality to compute the covariances of the limiting process. Finally, in Sect. 6, we show
that the limit point (that exists because of tightness) is unique and solves the martingale
problem associated with the limiting process. In Sect. 7, we generalize Theorem 2.4 to
a multi-type stirring process where also a mutation of types (reaction) is also allowed.
In Sect. 8, we draw the conclusions of our analysis, and in Appendix A, we prove the
hydrodynamic limits.

2 The Equilibrium Fluctuation for the Stirring Process
2.1 Process Definition

The interacting particle system is defined on the regular one-dimensional lattice Z. At
each site and each time, we associate a vector n* () = (’75 @,....m, (t)) where the
a-th component 7}, () denotes the occupation variable of the species « € {0, ..., n}.
The labels 1, ..., n denote the "true" species, while the O plays the role of the hole
(absence of a particle). The process on the whole lattice is denoted by (3(¢));>0. The
maximal occupation of each site is assumed to be fixed and equal to 2 j where j € .
Therefore, at any time there can be at most 2j particles at each site. This is encoded
in the state space definition

n Z
Q:=8r= 1o ni.....mn) + me €0, 1,...,2j} satisfying =2

k=0

@

Let us notice that the constraint expressed into the state space can be thought of as a
dependence of the number of holes on the other types, i.e., at each site x € Z

My =2j—nf —...— - 3)

We assume nearest neighbor jumps. The infinitesimal generator of the process acting
on local functions f : 2 — R is given

cro =YY mut [fa—s o5t -5t —rm] @

X€Zk,1=0
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where oy o 1 I=kandy=x s
K710 otherwise.
The interpretation of this generator is that particles of species k,I € {0, 1,...,n}

present at sites x, x + 1 € Z, respectively, are exchanged with rate 1 o

Remark 2.1 If we stop distinguishing the types of particles, we retrieve the partial
exclusion process (SEP(2j)), since the constraint becomes

;76:2j—rff Vx € Z; (6)
erl)‘

thus, the only nonzero rates are of the form 0] (2j — n;

As already proved in [24], the reversible measure of this process is
v, = QMNQ2;; p) )
xXeZ
where MN(2j; p) denotes the multinomial distribution with 2 j independent trials and

success probabilities p = (po, ..., pp) With po+p1 +... + p, = 1.

2.2 Hydrodynamic Limit

In Theorem 2.3, we state the hydrodynamic behavior of the multi-species stirring
process. The proof is based on standard arguments and is reported in Appendix A.
We introduce the density field of species « € {1, ..., n}. For any ¢ € C°(R), this
field is defined as

XN C®R) - R

1 X
o= X3P =5 D NN

X€Z

®)

where N € N is the scaling parameter. To state the hydrodynamic limit, we need an
assumption on the behavior of the density field at the initial time. This assumption is
written in Definition 2.2.

Definition 2.2 Let ,5("‘) :R — [0,2j], witha € {1, ..., n}, be a continuous function
called the initial macroscopic profile of species «. A sequence (1 y)neN of measures
on 2 is a sequence of compatible initial conditions if Vo € {1, ...,n}, Vs > O:

lim py (‘Xﬁ”(qs)— / ¢ ()™ (u)du
N—o00 R

>8>:0 ®

with arbitrary ¢ € C°(R).

We state the following result

@ Springer
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Theorem 2.3 Let p'*) be an initial macroscopic profile of species a € {1,..., N},
and let be (UN)NeN a sequence of compatible initial measures. Py denotes the law
of the process <X{V’t(¢), e X,y’t(qﬁ)) induced by (un)nen. Then, YT > 0, § > 0,
Vo € {l,...,n}and V¢ € C°(R)

lim Py | sup

( XN () — f ¢ )p ™ (u, t)du
N—o0 te[0,T] R

> 8) =0 (10)
where p\® (x, t) is a strong solution of the PDE Cauchy problem

(an

qp @ (x, 1) = (2/)Ap (x, 1) xeR, tel0,T]
@ (x,0) = p@ (x)

2.3 Limiting Process of the Density Fluctuation Field

We consider the setting where the process (1(¢));>o starts from equilibrium, i.e., a
reversible measure where we have fixed the probabilities p = (po, ..., py) once
for all. Then, the density fluctuation field for a species « € {1, ..., n} is a random
distribution, i.., a random element of (C2° (R))* defined via:

YY) CPR) —> R

1 X . (12)
Nt _ 2N (X 2y _
o= X9 = = D P EN) = 2))pa)
X€L
where (2j) pe = E,y, [ng] We call Qy the law of the random vector process (YN”),ZO
=(Y IN S Y,fv ’t) o and E the expectation with respect to this law. Note that because
=

(n(#))r>o0 1s initialized from the reversible measure (7), the process keeps the product
measure structure for every time # > 0. We denote by

(CEM) = (CXM)* x ... x (CPMR))* (13)

*
n

n times

the dual space of (CZ?O(R))", i.e., the set of linear and bounded operators from
(C(R))" to R™. Our main result is the following theorem.

Theorem 2.4 There exists a unique random element (Y{, e, YYi)te[O T e C(0,T];
(CSo (R)):) with law Q such that
On — QO weakly for N — oo. (14)
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Moreover, for every a € {1,...,n}, (Y))>0 is a generalized stationary Ornstein—
Uhlenbeck process solving the following martingale problem:

!
ML, = Yi$) — @) — 2)) /0 Y3 (A ds as)
is a martingale V¢ € C2°(R) with respect to the natural filtration (F;)efo,11 of
x{, ..., Y,t,)ze[o,T] with quadratic covariation
(Mg, Mg p], = —2t(2))? papp /R (Vo (u))? du (16)

and quadratic variation

[Mag], = 202 pal = pa) /R (Vo) du. (17)

Remark 2.5 The above martingale problem can be restated by requiring that (15) and

wps = Moy Mp o +202))° papp /R (Vo () *du (18)
2
ott,a,gb = (Mémp) - 2t(2j)2pa(1 - pa)/R(V(]S(M)ydu (19)

are martingales with respect to the natural filtration (F;);¢[0,7]-

Theorem 2.4 suggests that the limiting process

¥reror1 = (Y- s Y o1y (20)

can be formally written as the solution of the distribution-valued SPDE

dY' =2j(AY'dt + V2XVdW") 21
where
Whretor1 = (W W),y (22)

is an n-dimensional vector of independent space—time white noises. The matrices are
the following

AO...O pi(l—p1) —pip2 ... —pIPN
0A...0 —pip2 p2(l—p2)... —papN

A=\ . . . z = : ) . . (23)
00...A —pNnp1 —pNp2 ... pN(1 = pN)

and X is semi-positive definite. The covariances of (20) V¢ € [0, T'] are given by:
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(i) whenao # g8
Cov (Y4(6), YSW) ) = =@)pupp(Si6. V) 20a) (24)

(i) whena = 8

Cov (Ya(@), Y0)) = Cpall = p) (S V) 2y (25)

where (S;);>0 is the transition semigroup of the Brownian motion (B2 (t));>0 with
variance 2jt.

The proof of Theorem 2.4 consists in the following steps: firstly we show that
the sequence of measures (Qy)nen is tight and converges to a unique limit point
Q; secondly, we show that at the initial time r = O the process is Gaussian and has
covariances given by

Cov(Y ($), YY) = —2)) papp(®. V) 12(ax)-
Cov(Y(#), YO() = 2))pa(1 = Pa) (. V) 12 (- (26)

Finally, we prove that Q solves the martingale problem for any ¢ € [0, T]. As shown
in Section 4, Chapter 11 of [1], these steps are equivalent to saying that Q is the unique
solution of the martingale problem, and furthermore, they allow to find the transition
probabilities of the Markov process (¥;):c[0,71. We observe that the Gaussianity of the
limiting process at initial time ¢ = 0 is a consequence of the central limit theorem and
of the fact that, for every x € Z, n* = (ng, ..., m;) is distributed with the reversible
multinomial measure (7).

Preliminarily, we need some convergence properties of the Dynkin martingale asso-
ciated with the density fluctuation field. Thus, we split the proof as follows of Theorem
2.4:

1. L? convergence of Dynkin’s martingale to (15), Sect. 3.

2. Tightness of (Qn)neN, using the Aldous’ criterion [26], Sect. 4.

3. Space—time covariances. This will be done using duality, Sect. 5.

4. Uniqueness of the limiting distribution Q and solution of the martingale problem,
Sect. 6.

3 Convergence of Martingales
3.1 The Dynkin Martingale
We recall some basic facts about Dynkin martingales associated with Markov processes

(for details see [1]). Let G be the generator of a Markov pure jump process (0 (¢));>0
with state space x and transition rates c (@, &) to jump from 6 to &. The generator reads

GFO) =) cO,6)(fE) — fO)). 27)
&
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For a function f : x — R, the following quantity is a Dinkin martingale with
respect to the natural filtration

1
M = f(9(t))—f(9(0))—/0 Gf(Bs)ds. (28)

The quadratic covariation is given by

t
[Mf,Mg] :=/ rf856,)ds (29)

! 0
where I'/¢ is the Carré Du Champ operator defined as
r'¢ =G fe) —8@Gf) — f(Gg). (30)

Using the form (27) of the generator, it is possible to rewrite the above expression as

T180) =) c(0,8) (f(&) — £(0)) (2&) — (). €19

§ex

Applying the scheme above to the process ((t N?)),>¢ characterized by the generator
(4) and taking, for any ¢ € CZ°(R), the function f(n(t)) = Yév”(q)), we define the
following Dynkin martingale

MYy =Y (¢) - Y0 @) - / N2LY NIV (¢)ds (32)

where Y¥+/(¢) denotes the equilibrium fluctuation field for the species o defined in
(12). Observe that the last term in the above martingale is defined as

tN?
/ LYNS(g)ds. (33)
0

Performing a change of integration variable, we obtain (32).
The quadratic covariation is

2pbus/N?
[ 0,qb,/sz fN o (34)

where for a generic s > 0

rdy = LN @)Yy @) — Y LY @) — Yy @) L) @), (35)
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Using (31), this can be written as

ros=>" Z nem ™! [Y;Y,;‘f,(qs) - Y,ﬁv’s(¢)} [ Yol ) — vy *(¢>} (36)

x€Z k,I=0
where YV ,’fl (¢) is a shortcut for the equilibrium fluctuation field computed in the

configuration y(N2s) — &+ 6+ 3"“ - 8”1
We further introduce the following famlly of Doob’s martingales

Ny =M My /Nzrq"/’V ds Ya,Bef{l,...,n) (37)

which will be useful in the analysis.

Remark 3.1 Often, in the following to alleviate notation we do not write explicitly the
time dependence, i.e.,

y
aﬂ_ ZZ x x+1 Z¢<N)<(U§—51f+5f+3/f+l—5f+1)—77§)

erk =0 y€EZ

2 () (05 — 8 + 81 + 87 =) — )
S
Z (38)

Remark 3.2 In principle, we should consider l"ff g’ , underlining the fact that the test

function could depend on the species too. However, re ;15# is bilinear and symmetric
with respect the test function; therefore, by polarization 1dent1ty, itis enough to evaluate
F¢ 5 We will denote it by re g for the sake of notation simplicity. Bilinearity is clear.

We prove the symmetry. To allev1ate the notation, we do not write here explicitly the
time dependence:

5 S it [Zqﬁ(]yv) (0 —8f +6F + 57+ = 5;““)—:75)}

xEZkl 0 VEZ

‘[Zﬂm (st )
ze

72 Z knx“[ (N>(né—57§+5f—n§)
xeZk, =0

x+1
+¢( v ) Ué_H —|—81)§+1 _8;6+1 _ n())c[—&-l)]

X X X X X X X
'[‘/’<ﬁ)(’7ﬂ_5k+5l 775)+1/f< >( +1 5k+1_81+1_nﬂ+1)}
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:%2{,,5;{ ;;H[ (%) 1)+¢~( )(+1)}

X€Z

|:1//< )(+1)+1/f< >( 1)]
e G ()

[ Grener (5]

- S i) o () - ()]
() - ()]

This expression is clearly symmetric in ¢ and 1.

Remark 3.3 In the following, we will denote by C, (C;);en, C finite and positive con-
stants.

3.2 Convergence of Dynkin’s Martingale

Here we state and prove some convergence properties of the family of martingales
(M év (/f) and (N B, ¢> when N — oo. We formulate this in Propo-
ae{l,....n} o, Be(l...

o,
sition 3.4. This result will be useful in the proof of tightness and uniqueness of the
limit point of the sequence of measures (Qn)neN.

Proposition 3.4 For all ¢ € C°(R) and Vt € [0, T, we have the following conver-
gences:

1. Ya e{l,...,n}

t 2
lim E [( — YN () + YN0 +2]/ YéV,S/Nz(A(p)ds) =0

N—o00
(39)
2. Va,Befl,....n}

t
;i;nOOEKNaM (Yév”Nz(¢)—Y§’°(¢)—2j /0 YaN'S/szqs)ds)
(;f ‘@) - 1)) - / v (A¢>ds> (40)

2
+21(2))* pa pp fR (Vo (u))* du) ] =0
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when o # 8 and

2

N—o00

t

lim E[(Naw (Yé”@)—YéV’O(«»)—zj / YéV’S/Nz(Amds)
0

1)

2
— 212))* pa(l —pa)fR(ch(u))zdx) ] =0
when a = .

To prove Proposition 3.4, we need two intermediate results that we state in Lemma
3.5 and in Lemma 3.6.

Lemma3.5 Forall ¢ € C°(R), foralla, g € {1, ..., n} we have

2
Jim E|:<N2Ffﬂ +2(2j)2papﬂf (V¢(u))2du> }:o for a« #B (42)
— 00 ’ R
2
Jim B [(N%ga —22j)?pa(1 — pa)/ (V¢(u))2du> } =0 for a=§
— 00 R
43)

Proof We will only prove (42), since the proof of (43) is similar. Lz(v p) convergence
(42) is equivalent to showing the following L' (v p) convergence

lim N2E [r¢ ]: —22))*papp /R (Ve (u))? du (44)

N—o00

and a vanishing variance
lim Var(N’T§ ;) = 0. (45)
N—o00 ’

We start by proving (44). Using (36), we write

y
Tos = Z Z o Z‘ﬁ(ﬁ) (g =8¢ + 8 + 80 =8 —mg)

erk =0 YEZ

>0 (5) (o — ot + o +61 =50 — )

z€ZL

= —— Z (WZ??E“ + n"né“) <¢ <%> - <%>>2 '

xEZ
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By the Taylor’s formula with the Lagrange remainder, we have

x+1 x\ )2

(¢ (57) ()
1 x\2 11 x40\’

= —Vo (= —— (A (46)
N2 ¢<N) +N44( d’( N ))

11 x+ot x40t

#vea (v (3) 20 () +ve () 20 ()

where 01 € (0, 1). We thus obtain

2 1
NZI—-fﬁz__XEZZ(nénEJrI 7 x+1>v¢< ) +0<N)' (47)
Therefore,
1 2
g (1) = g |5 o ] ve ()
= 202)) pupp /R (Vo)) du (48)

and (44) is proved. To prove (45), we need the second moment. We have
2 1 X\2 2
200 _ x Y
E[(N Fasﬂ) }_ N2 Z V¢(N) V¢(N>
x,yEZ
1
E[(m’iné“ O/ AR O nﬂna“)] (W)

= 42))*p? pﬂNz 3 v¢( ) V¢<%)2+0($).

x,y€Z

By taking the limit

5 2
. 2 ¢ _ 42 2 2
ngnooE[(N rey) ]—4(2» Pap ( /R (Vo () du) :
Therefore, using (48), we have

2 2

hm Var (NZFfﬁ) = hm E |:(N2F2ﬁ> i| — Nlim (IE [N2F¢ﬁ]> =0. (49)
— 00

o
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Lemma3.6 Forall¢ € C(R), foralla, p € {1,..., N} and forallt € [0, T] we
have

t
ngnooEHMévéMévé (Yf’f<¢)—Y§*”<¢>—zj /0 YéV*S/NZm@ds)

2
< Y @) — YO e) — 2]] Y’”/N (A¢)ds)} } =0 for a #p
(50)
Jim E[{))? = (v ¢) - v @)

t 2)?
_2]-[ Yév,s/Nz(A(b)dS) } —0 for a=p (51)
0

Proof We prove only the convergence (51) since (50) can be proved similarly. By
Cauchy—Schwartz inequality

t 2\ 2
E ((M )’ —(Yﬁ’(¢>)—¥év’°<¢)—2j fo YéV’S/N%A@ds))

4
< [((M ") - (Y;V”(cp) Y0 —2j /0 t Y;V’S/Nz(Amds)) }

AN

t 4
E [((Mﬁé;f) + (Yoiv”(m — Y 0g) - 2j /0 YoiV’S/N2<A¢>ds>> }

By

1/2

1/2

We will prove that the term denoted by A y goes to zero when N — oo while the term
By remains finite.

Proof that limy_..oc Ay = 0: we first compute the action of the generator on the
fluctuation field:

LYY (¢) = fZZ mn ! Zqﬁ(%) () — 8¢ + 8

x€Z k,1=0 vEZ

+H = 8 = 2jpe) — 0+ 2jpa )|

+
Z Z ﬂknx+l[ ( - >((nx+]+8x+l 81x+1) nz+l>

erkl 0
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+ () (o =88 +5p) - ) |

-zl £ e ) G

X€L 1=0:1#a

n

+n§+1k=§#a i ["’ (3)-¢ (x; I)H
el () o)
+ngi“<2j — ) [‘f’ (%) ¢ <x; 1)}}
FE[ () e (5

er

Using Taylor’s series with Lagrange remainder implies

x+1

¢ (—

1 x—i—@ x—0"
_ i PYE)) (€ e
= 500y >+6N3[¢> () -0 >]

—1
>+¢<x—> . z¢(ﬁ)

where 1,6~ € (0, 1). Observing further that

Soanlo(5)+e () ()] -0

X€Z
we obtain
NRLYY @) = SRSk =2 800 + K6 )
X€Z
where
Rt = D Y o = 20 [ [ 00 O g0

X€Z

(52)

(53)

(54)

ﬂ{” . (55)
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Therefore, we find an upper bound for Ay

t 4
E [(Mév,&f - (Yé”(q» - ¥ -2 | YO,N“"/N%A@ds)) }
0

t 4
=E|:</ Ri(¢, a, s)ds) } (56)
0

< C/OTE [R1(¢>,oz, s)4] ds

where in the last inequality we used Fubini’s Theorem and Holder’s inequality with
coefficients 4 and 4/3. The set U,%zosupp (%qﬁ) is compact in R. We call

k
A:=N (Uizosupp (%q’))) NZ. (57)

Then, we bound from above the expectation in the integral using the fact that ¢ is
bounded

4
C ) .
E [Rl(d’, o, ')4] EF Z E |:1_[(77§' - 2]Pa)i|
xl,xz,X3,X4€.A i=1
The only terms that survive in the average are:
(g —2jpa)* (3 — 2jpa)® (0 —2jpa)* ik €{1,2,3,4}: i #k.

The fourth-order mixed moments of the multinomial distribution can be written as

E[ 0 - 2jp0)*] = f(pa )

EL(ry — 2jpa)’ (1) — 2jpa)’] = 8(Pas 4)
where f(pq,4), §(pa,4) are polynomials of fourth order in p, and bounded from

above by a proper finite and positive constant. The measure of the set A is bounded
by |A| < CN . By consequence,

4

Y E [H(ng‘; —2jpa)} =Y fpaH+ Y 8(pa.4) < NC
X1,X2,X3,x4€A i=1 xeA x,yeA

Therefore,

E[Ri@.a] < 35C
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and by taking the limit
lim E [R1 (b, a, -)4] =0 (58)
N—o00

Recalling (56), this implies that limy_,.c Ay = 0.
Proof that limy_, , By < oo: for any real numbers a, b € R,

(a + b)* < 8(a* + b*). (59)

Applying this inequality

t 4
E [(MC,N;Z + Y @) — Y O(p) -2 f vy *S/N2<A¢>ds) }
’ 0

t 4
=8 <E [(w;)“} +E [(Ya” 1) — YY) —2) /O vy *S/N2<A¢)ds) D .

Applying again inequality (59), we have
[ (29)'] = (e ]+ 2]
‘ 4
LE [((21') f vy ’”N2<A¢>ds) }
0
t 4
+ E |:</ Ri(¢, a, s)ds) :|>
0

and

E

1

t 4
(Y;V ) — YN Op) —2j / vy ~‘V/N2<A¢>)ds> ]
0
= C(E[r @] +E[r 9]

t 4
+ E|:<(2j)/ YéV’S/NZ(A@ds) D
0

Arguing similar to before, we find

E [Y§,~(¢)4] — % Z AE [ﬁ (n — 2jpa):| ﬁqﬁ (%)
X1,X2,X3,X4€ i= i=

(60)

C
718l (Z fPa®H+ Y g(pa,4)) < o0

xeA x,yeA
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then by taking the limit
Jim ]E[Y;V"(qs)“] <. 61)
N—o00

Obviously, the same bound holds for E [YOI,V ’0(¢)4]. We can argue similarly and find
the following upper bound for the integral term

t 4 T
E [(m) | Yoiv"*/”z(A@ds) } < [E[r @ise)]ds < oc
0 0

then in the limit

t 4
lim E|:<(2j)/ Yév’s/Nz(Aqb)ds) :|:C2. (62)
—00 0

By putting together (58), (61), and (62), we obtain that By remains finite as N — oo.
O

Proof of Proposition 3.4: To prove (39), we have that, by the expressions (54), (55),

t 2
Jim E[(Mo’j’;; —Yoﬂv”(¢)+Y(§V’0+2j/ Yof’»s/Nz(A@ds) }
—00 ’ 0

t
c
<C lim E[R1(¢,a,s)2]ds§ lim =L —o.
N—oo Jo N—oo N

o]

(63)

To prove (40), we only consider the case « = S, since the case « # f is proved
similarly. By the triangle inequality,

t 2
B [(Nﬁa% - (YC,N @) =¥ 09) - 2) / v, *S/N2<A¢>ds>
0
2
“22)2pa(1 = p) [ (V0002 du) ]
t 5 2)2
=k {<M§,<’Z>2 - (Yév”(qb) — Y0 ~2j / rp N <A¢)ds> }
0

t 2
+E[(N2/ resds —21(2)) pa(l —pa)/ (v¢>(u))2du> }
0 R
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In the limit, we apply Lemma 3.5 and Lemma 3.6 and we obtain

¢ 2
lim E [(/\fggd) - <Y§»’(¢) — Y 0p) —2j / YJ’S/NZ(MMS)
o 0

N—o00

(64)
2
+ 21(2))*pa(l _pa)/R(V¢(M))2du> } =0

4 Tightness

In this section, we prove tightness for the sequence of probability measures
(ON)Nen on the Skorokhod space (see [27] for details) of cadlag trajectories
D ([0, T], (Cé’o (R)):). A necessary and sufficient condition for tightness is given
by the following theorem proved by Aldous [26].

Theorem 4.1 (Aldous’ criterion) Consider a Polish space £, endowed with a metric
dg (-, -) where we denote by u; the functions from [0, T]to . A sequence of probability
measures (Py) yen on the Skorokhod space D ([0, T, &) is tight if and only if

1. Vt € [0, T and Ve > 03K (¢, €) C £ compact such that

sup Py (ur ¢ K(e, 1)) <€ (65)
NeN
2. Ve >0
lim limsup sup Py (de(pr, he49) >€) =0 (66)

-0 N oo teTr,0<8

where Tt is a family of stopping times bounded by T.

In Proposition 4.2, we will apply Theorem 4.1 to prove tightness of the sequence
of measure (Qy)nen. The computation can be done on the Skorokhod space
D([0, T], R"). Indeed, C2°(R) is a nuclear space (see [28] for details); then, it suffices
to prove tightness of the distribution of Qx o ¢ for arbitrary ¢ € C2°(R).

Proposition 4.2 The sequence ofmeasure (Q n) NeN onthe space D ([O, T], (CCoo (R)):)
is tight since the following statements are true for any ¢ = (¢, ..., ¢) € (Cé>o (]R))

n .
1. ¥t € [0, T] and € > O there exists a compact set K (e, t) € R" such that

sup O (YN(9) ¢ K(e.1)) < (67)

NeN

2. Ve >0

lim limsup sup  Qw (Y7 (9) = YV (@)ls > €) =0 (68)

=0 N oo ter,0<6
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where ||[YN'(@)lls = maxgei,...ny {IYY (@)} and T is a family of stopping
times bounded by T.

Proof We show that the (67) and (68) are satisfied.

Proof of (67): we fix arbitrary + € [0, 7] and € > 0. We apply the central limit
theorem for the n-dimensional random vector ¥ V- (¢) taking values on R”, observing
that the process (7(¢));>0 has a product invariant distribution given by (7). To do this,
we need the expectation and the covariances under Q y of the equilibrium fluctuation
field. We fix arbitrary «, 8 € {1, ..., n}. We have

B (12 @] = 2= VB [mend - eipe () =0
xel
and

var (Y2 9)) = % Yo (5)E[many]

X€Z

Cov(r) (@), Y5V (¢) = qu () Cov (man®, man®).

er

Taking the limit, we obtain

Jim E[rN @] =0, tim Var (v)9)) = 2jpel - pa) /R (b ) du

lim Cov(v," (@), Y™ 9) = ~2jpaps / (¢ ) du

Therefore, the random vector Y-/ converges in distribution to a centered Gaussian
random vector with covariance matrix K with elements

Ka,p = —2jpapp fR (@w)du,  Kao=2jpa(l — pa) /R (p(w))>du. (69)

Thus, for arbitrary € > 0 and V¢ € [0, T] we can choose K (¢, 1) C R” compact, such
that

sup O (YV1(¢) # K(e.1) <.

NeN

Proof of (68): without loss of generality and for the sake of notation, here we will
work with a single species o € {1, ..., N}. For arbitrary stopping time t € 7, We
write the process

YT =My g + YN0 + / N2LYNSIN (g)ds.
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By Chebyshev and triangular inequalities,

1 2
on (10" @) =1 @l =€) = SE [(Y;V”@) — Y @) }

2
2 Nt N.,t+6 e, N,s/N2
=5 |E [(Ma¢ ~ MY ) +E /T N2LY NIV (9)ds

AN

By

We first prove that Ay goes to zero when N — oo. By the martingale property, we

have
2 2 2
N, N,t+6 N,t+6 N,
E[(MM’ — MYy ) i|=]E|:(Ma’¢r ) - (Ma)df) }

By Doob’s decomposition theorem (see [29])

2 t
E[(M;V;;) :|=E|:/ NZFf*;/des].
, A :

We write the following chain of inequalities by using Fubini theorem, Cauchy-
Schwartz inequality, optional stopping theorem for martingales (see [29]), and the

fact that, by Lemma 3.5; the sequence N2T'§ d’ S/ N

L*(vp)
N,t46)\2 N A b.5/N?
sup B | (M, 4 — (Mg, =sup E N-TG/ " ds
NeN ’ ’ NeN T ’

1/2
! 2 ~2\?
5@(/ supE[(N res/ )dsi|)
0 NeN '

<Joc.

is uniformly bounded in N in

By taking the limits and by the above upper bound, we have

lim limsup sup Ay < limlimsup sup Voc =0,

=0 Nooo teTr, <8 =0 N>oo reTr,0<8
and then, Ay goes to zero as N — 0.

Secondly, we prove that By vanishes when N — oo. By Cauchy—Schwarz inequality
and Fubini theorem,

746 5 2 T+6 s 2
E[(/ N2LYNs/IN (¢)ds) } <0 (/ ]E|:(N2£Y(§V’S/N (¢>)) ]ds).
T 0
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The integrand can be bounded from above as follows

2
E [(N%Yév“(cﬁ))z] =E (ﬁ 2z = Cj)p)Ang (%))

xX€Z

IA

180l 3B [~ 27p0’]
xeA

where Ay denotes the discrete Laplacian with spacing 1/N and A is the set defined
in (57). Therefore, arguing as in the proof of Lemma 3.6 and by taking the limits we
have

+6 2
lim limsup sup E |:</ N2£Y01l\’,s/1v2 (¢)ds> :| < lim §C; = 0.
) T §—0

-0 Nooo reT7,0<8

Thus, By vanishes as N — oo. This concludes the proof of tightness of the sequence
(ON)NeN. O

5 The Covariances of the Limiting Process

In this section, we compute the covariance of the limiting process, using duality. As
a corollary, this gives its covariances at the initial time ¢t = 0, needed for the proof
of Theorem 2.4. By adapting the results of [25], the multi-species stirring process is
self-dual with duality function

(@ -EE !
D(?%E)—H( o n(ni—sz‘)! . (70)

X€Z k=1

where we denote by (&,);>0 the dual process. The following proposition shows
that the covariances (24) and (25) of the limiting process can be computed via the
single-particle self-duality. Notice that because the limiting process is Gaussian, the
covariances uniquely determine the process.

Proposition 5.1 The covariances of the limiting process (Y{, ..., Y}) are:
Cov (Y2@). YiW)) = =@ parp(Sid W2y @ #B (7D
Cov (Ya(@). YIW)) = Cidpall = p)(Si6 V) i2ary @ =B (72)

Proof By the self-duality, the dual process initialized with one particle behaves as
an independent random walker (IRW) jumping at rate 2j on Z. Thus, the following
computation holds for o # B:
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B [v2 @), 7, w)]
_ % qu) () (3)E[0eN ~2jp0 630 - 2jpp)]
X,y€

% > fQ V@M, [ (15N = 2jpa) | ry(0) = 2jpp)e (55) ¥ (57)

x,yEZL
:% > / vp(dn) (73 (0) — 2jpp) Y i’ (x, (G (tN?)
*.yeL ? 7€Z
. X y
—2jpa)d <N) W <ﬁ)
- % Y Covng, myp)pld (x, ) (%) v (%)
X,y,2€Z

- —<2j>papﬁ% > pi e () v (5)
x,yeZL

where we denoted by ptI RW (. . the transition kernel of the IRW jumping at rate 2.
By taking the limit on both sides and by the invariance principle, we have

Jim E[¥)N(@). v, = —@hpapp(Si Vo 03

For the case « = B, the proof is similar. O

By the following corollary, we find the covariances of the process at the initial time
t=0.

Corollary 5.2 The covariance of the limiting process (Y?, ..., Y,?) at time t = 0 is:

Cov (Y2@). YS)) = =@ puppld V)i2ary o # B (74)
Cov (Y£<¢), Yo?(w)) = Q2PDpal = p) (@ V) 2y @=B. (75

Proof The proof is straightforward from the properties of the semigroup (S;);>0 and
by Proposition 5.1. O

6 Uniqueness and Continuity of the Limit Point

As shown in Sect. 4, the sequence of probability measures (Qn)nen giving the law
of (Y N.t )ie[o,7] 1s tight; then, the Prokhorov’s theorem [29] guarantees that every
sub-sequence (Q y, )keN 1s convergent to a unique limit point that we denote by Q. It
remains to prove that, Vo € {1, ..., n}, the limiting process (Yé),zo has continuous
trajectory (Q-almost surely) and that Q solves the martingale problem introduced in
Theorem 2.4.
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The Q-a.s. continuity is proved in Proposition 6.1, while the solution of the mar-
tingale problem is proved in Proposition 6.2.

Proposition 6.1 ForeveryT > 0, ¢ € CE’O anda €{l,...,n}, themap[0,T] >t >
Y.(p) is Q — a.s. continuous.

Proof We prove that the set of discontinuity points of Y/, (¢) is negligible under Q.
We introduce the usual modulus of continuity for any fixed 6 > 0:

05 (Ya($)) == sup |Y.(®) — Yi(@)] 76)

|[t—s]|<8

and the modified uniform modulus of continuity

ws(Yo(@)) = inf max  sup |Yi(¢) = Yi(9)l 77)

tito<i<r 1Si<rg_<s<t<g

where the first infimum is taken over all partitions {#;, 0 < i < r} of the interval [0, T']
such that

O=tn<ti<...<t,=T with t; —t;_1 >4 foralli=1,...,r.
They are related (see [26] for details) by the inequality
w5 (Ya () < 205(Yo($)) + sup [YL($) — Y™ (). (78)
t

Moreover, (see again [26]) it holds that for arbitrary € > 0

lim lim sup Q. (w; <Y(§V(¢)) > e) —0.

-0 N>

Furthermore, we have the upper bound

4jl1¢loo
VN

As a consequence of tightness, we have that for arbitrary € > 0

sup YN (¢) — Y1 (¢)| <
t

lim © (@3 (Va9 = ©) = limlimsup O (s (V@) z €) s (79)
therefore, by (78) we may write
Jim 0 (@3(Ya(@)) = ) < lim limsup O, (w512 @)) = 3)

+ lim lim sup Oy, (sup YR (@) — Y0 (@) = e)
§—0 k— 00 t

=0.
(80)
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Thus, the almost sure continuity is proved. O

Proposition 6.2 For all ¢ € C°(R) and for all o, B € {1,...,n}, the processes
(M, p)reo,1 defined in (15) and (N 4 y)ieio,11, Ny 4 g)reio,7) defined in (18),
(19) are martingales with respect to the natural filtration F; ‘= o {(YS, LY
0<s<tr<T}

Proof The strategy of the proof is inspired by the proof of Proposition 2.3, Chapter 11
of [1] dealing with the mono-species zero-range process. The fundamental tools are
the Portemanteau theorem and Proposition 3.4. We further remark that the trajectories
of the process (Yév’t)te[O,T] are elements of the space D([0, T'], CZ°(R)*) that is not
metric; then, we cannot directly apply Portmanteau theorem. To overcome this issue,
we adapt the strategy used in Section 5 of [13]. The complete proof is reported for
the martingale (Mé, ¢),€[0,T] while, concerning the martingales (N B, ¢),e 0,71 and
(/\/Z[’a’ ¢),€[0,T], we just give some estimates that allow to follow a similar strategy.
Moreover, only the case o # B is considered, since the case « = f is similar.

Proof for (Mé,,qg)te[O,T]i The process (M;’(/,)te[O,T] defined in (15) is F; —measurable;
therefore, we only need to show that for arbitrary 0 <s <t < T

Eg [M;’¢|fs] =M, 81)

The property (81) is equivalent to showing that
Eo [Mé’ ¢I(Y)] = Eo [M;, ¢I(Y)] . (82)
where the function Z(Y) is defined as follows. We fix m € N, and we introduce the
vectors § = (81, ...,8,) wWithO <s; <s) <...,<s, <sandH = (Hy,..., Hy,)
with Hy, ..., Hy, € (C2°)". For arbitrary W € C,(R™), we introduce the function

from (D ([0, T1, (CZ(R)) )™ to R
I(YN", H, s) =W (YN'“(Hl), YN’S’"(Hm)) . (83)

For the sake of notation, we will denote this function with Z(¥™). Since (M ‘iv (’;) 1€[0.7]
defined in (32) is a martingale, it holds that

lim Eg,, (M5 | = lim Eg,, (M zor)]; (84)
— 00
therefore, to conclude (82) it is enough to show that
lim Eg,, [MN‘ fI(YNk)] [ jwz(y)] . (85)
For arbitrary ¢ € C2°(R), we introduce
M, D ([0, T1, (CX°R)") — D([0, T1,R)

' (86)
Yo = My(Yy) = Y5 (9) — Y, (9) —_/0 Yi(Ap)dg.
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Observe that for every ¢ € [0, T']

My (Yy) = My, (87)
therefore, we need to show that
lim Eqg, [MN" tI(YN’f)] =g [My (¥))I(1)]. (88)
k—00 k

We prove this in two steps:

i)
lim Bo,, [MY4 70r™) ] = tim Egy, [MprMHZ(r™]  (89)

i)
lim B,y [ My (Y2) T = Eg [My (¥i) I()]. ©0)

By Cauchy—Schwartz inequality, by the smoothness of W and by Proposition 3.4 we
obtain
lim ’EQNk [MN"” — M¢(Y£’k*’)I(YNk)]‘

k— 00 .

= “ly”ookli)ngo (EQNk [(Mé\’]]:p’l — Yévk’t(d)) + Yévk,o(@

>\ 172
+2/0 kq/k(A¢)d>:|> —0.

This implies (89); thus, the first step is proved. Furthermore, we have the following
upper bound

oD

Ni,t Ni 2 2 Nt 2
supEoy, | (Mg(r2nT(r¥)"| < W% supEgy, | (My(reh)”| < o0
keN keN
92)
which implies that the family of martingales (M¢(Yoiv SOT(Y Nk)>k N is uniformly
€
integrable with respect to the law Q,. Then, to prove (90),

it is enough to show that Mg (Y, Ne. NI (Y Ne) converges in distribution to
My (Y)Z(Y). To this aim, we define, for arbitrary test functions ¢, Hi, ..., Hy,

P¥: D ([0,T], (C[R)") — D ([0, T], R)" >

YN p (e

= (Y2 @), YNy, YN (), YN (Hy) )
(93)
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and

P,:D(0, TR > R

PR > PPN = (M) ) wresi(ay) . YN ()
©4)
in such a way that
MY NeDYT(Y Ny = Py o PE(YNET). (95)

Using Theorem 1.7 in [27], each component of P; is continuous, and therefore,
P (YNety — P (Y as  k— 00

on the Skorokhod space D([0, T'], R)"*2. Since by Proposition 6.1 the limiting point
(Y[)refo, 7 1s a.s. continuous, the convergence holds also uniformly in time. Using the
continuity of W, we thus obtain

Py o PR(YNeDy 5 Py o PR(YT) as  k— 00

uniformly in time. As a consequence, the set of discontinuity points of P, under
O, is anegligible set. By Portmanteau theorem, this implies that Mg ( YOI,V "”)I (Y Ne)
converges in distribution to M (Y, "YZ(Y). Therefore, (90) is proved.

Proof for (V! w.p.¢)rel0,7] and N, «.¢)r€l0,7]: We have the following estimate using
Proposition 3.4

kl_i)m@E[(NéY%‘)Z—( P - v 0w -2 [0 agas)
( v ) - 70 @) ~ 2 /O t Y,év s/ <A¢>ds>
+21(2))* papp / (Vo ) du) I(YNk)]
s||W||ook1;rgoE<[<N§”,§; (Y(y””kw) Og) - /OtYfk’”Nkzm@ds)

(N“(q» v0 ) - /O ye ”NNAqb)d)

2Ty 172
+212))? papp /R <V¢(u))2du) D =0

(96)
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that implies the counterpart of (89). Moreover, we have the following upper bound

2
supEoy, [(MNk MY +212))? papp / (Vop(u)) du) }

keN

Nyt N0 " Nea/N? )
< Csup {Bgy | (Y2t (4) — ¥ 0() — 2 /0 v (agyag) | o7)

keN
4
Egy, [(YN“«P) YaOg) —2j / vyt (Aqs)dq)“ < o0

where in the last inequality we used Proposition 3.4. This is the counterpart of (92)
and allows to show uniform integrability. The rest of the proof is similar. O

7 The Reaction-Diffusion Process
7.1 Description of the Process

In this section, we investigate a reaction—diffusion process. This process is a superpo-
sition of two dynamics: the multi-species stirring dynamics and a reaction dynamics
that, at constant rate y > 0, changes each type to any of the another types. Therefore,
now only the total number of particles is conserved (this is different than in the pure
multi-species stirring, where the number of particles of each species is constant). We
will denote this process by (¢,);>0. The state space is again 2 defined in (2), and the
generator reads

=L+ (98)

where L is the generator defined in (4), while for any local function f : @ — R
n
L=y Y g [fe-s+8)- ). (99)
xeZk,l=1

This process admits a family of reversible measures that are characterized in Lemma
7.1.

Lemma 7.1 The reversible product measures of the generator L' are

Ap = QMNQj: p) (100)

X€Z

where MN (2 ; p) denotes the multinomial distribution with 2 j independent trials and
success probabilities p = (pg, p1 ..., p1) with po + pin = 1.

Proof For an arbitrary site x € Z and for arbitrary «, 8 € {1, ..., n} such that o # B
we write the detailed balance condition between configurations ¢ and ¢ + 8; — 3,
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with respect to the measure A 5 defined in (100) and we obtain

X é-)C +1 A
o _ L— (101)
clgsl T (@ — DI + D! pa
that is true if and only if
Pa = Pg = D1 (102)
O

7.2 The Hydrodynamic Limit

Before proving the equilibrium fluctuation limit, we state the hydrodynamic result.

For N € N, we consider the process (£,);>0 with generator (98) with y = % For
arbitrary ¢ € C2°(R), we introduce the density field
1 5 X
XN () ::NZ;;(zN ) <N) Va e {l,... n). (103)
X€EZL
Theorem 7.2 Let p® : R — [0, 2], witha € {1, ..., n}, be an initial macroscopic

profile and let (un)NeN be a sequence of compatible initial measures. Let Py be
the law of the process (XIN’I(¢), e X,,N’t(¢)> induced by (UN)NeN. Then, VT >
0, §>0,Yaell,...,n}and V¢ € C(R)

XN(p) — /R¢(u)p(“)(u,t)du

lim Py | sup
N—o00 1€[0,T]

> 3) =0 (104)

where p'® (x, t) is a strong solution of the PDE

yp @ (x, 1) = 2j)Ap @ (x,1)
4T (Z'é:] pra PP 1) — P, t)) XxeR, 1€[0.T]  (105)
p@(x,0) = p®(x)

where Y € (0, 00).

Proof The proof is reported in Appendix A since the steps are a slight modification
of the proof done in [18]. As usual for reaction—diffusion systems [2], the diffusive
scaling has to be complemented with a weak mutation scaling y = % O

7.3 The Density Fluctuation

We consider the process (¢, );>0, Withy = %, initialized from the reversible measure
A defined in (100). The density fluctuation field for a species a € {1, ..., n}is an
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element of the space (C o0 (R))* defined, for any test function ¢ € C°(R), as
1 X
N,t — - X 2 _ A
V= 520 (%) (Gavd—epp) (106)

where (2j)p1 = Ex,, [¢2]- We call wy the law of the random process (V') _ =

((le to, y,i" ’)) o and [E;, the expectation with respect to this law. The density
1>

fluctuation field (106) satisfies the convergence result stated in the following theorem.

Theorem 7.3 There exists a unique (3/ )te 0.7] ((yl, . y’))te 0.71 " the space
C ([O, T, (C(?O(R))i) with law 7 such that

TN — T weakly for N — oo. (107)

Moreover, (yf ) 1€[0.T] is a generalized stationary Ornstein—Uhlenbeck process solving,
foreverya € {1, ..., n}, the following martingale problem:

t t n
My = Yo=Y~ [ viaos=x [ 3 vyor - i@ | as
0 p=1:p#a
(108)
is a martingale Y¢p € C2°(R) with respect to the natural filtration of (Y, ..., V)
with quadratic covariation

[Mop. Mpg), = —2(2))* 7 /R (Vo)) du —2p1t(2j)Y fR (@ w)*du (109)
and quadratic variation
[Mag], =262 p1(1 — p1) /R (Vo)) du +np1(2j)Y /R (¢ (w))*du. (110)

Therefore, the limiting process of Theorem 7.3

Oreto.r1 = (V1 VD), c0.m) (111)

can be formally written as the solution of the distribution-valued SPDE

dY' = AV'dt + 2jvV2EVAW! + /(2)) T~ BdW (112)

where
(W )te[O T] ((Wl P Wt))te[O,T] (113)
Vet = (V- WD), cioury (114)
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are two n-dimensional vectors of independent space—time white noises. The matrices
read

2jH)A—-7T T T
T 2HA -7 ... T
A= . . . (115)
T T L 2HA=T
pa—pn  —pr ... —p? npi —2p1 ... —2pi
-pt p—p) ... —pi —2p1 np1 ... —=2p
S = : o : B=| . .
—p1 —pr . pid = py) —2p1 =251 ... np
(116)

Proof of Theorem 7.3: The strategy is similar to the one used for Theorem 2.4. There-
fore, we only report the computation of the quadratic covariation (via the Carré Du
Champ operator denoted by ®£:/t3) of the Dynkin martingale associated with (&,)>0

O = (L+L) VY @V (@) = V(@) (L+ L) VY (@)
= V@) (L4 L) VY (@)
= LY @V (@) = YV @LYY () = V5 GLOY ()

+ LY@V (@) — Y@LV (@) = VI @)L YN (9)
(117)
introducing

B A R A R AR () BRI ) VRl AR () B AR (O VAl R ()
(118)
and recalling the definition of Fflg written in (35) we have that the Carré Du Champ

operator @g; is the sum of the two Carré Du Champ associated with the generators
L and L, respectively, i.e.,

@F 4 = Thp +Tpreceron, (119)

Therefore, to perform the proof we only need to compute I‘i’é’reaaion . In the following,

by using the notation Fg ’;eamon, we do not write the explicit dependence on time of

¢,t,reaction
r, )

. We consider the case o # B (the case o = B is similar), and we compute
explicitly

. T n
NG = S S [ e (%) ((ny = 8 + 585 —nY)

x€Zk,l=1 yEZL
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As a consequence, the limit of the first and second moment is given by
lim Ey, [NZF‘Z””“”"”"] = —2p2)) | (@w)?du (120)
N—oo a.p R

and

) 2
lim Varg, (N2TE5) = 4p?2))? ( / <¢><u)>2du) (121)
’ R

N—o00

O

8 Conclusions and Perspectives

In this paper, we considered a multi-species stirring process. We studied the fluctuation
of the density field around the hydrodynamic limit when the process is started from
equilibrium reversible measure. The main result (Theorem 2.4) shows that the limit of
the empirical fluctuation field behaves as a infinite-dimensional Ornstein—Uhlenbeck
process (see equation (21)). The interesting feature is that the space—time white noise
terms of different species are coupled, even though in the hydrodynamic equations
they are not. Moreover, we extended this result to a reaction—diffusion process. In this
last case, the SPDEs are coupled also because of a further space-time white noise
term, due to the reactions (change of species).

A future development will be the study of large deviations around the hydrody-
namic limit and of the fluctuations starting from a non-equilibrium initial measure.
Moreover, it would be interesting to investigate fluctuations and hydrodynamic limit
of the asymmetric multi-species stirring process. An other active field of study is the
one concerning the extension of hydrodynamic results to non-Euclidean geometry,
to random environments and to a segment with various type of boundary conditions.
Some examples in the single-species case are [13, 30-32]. In this paper, we studied
the first order fields; however, one more further development could be to push forward
the analysis for higher-order fields, similar to what have been done in [33, 34].

A Proof of the Hydrodynamic Limits

Proof of Theorem 2.3: The proof is based on the martingale techniques proposed in [1,
2, 35]. The aim is to show that the sequence of measure (Py)yen is tight and the limit
point has a density that is the solution of the PDE (11). We start by considering the
Dynkin’s martingale associated with the process (1 (¢));>o defined, forany ¢ € C°(R)
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and Va € {1, ...,n}, as
t
2
m(’j;; = Xév*’(¢)—XéV’0(¢>)—/0 N2LXNSIN () ds. (122)

The action of the generator (4) on the density field (8) is

erkl 0

=L e [ (5) -+ ()]

+nit @i —nd) [ (x;;l)]}
]Z [( )+¢<x;l>—2¢( )]

By the Taylor’s series with Lagrange remainder computed in (52), we obtain

LXY(¢) = Z Z e ! [qu (% ((n;ﬁ ST gty - n(’;)}
yEL

5
N2EXY @) = CL S5 - 2ip0) A () + Rol6.. )

x€Z
where

2 ot
RO(‘P“)—(];)Z [ [¢(3)(x+ ) — 6

X€ZL

o 123
= )H (123)

with 67,6~ € (0, 1) and where ¢® denotes the third derivative of ¢. Observing that
¢ € CX(R)and ), < 2j,then Ryo(¢, «, -) is infinitesimal when N — oo. Therefore,

. (2)) . x 1
N2LX) " (¢) = N ZnaA(P(ﬁ) +o (ﬁ) : (124)

X€Z

Replacing (124) in (122), we obtain

t
My y(X) +o (%) = X" (9) = X" 9) = 2)) fo XN (agyds  (125)

where on the right-hand side we recognize the discrete counterpart of the weak for-
mulation of the heat equation with constant diffusivity 2j for the species «. We shall
prove that

lim Py | sup >4§]=0.

N—00 (te[O,T]

t
XN (p) — xN0¢) — 2)) / XN/ (Ag) ds
0

(126)
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We find an upper bound by Chebyshev’s and Doob’s inequalities

t
Py ( sup (XN1(@) — XV Op) — 2)) / x5V (Ag) ds‘ > 6)
tel0,T] 0

X , A ) (127)
Nt N, T
= 2y [[Séup] My } = 2y [‘ My }
Moreover, by Doob’s decomposition
N.T|? T pus/N?
E,, I:‘ma_;p ] —E,, U N2 ds] (128)
' 0

where Fgf; denotes the operator (35) but with the generator £ acting on the density
field (8). Here, for the sake of notation, we do not write the time dependence. We then
obtain

1 n
Mlu =3 2 2 i | e ((na 5 +6f +ot = ot =)
x€Zk,1=0 y€EZ
1 ‘ . 2
=Z 2 D ”[ ¢(—>}
x€Z l—O'l#a

2
ZZ Z nkn"“[ (—) ¢<%)}

X€Z k=0:k#a

X 2'
¢(ﬁ)} ;

n
NzZ e Z st Y om [

xeZ 1=0:l#a k=0:k#a
by Taylor’s series with Lagrange remainder, we obtain

n

1
2 1 1
NrgazNzZ 0t Z AR AL S (v¢(—)) +0 <N2)
x€eZ 1=0:1%a k=0:k+#a
(129)
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Using (128), (129), the boundness |n,,| < n2j Vx € Z and Ya € {1, ..., N} and the
fact that V¢ is smooth and has compact support we obtain

n

2 c -
N.T 1 1
E.y I:‘ma,qs ] < N—2 sup  Euy Moy E : ’7;‘+ + 77¢§+ Z s
N= yez.1e0,1] 1=0:l#a k=0:k+#a

1
+o vz
C 1
=5 "\8)

Taking the limit and using (127) and (130)

(130)

t
lim PN< sup Xé""(q&)—XéV’O(qs)—(zj)/ XN (Ag)ds >5>
N—00 1€[0,T] 0
< lim £=0. (131)
N—oo N

With the above convergence and by standard computations, we can prove that the
sequence of measure (Py)yen defined in Theorem 2.3 is tight and that all limit points
do coincide with p® (¢, x)dx with p®(z, x) is the unique solution of

3 p@ (1, x) = 2))Ap (1, x)

p@(0, x) = p'® (x) (132)

provided that ﬁ“)(x) is compatible with the initial sequence of measures (Uxy)yeN
in the sense of Definition 2.2. Finally, existence and uniqueness of a strong solution
of the above system of equations are standard. O

Proof of Theorem 7.2: the generator of the process is given by (98), i.e., it is given by
the sum of £ defined in (4) and £ defined in (99). Therefore, here we only need to
perform the computations for the second one. We diffusively scale the switching rate
y = %; then, the generator reads

T n
L@ =522 & lfe—-5+5)-r©)] (133)

xeZk,l=1

where YT € (0, +00)
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We compute the action of this generator on the density field (103)

LAY @) =55 2 > Yoo () (@ =8+ -¢)

xefdkil=1 yez

in( 3 ee)ed)

x€Z \k=I1:k#u

== > x@-xV@

k=1:k#a

Then,

t t n
/ N2LTXNSIN: ()5 = / [ Y NN () — NN () | s,
0 0 k=1:k#a
(135)
Arguing as in the proof of Theorem 2.3, we need to bound the quadratic variation. We
explicitly compute

LN (@)X (9)) = XL (@) — Xy (@) LAY ()

2
T - y !
=2 2| e () (@ s+ - )
xeZk,l=1 YEZ
(136)
-~ N2 Z Z & ¢’ ( )
X€Z k=1
Cc
Arguing as in the proof of Theorem 2.3, we can show that
! 2
Jim Py | sup X7 (@) — A 09) — 2)) / XN (Ag) ds
N—o0 1€[0,T] 0
(137)

t n
+ / T X ) -l @) |ds| =) =0.
0

k=1:k#a

The proof of tightness for the sequence of measure (Py)yen defined in Theorem
(7.2) and the uniqueness of the limit point are standard and analogous to the ones of
Theorem 2.3. O
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