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1 | INTRODUCTION

| Henry C. Burridge!

| Stephan R. de Roode?® |

Abstract

A fully resolved shallow cumulus cloud simulation (albeit at a lower Reynolds
number than in the atmosphere) is performed in a quiescent environment
to investigate instantaneous entrainment and detrainment. Despite constant
boundary conditions and environment, the cloud displays cyclic puff-like
behaviour, indicating that puffs are an intrinsic feature of the system not linked
to thermals in the sub-cloud region. The cloud dynamics are examined via
both Reynolds-averaged statistics and conditionally averaged statistics. The
Reynolds-averaged statistics reveal that the majority of entrainment occurs over
the upper part of cloud and that the cloud creates an intrusion at about its
half height (about 1,000 m) through which it detrains. Using a novel technique
that enables direct evaluation of instantaneous entrainment and detrainment
fluxes, we examine instantaneous entrainment and detrainment at two inter-
faces: (1) the cloud boundary, which separates the cloud from the environment;
and (2) the updraught boundary, which separates the rising flow (updraught)
from the descending flow (subsiding shell). The data show that the entrainment
and detrainment rates are a factor of 2 larger than those estimated from the bulk
assumption, consistent with other studies. Furthermore, entrainment is strongly
correlated to the rising puffs, as evidenced by conditioning the statistics on the
instantaneous buoyancy.

KEYWORDS

bulk microphysics, direct numerical simulation, entrainment and detrainment, large-eddy
simulation, shallow cumulus clouds

contribute substantially to this uncertainty in numerical
weather prediction models, as cumulus convection is one

The consequences of cloud dynamics on the global
energy balance provide one of the greatest uncertainties
in predictions of weather and climate (Bony et al., 2015;
Bretherton, 2015; Stephens & Kummerow, 2007). Despite
their relatively small scale, shallow cumulus clouds

of the most important unresolved processes in the atmo-
sphere (de Rooy et al., 2013). The mixing of ambient air
into a cumulus cloud, by the process termed “entrain-
ment”, dilutes the buoyancy of the moist shallow cumulus
cloud air and significantly influences its evolution.
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Moreover, the dynamics resulting from this entrainment
of ambient air can ultimately alter the lifespan of these
shallow cumulus clouds by causing them to dissipate;
this terminal stage is associated with strong detrainment
of air from the cloud back into the atmosphere (Heus
et al., 2009; Zhao & Austin, 2005). Moreover, entrainment
and detrainment can coexist across the cloud boundary
instantaneously. As such, the entrainment and detrain-
ment dynamics of shallow cumulus clouds have received
substantial interest (e.g., de Roode et al., 2012; de Rooy
et al., 2013; Siebesma et al., 2003).

Entrainment and detrainment are hard to measure
in the field or laboratory, since exchange rates tend
to be small compared with the characteristic velocity
scales. In recent decades, many studies have exploited
developments in computing technologies and deployed
large-eddy simulations (LESs) to investigate these pro-
cesses over large-scale “cloud fields” containing a large
number of clouds. These simulations can account for rele-
vant observed atmospheric conditions (e.g., the sub-cloud
layer); (see de Rooy et al., 2013, for a review). The results
have provided useful insights that have been widely incor-
porated in numerical weather prediction and climate
models.

Entrainment and detrainment rates across a cloud
boundary at fixed height are typically defined as, respec-
tively (de Rooy et al., 2013; Siebesma, 1998),

E, — — 1 n-(u—u)d

¢ llfbe /z)QE ( l) dl, (1)
1 . .

Dy = - /aszD n-(u-—u;d dl, 2)

where u is the fluid velocity, u; is the interface veloc-
ity, and ¢ is the chosen (conserved) scalar of interest.
The subscripts “c” and “e” denote characteristic values
of the cloud and background environment respectively.
The cloud has cross-sectional area A at a fixed height,
and n denotes the outward in-plane normal across the
horizontally oriented cloud boundary 0Q = 0Qg U Qp,
where 0Qg is the entrainment region for which |n - (u —
u;)| <0, and 0Qp is a detrainment region for which
|n- (u—u;)| > 0.

However, the aforementioned entrainment and
detrainment rates cannot be practically assessed from most
LES datasets since there is no means to explicitly calculate
the boundary integral required to evaluate Equations 1 and
2 from standard LES data. Instead, for most LESs reported
to date, inferences of the entrainment and detrainment are
made by evaluating the residual budgets of the conserva-
tion equations of ¢ and evoking a “bulk assumption”; that
is, the assumption that the properties of the entrained and
detrained fluid (e.g., liquid water potential temperature
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and total water specific humidity) can be appropriately
represented by the characteristic (in the case of the cloud
often integral-averaged) scales associated with the envi-
ronment and the cloud respectively (Betts, 1973; de Roode
et al., 2012; Siebesma et al., 2003). Assessment of entrain-
ment via the local boundary values using Equations 1
and 2 has been presented by, for example, Romps (2010);
Dawe and Austin (2011); however, owing to the very
nature of LESs and their intended resolution, the local
boundary and boundary properties of the clouds were
estimated using a subgrid interpolation. As reviewed in
Mellado (2017), the small scale of dynamics at the cloud
boundaries are key to determine the cloud entrainment
and the high-resolution simulations start to reveal the laws
for the cloud entrainment, accounting for key physical
processes. Herein, we capitalise on recent work that allows
us to independently, and explicitly, calculate the entrain-
ment and detrainment fluxes across interfaces via a fully
resolved numerical simulation (Huang et al., 2023a, 2023b;
Van Reeuwijk et al., 2021).

Following Van Reeuwijk et al. (2021), we distinguish
between “global entrainment” and “local entrainment”.
Global entrainment refers to the entrainment associated
with Reynolds-averaged statistics of the flow, which inher-
ently requires an interface (e.g., the one separating the tur-
bulent flow from non-turbulent background) over which
to integrate and a time interval over which to apply the
Reynolds decomposition to the flow. For many canonical
flows, such as jets, plumes, gravity currents, and so forth,
consideration of this “global entrainment” has become
the default entrainment closure (e.g., Fernando, 1991;
Townsend, 1976; Turner, 1986). Attempts to describe
entrainment in shallow cumulus clouds using these global
closures have been attempted (Morton et al., 1956; Squires
& Turner, 1962) but were largely abandoned for two rea-
sons. First, the cloud is transient, and will behave dif-
ferently in the different stages of its life cycle, implying
that a steady-state model is not appropriate (Katzwinkel
et al., 2014; Zhao & Austin, 2005). Second, weather and
climate models typically operate at a relatively coarse hor-
izontal resolution (e.g., 10-100 km) in which a single grid
cell might capture an ensemble of cumulus clouds, so that
it is more pragmatic to model an ensemble cloud field that
can be incorporated into climate and weather prediction
models (Arakawa & Schubert, 1974). Local entrainment
refers to an examination of the pointwise transfer of mass,
momentum, and buoyancy across, and integrated along,
an instantaneous interface separating the turbulent region
from either a non-turbulent or differently turbulent region
(Corrsin, 1956; Da Silva et al., 2014). The interface can be
convoluted and typically has multiscale fractal properties
(Everson & Sreenivasan, 1992). The methods associated
with Equations 1 and 2 are local.

85U8017 SUOWWIOD aAIe.D 8|qeoljdde ayy Aq peuseno a1e saoile VO ‘8sN JO Sa|nJ o Akeiqi8uljuO 3|1 UO (SUOTIPUOO-PUB-SWBIALI00" AB 1WA e1q) Ul [UO//SdnL) SUOBIPUOD pue swie 1 8y} 89S *[6202/80/y2] Uo AkeidiTauluo A8 M ‘ea AiseAlN ealuye L Aq 0z6t’ b/Z00T 0T/I0p/w00 A8 |1 Afe.d 1jpul U0 SIBWL//SANY WO1j pepeoumoq ‘29, ‘SZ0Z ‘X0L8LLYT



3o0f22 Quarterly Journal of the S RMets

HUANG ET AL.

Royal Meteorological Society

Relevant existing work that used the framework out-
lined in Van Reeuwijk et al (2021) has focused on
single-phase flows. Huang et al. (2023a) applied the global
entrainment framework to a turbulent fountain—a nega-
tively buoyant fluid ejected upwards into a neutrally buoy-
ant environment such that the ejected fluid rises, decel-
erates, and eventually falls back. The relevant aspect of
the fountain is that, like shallow cumulus clouds, rising
and falling flows coexist, implying that there are several
interfaces one can consider. For the turbulent fountain
one can consider a turbulent-non-turbulent interface that
separates the ambient environmental fluid from the tur-
bulent fountain, but also an internal turbulent-turbulent
interface that separates the rising upflow from the
falling downflow. For shallow cumulus clouds, the inter-
face distinguishing the cloud from the environment
is a turbulent-non-turbulent interface and the inter-
face distinguishing updraught and subsiding shell is a
turbulent-turbulent interface (Abma et al., 2013; Heus
& Jonker, 2008; Nair et al., 2021). Huang et al. (2023b)
examined the turbulent fountain flows using the local
entrainment framework of Van Reeuwijk et al. (2021)
combined with the computational methods described in
Yurtoglu et al. (2018), enabling explicit calculation of
instantaneous entrainment and detrainment fluxes across
both conditionally sampled turbulent-non-turbulent and
turbulent-turbulent interfaces. This local framework pro-
vided an underlying perspective on the entrainment
to complement insights from the study of the global
entrainment.

The aim of this article is to apply the methodologies of
Huang et al. (2023b) to shallow cumulus clouds to provide
independent measurements of the segregated entrainment
and detrainment fluxes that coexist in shallow cumulus
clouds. In order to do so, we construct an idealised set-up
of a single cumulus cloud in a quiescent environment.
The simulation comprises the atmosphere from the cloud
base upwards, and moist warm fluid is steadily ejected
from a circular source at the cloud base. The ambient envi-
ronment is maintained close to its original state (by way
of a nudging scheme; see Section 2 for details) to avoid
cloud conditioning of the atmosphere, thus aiming to pro-
duce a steady-state cumulus cloud, perhaps reminiscent
of the cumulus clouds that can form as moist air trav-
els up a mountain causing a stationary cloud (Elvidge &
Renfrew, 2016; Whiteman, 2000).

Fully resolved flow and scalar fields are necessary for
the estimation of the instantaneous entrainment fluxes
using the method outlined in Huang et al. (2023b). There-
fore, direct numerical simulation was carried out in a full
cloud height scale and was solved using the Navier-Stokes
equations without using any turbulence closure models.
To be able to simulate the full-height cumulus cloud

whilst keeping the simulation computationally tractable,
the kinematic viscosity and diffusivities were modified
from their physical values to ensure an appropriate num-
ber of length scales remain resolved by the computational
grid. As such, the set-up resembles a numerical cloud
chamber, since all of the relevant cloud physics is repre-
sented but the number of active scales is fewer than in
the full atmosphere. The article is organised as follows: in
Section 2 we describe the numerical simulation details and
initial profiles. In Section 3 we describe the instantaneous
and time-averaged cumulus cloud observation and discuss
the internal cloud structure. In Section 4 we introduce and
examine the integral quantities including the net entrain-
ment from both global and local perspectives, and from
the local perspective we investigate the segregated entrain-
ment and detrainment events of the cloud, linking them
to the cloud dynamics. Conclusion remarks are made in
Section 5.

2 | SIMULATION DETAILS

The governing equations for the fluid motion are (e.g.,
Wyngaard, 2010)

V-u=0, ©)
Ju 5
E+V-uu+Vp=vV u + bey, 4)
where u is the velocity, t is the time, e, is the unit vector
in the z-direction, v is the (effective) kinematic viscosity of
air, and p is the deviatoric local kinematic pressure:
_ Px, 1) —pn(@)

= — 5
pe 1) pe(2) ®)

where p,(z) is the density of the stratified background
atmospheric environment (defined later). P(x,t) is the
local total pressure, and py(z) is the local hydrostatic pres-
sure. The hydrostatic pressure py, is defined as

dpn(@) _
dz = _Pe(Z)g’ (6)

which can be solved using the ideal gas law (Arabas
et al, 2023; Wyngaard, 2010). The buoyancy b in
Equation (4) is defined as

ev(x, t) - ev,e(Z)
Ove(2)

where 6,(x, t) is the local virtual potential temperature and
0y.(z) is the background environmental virtual potential
temperature, which is also a function height, and g is the
gravitational acceleration. The virtual potential tempera-
ture is defined as (Wyngaard, 2010)

b=g , @)
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R, R,
6y 9[ + < Ry )qt Ry ql], ®)

where 0 is the potential temperature, g is the total water
specific humidity, q; is the liquid water specific humidity
and is zero for the background environment, Ry = 287.0J-
kg™! - K7! and R, = 461.5]- kg~! - K! are the gas con-
stants for dry air and water vapour respectively.

Prognostic equations are solved for the liquid water
potential temperature 6;(x, t) and the total water specific
humidity g.(x, t), given by

% + V- uf = KV291, (9)
ot

d

% +V - ug, = DV’q,, (10)

where « is the (effective) molecular diffusivity of liquid
water droplets and D is the (effective) molecular diffusivity
of water vapour. Note that we neglect the effects of radia-
tion and precipitation as the focus is the shallow cumulus
clouds (Siebesma, 1998).

The partitioning between water in the liquid and
gas phases is determined using the Sommeria and Dear-
dorff (1977) saturation adjustment model. This model
assumes that there is no liquid water if the total specific
humidity g, is lower than the saturation specific humidity
gs. If the total specific humidity exceeds the saturation spe-
cific humidity, then condensation occurs and q; = q; — gs.
Saturation adjustment schemes do not allow for a par-
tial saturation at subgrid scales, which can cause artefacts
such as artificial evaporation (Wang et al., 2003). However,
errors in the buoyancy associated with spurious evapora-
tive cooling are proportional to the grid size. The resolu-
tions used for the simulation used in this article are very
high, and thus we do not expect these to play an important
role. Furthermore, saturation adjustment schemes do not
allow for supersaturation effects, which means they can
overestimate latent heating, because in reality some water
vapour is left in the supersaturated state (Grabowski &
Morrison, 2021). However, recent observations by Siebert
and Shaw (2017) show that supersaturations in shallow
cumulus clouds are small, on the order of 1%, and will
therefore not have a substantial impact on latent heating.

The implementation of the Sommeria and Dear-
dorff (1977) model has been taken from the open-source
LES code DALES (Arabas et al., 2023; Siebesma, 1998),
which is an established code for cloud simulation that has
been extensively validated with observations from experi-
mental field campaigns (Heus et al., 2010).

The simulation domain (Figure 1) has a width, breadth,
and height of 5,000 x 5,000 x 4,000 m3. It has its origin
at the bottom centre, where the active cloud is generated
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by vertically injecting moist air into the domain using a
circular source of a general cloud size vy = 250 m. In the
vertical direction, the domain starts at the cloud base,
implying that no sub-cloud dynamics will be resolved. It is
clearly impossible to perform direct numerical simulation
at this scale. As stated in Section 1, we perform quasi-direct
numerical simulation by using values of viscosity and dif-
fusivity that allow resolving all active length scales on
the computational grid (here 2,560%). For this grid, the
lowest value of the kinematic viscosity possible is v =
0.1m?-s, and xk = D = v Pr, where Pr = 0.71. With these
values, the grid size is generally resolved smaller than one
Kolmogorov length scale; specifically, the grid size Ax ~
0.8#k. Here, the Kolmogorov scale ng = v3/4e~/4, where ¢
is the averaged integral dissipation rate of turbulent kinetic
energy over the entire cloud height.

The background environment conditions, imposed
within the nudging region of the simulation domain,
that enable statistically steady metrics to be obtained
are now described. The atmospheric environment profiles
and boundary conditions were informed by the Barbados
Oceanographic and Meteorological Experiment (BOMEX;
Holland & Rasmusson, 1973), the Rain in Shallow Cumu-
lus Clouds (RICO; Rauber et al., 2007) field campaign and
the LESs of Siebesma et al. (2003). In the Barbados Oceano-
graphic and Meteorological Experiment case, there is a
thermal inversion layer at the top of the domain where the
atmosphere is absolutely stable to ensure all the clouds are
colder than the environment and stop rising. This leads
to a piecewise function of background environmental val-
ues (e.g., the liquid water potential temperature and the
total water specific humidity) comprised of two linear pro-
files. However, to maximise the insights provided by the
case considered herein, we strive to minimise the num-
ber of length scales imposed within our choice of set-up.
The RICO campaign measurements show that it is not
always necessary for the environmental potential temper-
ature to exhibit an inversion to arrest the rising clouds.
These measurements show that a portion of the active
clouds have already stopped rising due to evaporative
cooling before reaching the inversion layer. We therefore
restrict ourselves to a single linear profile of liquid water
potential temperature (i.e., without an inversion layer) and
total water specific humidity in the background environ-
ment and hence avoid introducing further length scales
within our parametrisation of the environment. Doing
so required careful tuning of the source conditions, such
as the source momentum flux, the liquid water poten-
tial temperature, and the total water specific humidity of
the injected fluid, to ensure the cloud stays within the
simulation domain. Therefore, our somewhat idealised
atmospheric state is constructed from the RICO case,
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FIGURE 1

(b)

5,000 m

5,000 m

Four vertical sides
Periodical boundary

Cross-sectional views through the simulation domain: (a) a vertical plane through the centre of the source; (b) a horizontal

plane within the domain. The simulation boundary conditions are labelled. At the sides of the domain, the light blue shaded region

illustrates the nudging region, in which the nudging terms force the liquid water potential temperature 6, and total specific humidity g,

towards values appropriate for the background environment. At the top of the domain, the grey shaded region illustrates the region within

which the vertical velocity w is nudged towards zero. The location of the source and its parabolic initial velocity are highlighted by the

illustration in (a), and the coordinate systems, including the cylindrical coordinate employed within the azimuthal Reynolds average, are

marked in both (a) and (b). For a clear visualisation, the width of the source and nudging area are not drawn to scale.

with appropriate adjustment; that is, the linear profiles
of the background environmental liquid water potential
temperature 6;.(K) and the background environmental
total water specific humidity g..(kg - kg™') are given by

Oe =298.81+ T 2, qre=0.0162—-T z, (11)
where I'y_ =4.0%x107°K- m™ and I'y = 4.0 x 10~°kg-
kg™! - m~! are the lapse rates of the environmental 6},
and g respectively, and z(m) denotes the height from the
domain bottom (cloud base). These profiles are shown in
Figure 2a,b.

The quasi-steady shallow cumulus cloud is formed by
injecting moist fluid vertically upwards from a maintained
circular source. The inflow conditions at the source are
steady with the values estimated from the RICO cloud
base, given as (marked as the dashed lines in Figure 2a,b)

00 = 298.667 K, qio=00170kg-kg™'. (12)
The inflow boundary condition ensures that at the source
the rising flow is non-cloudy (i.e., zero liquid water spe-
cific humidity) and neutrally buoyant but will condense
and release the latent heat immediately as it rises due
to the source momentum, thereby becoming cloudy and
positively buoyant and initialising the formation of a shal-
low cumulus cloud. Figure 2c,d shows the evolution of

the injected fluid assuming all processes are adiabatic, as
indicated by the dashed lines, showing that the fluid is
always positively buoyant (as its virtual potential temper-
ature is greater than that of the background environment)
and condenses in the absence of mixing and would lead to
ever-accelerating fluid parcels. Naturally, the fluid will mix
with the relatively dry environment, which causes evapo-
ration of cloud water, thereby reducing its buoyancy and,
with sufficient mixing, becoming negatively buoyant to
stop rising.

The radial profile of the vertical velocity of the fluid
injected at the source is taken to be parabolic, as a conse-
quence of the sub-cloud layer dynamics, and is taken to

follow
2
Wo(r) = Wy, ll - <L> ] ,
)

where wy, = 0.8 m-s™! is the centre-line velocity, r is the
distance from the centre line in the source area, and ry is
the radius of the source. Knowing that in the atmosphere
the fluid from the sub-cloud layer is highly turbulent, tur-
bulence is herein initiated by applying an uncorrelated
perturbation of 20% to the velocities in the first cell above
the source (Craske & Van Reeuwijk, 2015). These bound-
ary conditions, together with the environment, create a
relatively active and high cumulus cloud that covers about
half of the domain height and less than 15% of the domain

(13)
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FIGURE 2 The vertical evolution of (a) the liquid water
potential temperature 6y, (b) the total specific humidity gy, (c) the
virtual potential temperature 6,, and (d) the liquid water specific
humidity g;. Solid lines mark the values of the background
environment, and dashed lines mark the evolution of the injected
cloud source fluid assuming an idealised adiabatic process.

width (see Figure 3). Our results, therefore, can be consid-
ered not to be contaminated by interactions with the top
and sides of the domain.

In order to be able to achieve a statistically steady state,
cloud conditioning is avoided by defining some nudging
regions near the outer edges of the domain, in which we
nudge the properties of the fluid to the prescribed condi-
tions of the background environment: at radial distances
larger than 8ry = 2,000m from the injection point (the
light blue shade in Figure 1), the liquid water potential
temperature and total water specific humidity are forced
back to the background environmental values using a
time-scale of 360 s. The background environmental prop-
erties (i.e., Oy.) are calculated as a horizontal mean over
this nudging area. To be concise, hereafter, we omit “back-
ground” when referring to the background environmental
properties; that is, the (background) environmental virtual
potential temperature 6, . For a large enough simulation
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FIGURE 3  Aseries of snapshots of the cumulus cloud,

illustrating slices through a central vertical plane with the
instantaneous liquid water specific humidity field, g, highlighted.
The snapshots are equally spaced in time within the time period
t = 5,820-6,720s; that is, throughout the statistically steady state.

domain (as we did, see discussion on Figure 6a), the cal-
culated environmental properties using this nudging area
should be close to the values prescribed in Figure 2. To
avoid the reflection of internal waves at the top, a nudging
area 100 m in height is set covering the ceiling to nudge
the local w to zero (the grey shade in Figure 1). Peri-
odic boundary conditions are applied on the sidewalls of
the domain, and Neumann boundary conditions for both
velocity and buoyancy are applied at the domain top. At the
domain bottom, a Neumann boundary condition is applied
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for buoyancy and a free slip boundary condition for veloc-
ity, apart from the injection region, which uses Dirichlet
boundary conditions.

A fully parallelised code for direct and large-eddy sim-
ulation, SPARKLE, is used to solve Equations 3-10 on
a uniform Cartesian grid of Ny X N, X Ny = 2, 5603 cells.
SPARKLE uses a fourth-order accurate spatial discretisa-
tion and a third-order variable time step Adams—Bashforth
time-integration scheme in time. Details of the numeri-
cal method used in SPARKLE can be found in Craske and
Van Reeuwijk (2015). The Reynolds number of the simu-
lated cloud is Re = UL /v = 30, 000, where the characteris-
tic velocity U = 1m-s™! and length L = 3,000 m are esti-
mated from the averaged vertical velocity and total height
of the updraught that will be shown in Figure 6a,f. The
source Reynolds number of the cloud is Res = wyrg/v =
2,000. The simulation was run for a duration of 10, 800 s
in order to allow sufficient time for the cloud to reach a
statistically steady state.

Local instantaneous data (e.g., qi(x, t)) were obtained
at intervals of 60s. Once the cloud reached a statistically
steady state, results were quasi-steady and azimuthally
symmetric (here, axisymmetric in x and y). Azimuthally
Reynolds-averaged data x(r,z), where y is an arbitrary
variable, were collected by partitioning the domain into
concentric cylindrical shells (see Figure 1 for the coor-
dinate) and averaging over all cells lying within a given
shell (Craske & Van Reeuwijk, 2015; Van Reeuwijk, & sal-
lizoni P, Hunt G, Craske J., 2016). Conditional statistics
were obtained for two flow regions: (1) the cloud region
(where the air contains liquid water or is cloudy, hereafter
denoted by a subscript “cld”), and (2) the cloud updraught
region (the rising part within the cloud region, hereafter
denoted by a subscript “up”). The time-averaged statis-
tics of the regions were obtained within the statistically
steady state.

3 | CLOUD OBSERVATIONS AND
CLOUD REGIONS
3.1 | Instantaneous flow
Snapshots of the instantaneous liquid water specific
humidity ¢ on an x-z plane through the centre of the
domain over the entire simulation time are taken and can
be found as an animation online. From these snapshots,
we observe extreme cyclic behaviour of the cloud, which
we describe here and return to in Section 3.2. This is con-
sistent with the observations in French et al. (1999); Zhao
and Austin (2005); Heus et al. (2009).

Figure 3 shows one cycle of this cyclic behaviour at
six times between t = 5,820s and 6,720s. At around ¢ =

5,820s, a cloud is about to rise; the bright white at the
cloud front indicates large condensation of the water and
associated heat release that will fuel the cloud develop-
ment. In the subsequent snapshots, Figure 3b-e, this cloud
grows to a maximum height and gradually dissipates due
to evaporation at around t = 6, 540s. Apart from the bright
white regions representing the cloud core, evaporation
can be observed by the residual light white on the cloud
edges and the disconnected regions from the cloud core. At
around t = 6, 720s, the cloud has nearly disappeared, and
the next cloud cycle can subsequently start. Throughout
the simulation duration, this quasi-periodic process occurs
cyclically due to the imposed steady source conditions and
forms a series of clouds.

Visualisation of data (e.g., see the animation included
online) shows that, when an upcoming pulse is about
to rise (e.g., the instant shown in Figure 3f), the satu-
rated fluid appears to pause its rise at around z ~ 0.5 km,
before overshooting this level and then forming an active
cloud. By examining individual clouds within an LES of a
cloud ensemble, Heus et al. (2009) reported that the cyclic
extreme pulses are an intrinsic nature of shallow cumu-
lus clouds independent from the sub-cloud layer (the layer
below the cloud base where the unsaturated air mixes to
form the condition of the cloud base) but could be related
to the convective inhibition region (the thin atmospheric
layer above the cloud base in which the cloud is locally
negatively buoyant). Our simulations evidence that the
pulses are independent from the sub-cloud layer, since we
do not set a sub-cloud layer. However, we do not set a
convective inhibition region either within the simulation
configuration (see Figure 2c). Finally, we note that tur-
bulent single-phase fountains in stratified environments
do show such cyclic pulsing behaviour (see, e.g., Bloom-
field & Kerr, 2000; Ansong et al., 2008) but that the cyclic
behaviour of these flows is not as extreme as that of shallow
cumulus clouds—this might suggest that it is the phase
change of the water (evaporation and condensation) that
plays a dominant role in the extreme cyclic nature of these
clouds.

The interaction between the previous pulses and forth-
coming pulses is noteworthy since the physics of the cloud
pulse evaporation can have different, either enhancing or
suppressing, effects on forthcoming pulse formation. On
the one hand, the previous cloud cycles have moistened
and cooled the air, thereby providing an environment that
is more favourable to the formation and development of
any forthcoming pulse (Heus et al., 2009); on the other
hand, as the previous cloud pulse evaporates, it leaves envi-
ronmental fluid that is negatively buoyant (locally), which
then acts as counterflow within the environment, thereby
suppressing the rising forthcoming rising pulse. This sec-
ond effect can be investigated from Figure 4, which plots
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Twelve snapshots illustrating data on the central vertical plane at six different instants: (a,b,e,f,i,j) data for the instantaneous

buoyancy field b; (c,d,g,h,k,1) data for the vertical velocity field w. Overlaid as a black line in each is the cloud boundary (defined by an

isosurface of liquid water specific humidity q; = 0); data for liquid water specific humidity at the same six instants were shown in Figure 3.

vertical cross-sections of instantaneous buoyancy b fields
and vertical velocity w fields. Within the figure, the cloud
boundary, defined by the isosurface where the instanta-
neous liquid water specific humidity satisfies a minimal
threshold, qi(x,t) = 10"kg-kg™!, is highlighted by the
black lines, which encompass the cloud region within it.
Figure 4c,d,k,l shows patches of fluid with significant neg-
ative vertical velocities (blue regions) that have resulted
from the evaporation of a previous cloud cycle (and its
consequent negative buoyancy; see Figure 4f,i)—these
illustrate occasions when the evaporation of a previous

cloud pulse is acting to significantly suppress the next
rising pulse. A quasi-steady balance between these two
effects, resulting from cloud pulse evaporation, takes time
to develop; we define the statistically steady state when
these two opposite effects reach a balance. Although we
have made every effort to promote steadiness within the
simulation, the cloud displays cyclic pulsing behaviour. As
a result, statistically steady metrics can only be obtained
by averaging over a sufficient number of cycles. We will
define this statistically steady-state period in detail in
Section 3.2.
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Figure 4 richly illustrates further information regard-
ing the dynamics of these clouds. For example, in the
environment far from the cloud, the presence of inter-
nal waves can be inferred from the blue and red inclined
patterns, which are induced by density perturbations that
were excited by the cloud. Closer to the cloud, but still out-
side its boundary, examination of the data shows that the
flow is still turbulent due to the previous cloud dynam-
ics (qualitative examination of Figure 4 shows that fluid
outside the cloud boundary still exhibits patternations
that are associated with turbulence). Although not out-
lined here, the locations of positive vertical velocity (e.g.,
Figure 4c,d,g,h,k,]) indicate that the boundary of cloud
updraught might, typically, be close to the cloud boundary
(outlined in black in the figure), suggesting that the subsid-
ing shell (the region within the cloud that exhibits negative
vertical velocity) can be a relatively thin region just within
the instantaneous cloud boundary. During the first half of
the snapshots (i.e., Figure 4a,b,e and c,d,g), large red areas
are observed inside the cloud, which show the cloud is pos-
itively buoyant and rising, primarily due to the latent heat
release of condensing water. By contrast, in the second half
(Figure 4f,i,j,h,k,1), the blue areas inside the cloud (repre-
senting the negative buoyancy and velocity respectively)
become apparent. From the time evolution of the cloud
shown in the second half of the snapshots, it is apparent
that the cloud gradually dissipates under evaporation, pro-
ducing the observed negative buoyancy, which then acts to
reverse the flow and results in the observed negative veloc-
ities. (Note that, at these same instants, the blue regions
within the velocity field are typically smaller than the
blue regions within the buoyancy field, e.g., Figure 4fh,
indicating the order of inverse.)

3.2 | Conditional cloud and updraught
statistics

The extreme cyclic nature of the flow is shown particularly
clearly when vertical variation in the in-cloud horizontally
averaged liquid water specific humidity, vertical velocity,
and buoyancy are plotted as a function of time ¢ (Figure 5).
The in-cloud horizontally averaged value of any variable
X = X(x, t) is defined

X dA

Ja,
Xaa(z, t) = ———

5 Acld(‘z’ t) = / dAs (14)
cld Quq

where Q4(z,t) is the instantaneous region within
the cloud boundary (i.e., the region for which
q1 > 0) and Ayqy(z.t) is the local instantaneous cloud
cross-sectional area.

Figure 5a shows q; 4(z, t), which clearly shows a series
of cloud pulses. Note that the pulses within the time ¢t =
5,820stot = 6,720s are associated with the cross-sections
shown in Figure 3. The gradient of the inclined stripes
illustrates the rise velocity of the cloudy air, which is
approximately 1.7 m - s7!, on average. Based on Figure 5a,
the first four pulses (e.g., before ¢ = 5,400s) have larger
variations in maximum rise heights and have a slightly
wider gap (the blue regions) between each other, which
indicates that the interaction between the previous pulses
and forthcoming pulses described earlier has not reached
a balance. After t ~ 5,400 s the pulses have a more consis-
tent maximum rise height and also form closer together,
in time. Therefore, the time period before t = 5,400s is
regarded as including the effects of the simulation tran-
sients and so are disregarded in our analysis; the times
5,400-10,800 s are regarded as representative of the statisti-
cally steady state and deemed suitable for inclusion within
our analysis’s further time-averaged statistics.

The data plotted in Figure 5b show a time series of the
vertical variation in the instantaneous in-cloud, horizon-
tally averaged, vertical velocity wgg; in these data too, the
pulses can also be clearly observed. For each pulse, the
negative velocities, over all the heights where they appear,
tend to follow immediately after positive velocities, show-
ing that the rising cloud eventually falls (as the result of its
partial evaporation). The converse is only true low down
in the cloud pulse (i.e., only when the cloud pulses are first
forming do positive velocities immediately follow nega-
tive); higher up, the pulses are distinctly separate (in time),
and the positive velocities of the rising pulses follow quies-
cent periods of near-zero vertical velocities. Note that the
rise time of each pulse is typically longer than the dura-
tion of its fall. Moreover, we can observe that, at some
instants, there is a negative-velocity (blue) region above a
positive-velocity (red) region, evidencing that some rising
cloud pulses encounter the previous falling cloud pulse.

Figure 5c shows a time series of the vertical variation in
the in-cloud, horizontally averaged, buoyancy b4, which
shows that for each individual pulse the buoyancy is ini-
tially positive and evolves, eventually becoming negative.
However, unlike the vertical velocity, the negative buoy-
ancy seems to persist for longer than the positive buoyancy,
especially above z = 500 m; for example, compare the rel-
ative widths of the blue and red bands in Figure 5c. Exam-
ining Figure 5b,c shows that, as one might expect, the
cloud fluid first becomes negatively buoyant, which then
acts against the rising flow, ultimately reversing the flow,
as evidenced by the subsequent negative vertical velocity.
Figure 5c also shows that the maximum negative buoy-
ancy is concentrated near the cloud top; this is due to the
fact that the cloud liquid water amount is maximum near
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FIGURE 5 Time series plots showing the vertical variation of the in-cloud horizontally averaged conditions over time: (a) the liquid

water specific humidity q; 4, (b) the vertical velocity wgg, (c) the buoyancy b4, and (d) the net entrainment and detrainment §4. The entire
simulation duration is included in (a)-(c), whereas (d) only illustrates the period over which statistically steady data, relevant to entrainment,
were gathered. The colour schemes in (a) follow that for the total water specific humidity in Figure 3, (b) and (c) follow that of the equivalent
data in Figure 4, and in (d) the blue regions mark net entrainment and red the net detrainment; colour bars in each indicate the magnitudes

associated with the data presented.

the cloud top, which gives rise to a maximum evaporative
cooling potential (de Roode, 2007).

Figure 5d shows the cloud’s net entrainment, or
detrainment, flux per unit height, and we return to discuss
this in Section 4.5.

The steady-state in-cloud statistics are explored in the
following, both for in-cloud—denoted with the subscript
“cld” and defined by Equation(14)—and updraught quan-
tities (denoted with the subscript “up”), with the latter
defined analogously as

X dA
Q, R
Xup(zv t) = pA ’ Aup(zv t) = / dA7 (15)
Q

up up

where the instantaneous cloud updraught Q,, is identi-
fied as the rising part of the cloud; for example, qi(x, t) >
0 and w(x,t) > 0. Time-averaged in-cloud (horizontally
averaged) and updraught quantities are determined by

fTAXiAi dt

e "

(Xi)(2) =

where i={cld,up} and T is the duration of the
time-averaging window.

Figure 6 shows the time-averaged cloud and updraught
mean quantities. Figure 6a shows the time-averaged cloud

updraught area and the entire cloud area. These are
shown normalised by the cross-section area of the sim-
ulation domain and indicate that, over most heights,
the cloud regions take less than 0.5% of the whole
plane—emphasising that the far environment was not
likely to be significantly affected by the clouds formed. The
updraught area is typically 60-70% of the total cloud area,
whereas the rest is the time-averaged subsiding shell (this
is generally consistent with what we have observed from
the thin negative-velocity layer near the cloud boundary
in Figure 4, where the width of the cloud regions [square
root of the area] is indicated at one specific plane clip at
some instants); we note that this value is smaller than the
90% reported in LESs obtained from the cloud ensemble
(Siebesma et al., 2003). The cloud area peaks around z =~
800 m; above this height, the area decreases with height
as the evaporation dominates and the dissipation of the
cloud becomes more significant, thereby reducing its area.
The heights of both the updraught and the bulk cloud are
approximately z = 2,750 m, with the bulk cloud slightly
higher.

Figure 6b,c shows that, as a result of lateral mixing (i.e.,
mixing due to the processes of entrainment and detrain-
ment), both the (horizontally averaged values of) cloud
liquid water potential temperature and total water specific
humidity vary significantly with height, with their values
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FIGURE 6 The vertical evolution of mean, horizontally

averaged, properties: (a) the cloud fraction, (b) the liquid water
potential temperature (6;), (c) the total water specific humidity (q,),
(d) the liquid water specific humidity (q,), (e) the buoyancy (b), and
(f) the vertical velocity (w). In each, data of the updraught is
depicted by a blue curve and that of the bulk cloud by a red curve.
Included as dashed lines are data associated with the evolution of
the source fluid under an idealised adiabatic process; the solid black
lines mark the values of the background environmental fluid.

falling between the source (adiabatic) and environmen-
tal values. In each plot, the property for the updraught is
close to the (bulk) cloud values, falling only slightly closer
to the source value than the cloud values, suggesting that
the inner updraught mixes less with the environmental air
than the cloud average.

Figure 6d shows the vertical variation in the mean
liquid water specific humidity. Within the figure, the ide-
alised adiabatic process (in which evaporation is absent) is

shown by the dashed line; it can be seen that, for the adi-
abatic process, the liquid water specific humidity grows
rapidly with height as the source fluid condenses under
these idealised conditions. However, the in-cloud mean
and updraught mean values are much lower than those
of the adiabatic process, with the total specific humidity
slightly higher in the cloud updraught than in the cloud;
since the updraught sits at the core of the cloud it is rela-
tively less affected by evaporation at the cloud edges and
hence exhibits slightly higher liquid water specific humid-
ity. Figure 6e shows the mean buoyancy associated with
the virtual potential temperature difference between the
cloud regions and the environment. For the idealised adi-
abatic process, the buoyancy is strictly positive and grows
monotonically with height due to the continued release of
latent heat. However, with the effect of evaporative cool-
ing included, the bulk cloud becomes negatively buoyant
at about z = 1,000 m, with the updraught becoming neg-
atively buoyant higher up (z ~ 2,000 m)—again because
the updraught is relatively less affected by evaporation.
The mean vertical velocity (Figure 6f) shows that the
updraught accelerates up until the height z ~ 2,200 m,
whereas the entire bulk cloud decelerates over almost all
heights (z = 200 m) due to evaporative cooling. Although
decelerating, the bulk cloud vertical velocity remains pos-
itive over the entire cloud height, approaching zero near
the top.

3.3 | Reynolds-averaged cloud statistics
Since the simulation produces statistically axisymmetric
(practically in {x,y} due to the Cartesian grid) steady
data, we define the Reynolds-averaging operator (see also
Craske & Van Reeuwijk, 2015; Huang et al., 2023a; Van
Reeuwijk, & sallizoni P, Hunt G, Craske J., 2016)

// X(r, @,z,t) do dt, 17)

where X is an arbitrary field, r= (x> +y*'2, and
@ =tan~!(y/x) is the azimuthal direction. Figure 7a
shows data for the Reynolds-averaged liquid water spe-
cific humidity gqj(r,z). Consistent with the criterion of
the instantaneous cloud, the Reynolds-averaged cloud
is identified by the Reynolds-averaged cloud boundary
defined by the radial location 7.4, beyond which g; > 0.
The figure indicates that the Reynolds-averaged cloud
height is approximately 2, 750 m.

The magnitude of Reynolds-averaged total water spe-
cific humidity q; is generally lower than the instanta-
neous q field (note that the magnitudes on the colour
bar of Figure 7a relative to Figure 3). Furthermore,
in the Reynolds-averaged field, the large magnitude is

X(r,2) =
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FIGURE 7 The (azimuthally) Reynolds-averaged fields of: (a) the liquid water specific humidity qj, (b) the vertical velocity w, and (c)

the net force acting on the cloud b-— dp/dz. Overlaid are the Reynolds-averaged cloud boundary (marked by the red curve) and
Reynolds-averaged cloud updraught boundary (marked by the blue line). The solid black lines in (c) are the velocity streamlines, with the

separatrix originating from the centre of the source highlighted in bold.

concentrated near the cloud centre line. These differences
occur primarily due to the extreme intermittency of the
cloud and its effects on the different averaging processes
(Lenderink et al., 2004; Siebesma, 1998). As discussed in
the previous sections (see Figures 3 and 5), the cloud is
only present a certain percentage of the time at a partic-
ular radius and height; therefore, when taking the simple
time average (e.g., within the Reynolds average) over the
whole history, the magnitude of time-averaged properties
(e.g., the g; and w) will be “diluted” by intermittent obser-
vations that reflect properties of the environmental fluid.
Since the probability of having a cloud is largest near the
cloud centre line, one expects that, for example, g; will be
largest near the centre line.

The intermittency also influences the Reynolds-
averaged cloud boundary (i.e., based on gq;). For the
conditional statistics, the q; > 0 criterion encloses the
instantaneous cloudy area. However, since, at most loca-
tions, g includes an average of instants when any given
location is within the cloud and those when the location is
outside the cloud, the Reynolds-averaged cloud boundary,
defined by the threshold g; > 0, contains all locations that
have ever been cloudy. Thus, the Reynolds-averaged cloud
boundary encompasses a much larger volume than the
equivalent conditionally averaged cloud does, as visible by
comparing Figures 7 and 6a.

Figure 7b plots the Reynolds-averaged vertical velocity
field w(r,z). The cloud updraught radius ry, is identified
based on the loci of outermost points satisfying both q; > 0
and w > 0. Because the updraught is near the cloud centre

line, and therefore less affected by the evaporative inter-
mittency, the width of the Reynolds-averaged updraught
is relatively similar to that obtained from the condi-
tional statistics (see Figure 4). In the Reynolds-averaged
framework, the region encompassed by the cloud bound-
ary rqq and the cloud updraught radius r,, encom-
passes locations at which the cloud is only intermittently
present. This is distinctly different to definitions based
on the instantaneous locations of these boundaries, and
hence the width and shape of this region differ signif-
icantly between the Reynolds-averaged and condition-
ally averaged frameworks. Moreover, at locations within
the Reynolds-averaged cloud boundary ryq and the cloud
updraught radius ryp, when the cloud is absent the veloc-
ities can be significant and varied. Hence, we hereafter
choose not to term the region between ry, and ryq as the
“subsiding shell”, terminology widely used within the con-
ditional analysis of LES data; instead, we term this region
the “downdraught”.

Figure 7c shows the streamlines associated with the
steady state; they were derived by calculating the stream
function associated with the velocity field and plotting iso-
surfaces of this stream function. Thus, the volume flux
between each adjacent pair of streamlines, a stream tube,
is constant and equal for all stream tubes. These stream-
lines highlight many interesting features of the flow. First,
we note the presence of a separatrix (highlighted in the
figure by the thick black line), which separates the fluid
injected from the cloud base from the flow induced by tur-
bulent entrainment and evaporative cooling at the cloud
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top. Second, we observe an outflow region at z ~ 1,000 m
(highlighted by the separatrix within this region), which
implies that the average virtual potential temperature
resulting from the mixing inside the cloud is equal to
the environmental virtual potential temperature at that
level, which is typically referred to as the neutral buoy-
ancy level. The outflow region shows a concentration of
stream tubes over a height of about 300 m, implying a large
net detrainment zone at that height. The figure shows that
the Reynolds-averaged cloud net entrains air from about
2.0km height, which then mixes and descends together
with the in-cloud air to its neutral buoyancy level just
above the separatrix. Conversely, the fluid injected from
the source rises up to a maximum height of about 2.0 km,
after which it descends, once again due to evaporative
cooling, until it detrains from the cloud just below the sep-
aratrix. Third, there are closed streamlines that sit across
the updraught boundary, in the region z =~ 300-600m,
which show that (in a Reynolds-averaged sense) a small
portion of the fluid net detrains from the updraught and
then descends and is then re-entrained once more into the
updraught. However, over most heights of the updraught
(e.g., z > 600 m), the updraught net detrains fluid into the
downdraught and further detrains out of the cloud. Fourth,
note that a few streamlines very close to the injection point
at the edge of the source (at r ~ 250 m, z = 0) immedi-
ately return to the bottom and then detrain horizontally.
This is because the fluid at the edge of the source immedi-
ately mixes with the environment, leading to evaporation,
and thus net detrainment occurs of the updraught and
cloud at the very bottom of the domain. We note that the
streamlines of the cloud updraught are generally consis-
tent with the observations of Peters et al. (2020); Morri-
son et al. (2020), who also reported net entrainment in
the lower portion of the updraught and net detrainment
higher up. These inferences were made by investigating
the velocity vectors of the updraught in a relatively humid
environment in LES.

The coloured background in Figure 7c indicates the
local value of net force arising from the Reynolds-averaged
vertical momentum equation; that is, b-— dp/dz. This net
force is expected to be zero in regions where the flow is in
a hydrostatic balance. There is a strong net upward forcing
below 1.0 km, clearly evidenced by the red region there.
This arises due to the provision of latent heat from con-
densation. Conversely, a net downward force is evidenced
higher up by the blue region within the figure—this arises
due to evaporative cooling. Note that the streamlines only
present the mean flow dynamics, whereas the turbulent
transport is not directly visible in the figure. This turbulent
transport is important in a number of aspects; for example,
turbulence acts to transport vertical momentum across the
streamlines, particularly above 1.0 km.

4 | ENTRAINMENT AND
DETRAINMENT STATISTICS

To first investigate the “net” entrainment and detrainment
statistics of the cloud, the conservation equations for the
cloud updraught, downdraught, and entire cloud are pre-
sented in both the Reynolds-averaged and conditionally
averaged framework, starting with the Reynolds-averaged
approach. Note that to enable comparison with the exist-
ing analysis of equivalent single-phase flows (see Huang
etal., 2023a, 2023b), we define the entrainment as the vol-
ume flux that flows into the cloud region per height (e.g.,
Equations 20 and 29); doing so is slightly different from the
LES convention, where this entrainment is additionally
scaled by the local cloud area; see Equations 1 and 2.

41 | Reynolds-averaged shallow
cumulus clouds

Based on the Reynolds-averaged cloud and updraught
boundaries 1y, and req (see Figure 7), the cloud updraught
is defined to be the region from r = 0 to r = ryp, and the
downdraught (denoted by “down”) to be the region from
¥ = ryp to ¥ = r¢q. The Reynolds-averaged vertical volume
fluxes associated with the updraught and downdraught
regions are respectively defined as

Ty Tad
Qup(z) = 2 / pWr dr and Qgown(R) =2 / wr dr.
0 T,

T
Note that a factor x is omitted from these integrals for
consistency with the analysis of single-phase flows (e.g.,
Huang et al., 2023a; Morton et al., 1956; Van Reeuwijk,
& sallizoni P, Hunt G, Craske J., 2016). The associ-
ated Reynolds-averaged conservation equations can be
obtained by writing the continuity equation, Equation (3),
in cylindrical coordinates and integrating over the region
from r =0 to r = ryp for the updraught region, and the
region from r = ryp to r = rqq for the downdraught region,
with the result

dQuP - _ deown
dz up> dz

= Qup — Ycld, (19)

where gy, and gqq are the perpendicular exchanges of
volume across the updraught and cloud boundary respec-
tively. These are defined

qup(Z) =2r <ﬁr - W%;)

- —d
qcd(z) = 2r <ur - Wd—;>

)

r

up (20)

Teld
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and are termed “net entrainment” or “net detrainment”
fluxes depending on the direction of the fluxes and one’s
perspective when describing the flow from that of a par-
ticular flow region (see later for an example). The term
u; is the radial velocity, and the term associated with
the radial change, dr/dz, is the Leibniz term within the
integral.

We take this opportunity to make three points that
are intended to be helpful when interpreting the results.
First, the signs before q,, in Equation (19) indicate that,
here, a flux in the negative radial direction (i.e., nega-
tive gyp) increases the volume flux within the updraught
Qup and decreases the volume flux downdraught Qgown,
with the opposite true for fluxes in the positive radial
direction. Similarly, a flux in the negative radial direction
entraining across the cloud boundary (i.e., a negative qcyq)
contributes positively to the downdraught volume flux
Qgown—see Equation (19); the opposite is true for detrain-
ment. Therefore, a negative qup (gaq) represents the net
entrainment into the updraught (cloud), whereas a pos-
itive qup (qcia) represents the net detrainment out of the
updraught (cloud).

Second, the rightmost equation in Equation (19) shows
that the downdraught region simultaneously exchanges
volume flux (entrains or detrains) via both edges; that
is, the updraught boundary and the cloud boundary. By
definition, the vertical velocity w is positive within the
updraught and negative within the downdraught; hence,
Qaown is negative. The volume flux of the entire cloud
region is defined as Qg = Qup + Qdown, With positive val-
ues representing net upward volume fluxes within the
cloud; and combining both equations in Equation (19)
results in

dQci

= —Qud. 21
dz gcd (21)

Third, entrainment and detrainment may, at any given
location on the boundaries, occur intermittently. This
potentially important information is lost by taking the time
average within the Reynolds-averaging process; as such,
note that gy, and g4 represent only the “net” entrainment
or detrainment.

Figure 8a shows the variation with height of the
Reynolds-averaged vertical volume flux of the updraught,
downdraught, and the entire cloud. Consistent with
Figure 7b, the updraught volume flux Q, grows slightly
below z ~ 600 m and then gradually approaches zero (at
around z ~ 1,700 m) due to the decrease in the area and
the typical vertical velocity of the updraught. However,
examining from the downdraught in the direction of its
flow (i.e., the negative z direction), the downdraught flux
Qgown increases from the cloud top to about the cloud
half-height and then decreases towards zero at the cloud
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base. As a result, the superposition Q.4 is positive below
Z ~ 1,000 m and becomes negative above.

Figure 8c shows the Reynolds-averaged net entrain-
ment and detrainment of the updraught q,, and the
entire cloud g4. These have been qualitatively discussed
based on inferences from the streamlines (Section 3.3
and Figure 7c) but can now be examined quantitatively.
The flux qy, is generally positive at most heights, with
the exception of slightly negative values occurring below
Z ~ 500m. This suggests that the updraught primarily
net detrains into the downdraught across the updraught
boundary. The flux guq is generally positive below z =
1,300 m, whereas it is generally negative above, suggesting
there is a net detrainment from the cloud into the environ-
ment in about the lower half of the cloud and net entrain-
ment into the cloud from the environment in the upper
half. The maximum net detrainment and entrainment
occur near z & 1,100 m and z ~ 2,000 m respectively, con-
sistent with the region where the density of streamlines is
largest (see Figure 7c).

4.2 | Conditionally averaged shallow
cumulus clouds

Following Van Reeuwijk et al. (2021); Huang et al. (2023b),
the statistics associated with a conditionally averaged view
of the shallow cumulus cloud simulated within our digital
cloud chamber are now investigated. We define the instan-
taneous vertical volume flux of the updraught @up and the
downdraught Qy.wn (per unit z) respectively as

Qup@ ) = = / wdA and
T Q,
. ' (22)
QdOWn(Z’ [) = - / w dA7
T Jo

‘down

where Q;(z,t) is the instantaneous updraught region,
defined as q)(x, t) > 0 and w(x, t) > 0 (see Section 3.1), and
Qgown(Z, 1) is the instantaneous downdraught, defined as
qi(x,t) > 0 and w(x, t) < 0. The downdraught is akin to
the cloud’s “subsiding shell” described in LES studies of
these clouds (e.g., Heus & Jonker, 2008; Jonker et al., 2008),
but for consistency with our Reynolds-average analysis
(Section 3.3) we again refer to this as the downdraught
(using the subscript “down” to denote this region). We
note that the partitioning of the cloud regions for the con-
ditionally averaged analysis is consistent with that of the
Reynolds-averaged analysis, including the definition of the
conditionally averaged volume flux within the entire cloud
region; thatis, Qg = Qup + Quown- The instantaneous con-
servation equations for the volume flux of the updraught
and the downdraught can be obtained by integrating the
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FIGURE 8 The vertical evolution within the cloud of (a) the Reynolds-averaged vertical volume flux Q and (b) the conditionally

averaged vertical volume flux () within the updraught (blue curve), entire cloud (red curve), and the downdraught (purple curve). Positive
values of the volume flux represent an upward transport, whereas negative values represent a downward flow. The vertical evolution at the
boundaries of (c) the Reynolds-averaged net entrainment g and (d) the conditionally averaged net entrainment (§); the blue curves mark data
at the updraught boundary and the red curves mark data at the cloud boundary—negative values represent radially inward entrainment and

positive values represent detrainment.

continuity equation, Equation (3), over the instantaneous
updraught and downdraught region respectively, with the
result (see Huang et al., 2023b; Siebesma et al., 2003; Van
Reeuwijk et al., 2021) being

0Ayp .\ 0Qup

™ P =—-q,, and (23)
aAdown aQdow‘n A ~
ot + 0z - qup ~ qad- (24)

The hat symbols denote instantaneous integral proper-
ties; that is, area integrals without any time averaging.
As such, the terms §,, and §yq represent the instan-
taneous “net” entrainment or detrainment across the
corresponding boundaries, and the determination of the
direction of g, and g4 is identical to the equivalent
within the Reynolds-averaged framework; see earlier for
a complete description. Within the conditionally averaged
framework, the areas associated with the updraught and
downdraught regions are respectively defined as

Az, 1) = %/ dA and
Q,

) (25)
Adown(za )=~ dA.

z Qdown

Taking the time average of Equations 23 and 24
(defined (X) = (1/T) /. X dt, where T denotes a suitably
long time period, in our case the duration over which we
gathered statistically steady data) results in

d(Qy)
dz

d( Qdown >

_<qup>’ dZ

= (Qup) = (Gaa)-  (26)

Figure 8b shows the vertical variation of the condi-
tionally averaged volume fluxes of the updraught, down-
draught, and the entire cloud. Comparing these with the
Reynolds-averaged equivalents (see Figure 8a), it is sur-
prising to note that the volume fluxes within the down-
draught from both forms of analysis are almost the same;
it is not obvious why this need be the case, since the
area of the downdraught in the Reynolds-averaged analy-
sis is much larger than that from the conditional average.
Conversely, the volume flux of the conditionally averaged
updraught is much greater than that of the Reynolds aver-
age; here, we have observed that the areas of the updraught
from both statistics are broadly similar, which suggests
the typical characteristic vertical velocity is greater in
the conditionally averaged updraught as the intermittency
dilutes the Reynolds-averaged velocity. The difference in
updraught volume fluxes between the two frameworks
of analysis results in the volume fluxes within the entire
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cloud differing too, especially above z ~ 1,000 m. Unlike
the Reynolds-averaged volume flux, the conditionally aver-
aged volume flux is positive at all heights, consistent with
the positive in-cloud, horizontally averaged, vertical veloc-
ity (Figure 6g).

Figure 8d shows conditionally averaged net entrain-
ment across the boundaries, (g,,) and (§q). Different
from the Reynolds-averaged qup, the conditionally aver-
aged flux (g,,,) exhibits negative values in the region z <
1,000 m, suggesting the updraught net entrains (from the
downdraught) within this lower region; above this, sim-
ilar to Reynolds-average qyp, the conditionally averaged
flux (g,,,) indicates that the updraught exhibits net detrain-
ment. The conditionally averaged flux (q.4) increases
with height, changing from negative to a positive and
peaks at z ~ 1,250 m before decreasing towards zero at
the cloud top. This suggests that the conditional cloud
net entrains from the environment below z ~ 500 m but
net detrains above that with a maximum net detrain-
ment at Z ~ 1,250 m. Lastly, note that, for all four fluxes
in Figure 8c,d, there is a very short positive range just
above the source (i.e., over 0 < z < 50m). This is due to
the net detrainment of the fluid injected from the edge
of the source; this has been noticed by the streamlines
(Figure 7c) from the source edge and explained at the end
of Section 3.3—this impacts only a very small region at the
bottom of the simulation domain and is not expected to
significantly impact any of our findings.

To summarise, the Reynolds-averaged and condition-
ally averaged statistics provide two distinctive perspectives
on entrainment. The Reynolds-averaged viewpoint pro-
vides global information about the cloud behaviour aver-
aged over several cycles. This viewpoint clearly shows the
entkm height (Figures 7c and 8c). The updraught pre-
dominantly detrains with a maximum around the neutral
buoyancy level (1 km). The conditionally averaged statis-
tics provide local information about the fluxes across the
interface. It shows that, locally, there is a net entrain-
ment into the updraught below 1km and net detrain-
ment above this level. The conditionally averaged cloud
interface can be seen to primarily detrain fluid, presum-
ably because of the evaporation that takes place at the
cloud edge.

4.3 | Independent statistics
of entrainment and detrainment

Analysis of the (instantaneous) conditional statistics pro-
vides that the individual entrainment, and the detrain-
ment, across a given flow boundary can be decomposed
and independently analysed based on the sign of the
instantaneous pointwise entrainment velocity, yielding
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new insights to complement the net exchange across
the boundary. Herein, we employ a framework intro-
duced in Huang et al. (2023b) to calculate the conditional
entrainment and detrainment fluxes. The instantaneous
exchange across the cloud boundary can be expressed as
the integral of instantaneous entrainment velocity V,(x, t)
(this being the difference between the fluid velocity and
cloud boundary velocity) over the cloud boundary 9Qq4;
that is,

A 1 Va
qaa(@, 1) = = / di, 27
el T Jogy, N1

where N, is the horizontal component of the normal vec-
tor of the cloud boundary to account for the entrainment
perpendicular to the boundary. The entrainment velocity
V,, is measured according to the cloud indicator—namely,
the instantaneous liquid water specific humidity field
qi(x, 0):

1 Dq

V,=— e 28
" Va1l Dt (28)

where D/Dt=0/dt+u-V is the material derivative.
The sign of entrainment velocity V,, identifies the
regions of the cloud boundary which, at any instant,
are experiencing entrainment and which are experienc-
ing detrainment (negative values—e.g., radially inwards
flow—indicating entrainment and positive values indicat-
ing detrainment). The conditional entrainment and con-
ditional detrainment exchanges can then be respectively
written as

@b = 1 / V,dl and

T J oy,

1 (29)
Qhaz D=~ / Vv, dl

T 00"

cld

The boundaries 0Q_,(z, t) and 09:1 4(2, 1) are regions along
the cloud boundary where V,, < 0 and V,, > 0 respectively.
By definition, the net entrainment satisfies §yq = g4 +
q;d. For tractability, the line integral, Equation (29), is
re-expressed as a surface integral by applying a mask-
ing function identifying the cloud boundary (see Yurtoglu

et al., 2018; Huang et al., 2023b, for more details).

4.4 | Entrainment and detrainment
parametrisation

The conditionally segregated cloud entrainment (g_4) and
detrainment (g_,;) that underlie the net (§.4) are shown
in Figure 9. Entrainment and detrainment coexist at the
cloud boundary, and they are correlated: both peak around
the half-height of the cloud. The coloured bands show one
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FIGURE 9 The time-averaged conditional net entrainment
(gqq) and its underlying components: (§,4) from entrainment
events, and (§,,) from detrainment events. The coloured band shade
represents one standard deviation around the time-average mean.

standard deviation from the time-averaged mean and indi-
cate the relatively wide time variation in the entrainment
and detrainment fluxes.

To parametrise the entrainment and detrainment,
a dimensional (fractional) entrainment rate e(z) and
detrainment rate 6(z) are used, which represent the ratio
of the entrainment and detrainment flux per unit height to
the local vertical volume flux (Siebesma, 1998; Siebesma
etal., 2003):

{4

_ [{Gaa)| _
(Qua)’

(Qua)

(30)

where the absolute value of the entrainment ensures the
rates are defined positively. The dimension of entrain-
ment and detrainment rate is m~!, and the subscript “m”
denotes the local entrainment and detrainment measure-
ment at the boundary.

Previous LES studies could not explicitly measure the
local entrainment (g.4) and detrainment (g ). Instead,
a bulk assumption (Betts, 1973) is used to determine
an entrainment rate that relates vertical gradients in the
cloud-averaged property ( y.q) to the difference between
these cloud values and the environment:

d(z.
<§Zld> = —ey((aa) — 7o) (31)

calculated using two different principles: solid lines mark the
entrainment rate £, and detrainment rate 6,,, measured directly
from the conditional data, and the dotted lines mark those
estimated when evoking the bulk assumption, €, and é,. The data
within the grey shade are statistically affected by relatively few, very
small valued, observations of (Q4)—this region is excluded in the
analysis.

where the scalar y can be either the 8 or g, and y. is
herein taken to be the background environmental value.
The detrainment rate §y is then determined together with
the volume (mass) conservation equation as

d(Q. o
% = —(ep — 6){Quq)- (32)

Note that the subscript “b” denotes the rates obtained
using the bulk assumption, and this assumption is only
valid when the cloud fraction (the ratio of the cloud area
to the total simulation area) is close to zero (de Roode
et al., 2000), which is satisfied in the present simulation
since the average cloud area fraction is generally less than
0.5% (see Figure 6a).

With the conditionally averaged data, Figure 10
presents the entrainment and detrainment rates measured
directly from our data, Equation (30), and the estimates
that would be inferred by evoking the bulk assumption,
Equations 31 and 32. As the rates are not likely dependent
on the choice of y (Betts, 1973; Siebesma et al., 2003), we
take y = q;. Note that the rates above z ~ 2,000 m (shown
in a grey shade) are affected by very small values of (Qq4)
and should be disregarded.
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The estimates inferred by evoking the bulk assumption
show that the detrainment rate generally increases with
height, but the entrainment rate generally decreases;
the magnitude of these rates is typically in the range
of 0.002-0.006 m~! and broadly similar to one another
for heights z < 700 m. These results are generally con-
sistent with Siebesma et al. (2003), which shows that,
under the bulk assumption, our conditional data on
an individual cloud give similar entrainment and
detrainment rates to those from LES data of cloud
ensembles.

However, the direct measurements of these rates
from our data show that both the entrainment rate and
detrainment rate grow with height. Most crucially to
weather prediction and climate models, our data show
that direct measurements of entrainment and detrain-
ment rates are about a factor of 2 larger than estima-
tion inferred using the bulk assumption; this finding
is also consistent with the other direct measurements
within the literature (Romps, 2010). Note that both eval-
uation methods provide detrainment rates that exceed
the entrainment rates above around z =~ 700 m, which
is consistent with the evolution of the net entrainment.
The bulk assumption underestimates these rates, largely
because it overestimates the concentration of the scalar
within the fluid that is detrained from the cloud; this
is the case since the detraining fluid comes from within
regions close to the cloud edge, where the concentra-
tion of the scalar tends to be lower than the charac-
teristic scale within the cloud (de Rooy et al, 2013;
Romps, 2010).

4.5 | Linking entrainment to cloud
dynamics

Figure 5d presented the time series of the instantaneous
net entrainment g4 over the height of the cloud (where
the blue region represents net entrainment, and red repre-
sents net detrainment). Entrainment data were collected
from t = 2,700s onwards. The figure clearly showed that
above z ~ 1,000 m the cloud growing stage is associated
with large net entrainment and the cloud dissipation stage
with large net detrainment from the cloud. Net entrain-
ment and detrainment above 1,000m are strongly corre-
lated to the in-cloud, horizontally averaged, buoyancy b4
(Figure 5c). Indeed, in the growth stages of pulses, the
buoyancy bgq is positive and corresponds to negative g4
(i.e., net entrainment); in the dissipation stage, the buoy-
ancy bqyq is negative and corresponds to positive § 4 (i-e.,
net detrainment). Figure 5d also showed the net detrain-
ment (red region) takes a longer time than the net entrain-
ment (blue region) above 1,000 m, which suggests that
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the cloud has a time-averaged net detrainment, consistent
with Figure 9.

In order to investigate the influence of buoyancy on
entrainment, we perform a further conditioning of our
directly measured entrainment and detrainment fluxes on
the instantaneous, horizontally averaged, cloud buoyancy.
The vertical variation in the time-averaged net entrain-
ment/detrainment, conditioned on when average cloud
buoyancy at that height is positive (i.e., bqq(z,t) > 0), is
shown by the purple line in Figure 11a; the purple line
in Figure 11b shows net entrainment/detrainment data
conditioned on when average cloud buoyancy is locally
negative (i.e., byq(z,t) < 0). Interestingly, the data show
that, above z = 1,000 m, at times when the horizontally
averaged buoyancy is locally positive the cloud is net
entraining; conversely, when the horizontally averaged
buoyancy is locally negative the cloud is net detraining.
Further investigation on the individual entrainment and
detrainment components (green and blue lines respec-
tively in Figure 1la,b) shows that the time-averaged
entrainment does not vary significantly in the two buoy-
ancy states, whereas the time-averaged detrainment is
lower when buq(z,t) > 0 and is apparently greater when
bad(z, t) < 0 over z ~ 1,000 m. This difference is the pri-
mary reason for the net entrainment in bq4(z, t) > 0 but
net detrainment in byq(z, t) < 0.

Figure 11c-f presents quadrant plots of the instan-
taneous cloud data capable of indicating correlations
between the instantaneous entrainment fluxes §.4(z,t)
and instantaneous local buoyancy b4(z, t) at four differ-
ent heights: z = {1,000, 1, 400, 1, 800, 2,200} m. Note that
there are less data for higher elevations (e.g., z = 2,200 m)
due to the intermittent presence of the cloud at greater
heights being lessened. Data falling in the bottom half of
these quadrant plots corresponds to the statistics shown
in Figure 11b; that is, data of byq4(z,t) < 0. These quad-
rant plots show that at instants when the cloud is locally
negatively buoyant (at these heights) the net detrainment
is typical (i.e., 44 > 0). In contrast, examination of the
data falling in the top half of these quadrant plots shows
that at instants when the cloud is locally positively buoy-
ant (at these heights) the net entrainment is typical (i.e.,
4.4 < 0)—this is especially the case at the higher heights;
that is, z = 1,800 and 2,200 m. These data distributions
support observations of the time-averaged net entrain-
ment in bgq > 0 and net detrainment byq < 0 shown in
Figure 11a,b.

Note that at all heights the bottom right quadrant
(§gq > 0 and bgg < 0), which represents the instanta-
neous net detrainment by locally negatively buoyant cloud
regions, has the most data samples and occurred most fre-
quently. The data samples in this quadrant also tend to
exhibit much larger amplitude than data in the other three
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FIGURE 11
entrainment, detrainment, and net entrainment conditioned

(a,b) Vertical variation in the time-averaged

based on the in-cloud buoyancy, at the given height and instant is
(a) positive buq(z, t) > 0 and (b) negative b.4(z, t) < 0. (c—f)
Quadrant plots showing the distribution of the local net
entrainment §,4(z, t) and local in-cloud buoyancy b.4(z. t) data
pairs from four selected heights within the cloud.

quadrants. This directly results in greater time-averaged
net detrainment (the purple line in Figure 11b). The reason
for this greater net detrainment in the negatively buoyant
period can be explained as follows: the negative buoy-
ancy indicates that evaporation has occurred, which itself
leads to a shrinkage of the cloud area; therefore, the cloud
boundary then excludes this fluid, which is observed as
detrainment.

5 | CONCLUSION

A fully resolved simulation of a shallow cumulus cloud
from a maintained source in a quiescent environment was
performed to investigate the turbulent entrainment and
detrainment processes relevant to these clouds. Under a
constant environmental condition and a constant supply
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of moist warm air at the cloud base, the system pro-
duced puffs (or cyclic pulses) that moved upwards and
then collapsed. These findings are consistent with Heus
et al. (2009), who argued that puffs are intrinsic to the
cloud dynamics by exploring the link between the horizon-
tal divergence of air and the rise of puffs.

The set-up deployed, which provided statistically sta-
tionary sub-cloud layer dynamics, allowed analysis of
these quasi-steady cloud flow statistics for the first
time. These were examined using two perspectives: (1)
Reynolds-averaged statistics and (2) conditionally aver-
aged statistics, both at the updraught and cloud bound-
aries. In both approaches, the cloud boundary was defined
by the loci of points at which the liquid water specific
humidity decreased to a very small threshold, and the
updraught boundary was defined by the loci of points
where the vertical velocity was zero within the cloud. The
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cloud downdraught region was defined by the volume
between these two boundaries.

The Reynolds-averaged and conditionally averaged
statistics provide two distinctive perspectives on entrain-
ment. The Reynolds-averaged viewpoint provides global
information about the cloud behaviour averaged over sev-
eral cycles. The conditionally-averaged statistics provide
local information about the net transport across the instan-
taneous interfaces.

The Reynolds-averaged statistics show that environ-
mental fluid near the cloud top at about 2km height
is entrained into the cloud, which is then mixed into
the downdraught region and is detrained from the cloud
at the neutral buoyancy level at about 1km height.
The updraught predominantly detrains with a maximum
around the neutral buoyancy level (1 km).

The conditionally averaged statistics show that the
cloud edge detrains over most of the height, presumably
because of the evaporation that takes place at the cloud
edge. For the updraught region, there is net entrainment
into the updraught below 1 km and net detrainment above
this level. The conditionally averaged statistics are gen-
erally consistent with the findings from the conditional
statistics of LES studies of these clouds (e.g., Siebesma
et al., 2003). We observed that the net entrainment is
strongly correlated with the rising puffs, consistent with
Heus et al. (2009).

The conditional-statistics framework described in this
article enabled independent calculation of the entrain-
ment and detrainment fluxes (see Huang et al., 2023b)
over the height at the cloud boundary. The results show
that entrainment and detrainment fluxes are large com-
pared with the net entrainment flux. At heights for which
detrainment tends to be relatively large or small, entrain-
ment tends to be relatively large or small—both entrain-
ment and detrainment peak at about the cloud half-height.
Consistent with the direct measurements of Romps (2010),
the subsequent entrainment and detrainment rates from
our direct measurement are compared with the rates
from the bulk assumption (de Rooy et al., 2013; Siebesma
etal., 2003), which shows that the bulk approximation gen-
erally underestimates the entrainment and detrainment
rates by nearly a factor of 2. Furthermore, we observed
that the cloud net entrainment is strongly correlated with
the cloud buoyancy, and this is confirmed by the segre-
gated entrainment and detrainment metrics. These find-
ings indicate that the cloud is likely to net entrain when
the cloud’s buoyancy is positive and is likely to net detrain
when the cloud’s buoyancy is negative.

Although the simulation performed here has a very
high resolution, the Reynolds number (Re = 30, 000) is
much lower than that in reality, which is usually about

Royal Meteorological Society

10°-10% (Pruppacher & Klett, 2010; Siebesma & Cui-
jpers, 1996), and one could wonder what the effect is of
the Reynolds numbers. This is a challenging question,
since there have been relatively few studies that inves-
tigate Reynolds number effects for resolved numerical
simulations of this complexity. For free boundary-layer
flows like jets, plumes, and fountains, Reynolds number
effects are typically negligible beyond a certain threshold
value of the source Reynolds number Re;—generally 1,000
for plumes and fountains (Burridge et al., 2015; Plourde
et al., 2008; Williamson et al., 2008). The source Reynolds
number of the flow here is Re; = 2,000, which is above
this threshold. However, these flows do not have inter-
nal phase changes, and therefore the cumulus case will
not only depend on source conditions. Siems and Brether-
ton (1992) studied Reynolds number effects on a stratocu-
mulus deck and concluded that the cloud-top mixing is not
dependent on the Reynolds number beyond 2,500. They
revealed that (1) a larger Reynolds number decreases the
eddy diffusion, and (2) a larger Reynolds number signif-
icantly increases the small-scale motion, which increases
the cloud-environment interface, which therefore com-
pensates for the reduction in the eddy diffusion. The latter
is a well-known feature of high Reynolds number free
boundary layers (Brizzolara et al., 2023; Sreenivasan, 1991;
Van Reeuwijk & Holzner, 2014). However, we note that
the stratocumulus case is distinct from a cumulus case,
in that there is no strong inversion layer present in the
current simulation. Further investigation, including for
example whether the Reynolds number affects the parti-
tion of entrainment-detrainment between updraught and
cloud, would be an interesting avenue for future work.
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