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OVERVIEW OF TOPICS

In this thesis we will study multi-layer particle systems, which are interacting
particle systems that live on a geometry consisting of multiple copies of the integers
Z. This choice of geometry provides a way of modeling active particles that use
internal energy to move in a preferred direction.

The goal of this chapter is to provide an introduction to the field of statistical
mechanics and interacting particle systems and to introduce the various topics
discussed in this thesis in a mostly intuitive way without going into too much
mathematical detail. Afterwards, we motivate the topic of this thesis further and
provide a sketch of the content of this thesis. Later, in Chapter 2, we focus on the
mathematical background needed for this thesis.

Readers who are familiar with the field of Interacting Particle Systems are
advised to skip to Sections 1.5 and 1.6 for the motivation of this thesis and an
overview of the following chapters.

1.1 STATISTICAL PHYSICS

Before introducing the field of interacting particle systems as a branch of mathemat-
ics, it is only appropriate to first take a step back and begin with an introduction
to statistical physics. At its core, statistical physics serves as a bridge between the
microscopic world of individual particles and the macroscopic world of systems
containing an immense number of particles. For instance, the evolution of a gas or
liquid on a macroscopic scale can be described using partial differential equations
(PDEs). However, when we zoom in to the microscopic scale, we encounter a
chaotic system of tiny particles, all colliding and interacting with one another.

The idea of statistical physics is to start at the microscopic scale and use it to infer
properties or behaviors at the macroscopic scale. This goes beyond just finding a
partial differential equation for the typical evolution of the system (usually referred
to as the hydrodynamic limit). One of the central questions is: what does the system
look like when observed over long periods of time? In many cases, the system
evolves toward a stable distribution known as equilibrium.

In equilibrium statistical physics, the goal is to understand the macroscopic
properties of systems that have reached such a steady state. Although the individ-
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ual particles continue to move and interact, the system as a whole exhibits no net
change in its macroscopic observables. For instance, a gas in a sealed container
will reach a point where quantities like temperature, pressure, and density become
uniform and constant over time. At this stage, the system is said to be in thermal
equilibrium.

But not all systems behave this way. In fact, many real-world systems operate
far from equilibrium (weather patterns, epidemics, living organisms). These are
referred to as non-equilibrium systems. In such cases, instead of settling into a static
equilibrium, the system might exhibit complex time-dependent behavior on the
macroscopic scale, such as steady fluxes of particles, self-organized patterns, or
oscillations. Understanding the emergence of equilibrium, or the mechanisms
driving systems away from it, is a major theme in statistical physics.

Building on this, it is important to recognize that statistical physics is not limited
to systems of atoms, but also extends to other fields, such as biology. For example,
when considering a flock of birds, on the macroscopic scale, we see various
patterns emerging, while on the microscopic scale, individual birds adjust their
flight patterns in response to those around them. Or in genealogy, the microscopic
scale can be viewed as the individuals in a population, while on the macroscopic
scale, we observe the evolution and survival of certain genetic traits. “particles”
should thus not be considered as necessarily an atom, but rather as an abstract
object that can take many forms, both large and small.

But where does the mathematics come into play? (After all, this is a thesis in
mathematics.) The actual approach in statistical physics is usually probabilistic in
nature. Since we are often considering models with a “large” number of particles
(where large can be anything from 100 birds in a flock to 10?® atoms in a gram)
and every particle can interact with every other particle, it is unfeasible to use
a realistic model to describe every particle on the microscopic level. Instead we
model them to behave randomly, i.e., at each point in time a particle moves with a
certain velocity® according to a probability distribution, which may depend on its
own position and the positions and velocities of other particles.

But is such a random model still realistic enough to say something about the
real model? And why would the random model be easier to study? For these
questions it is helpful to consider the example of tossing a coin. Although tossing
a coin is a complex physical process, in theory, we could predict the outcome if we
knew all the initial conditions. However, in practice, this is not feasible. It is way
more reasonable to use a random model, where with equal probability the coin
lands on heads or tails. While this random model may not be the best model for
the individual coin-flips (it will only be correct around 50% of time), it still enables
us to draw conclusions on a larger scale.

1 Velocity refers to both the speed and the direction of a particle.



1.2 INTERACTING PARTICLE SYSTEMS

For instance, we can show that in the random model, if the coin is tossed a
large number of times, the average number of heads (or tails) will converge to 1/2,
as we would expect from the real model as well. This result is called the Law of
Large Numbers (LLN). Another result, the Central Limit Theorem, (CLT) allows us
to quantify the probabilities of deviations of the average from 1/2. In statistical
physics there are similar types of results, which are referred to as scaling limits
(these will be discussed further in Section 1.4). The idea here is the same, that
while the random model is not a good estimator for the path of individual particles,
the average dynamics of a large number of particles still coincide with what we
would expect.

In probability theory, the area of study related to statistical physics is often
referred to as Interacting Particle Systems (IPS). In the next section, we introduce
this area and provide examples of some common IPS that will appear throughout
this thesis.

1.2 INTERACTING PARTICLE SYSTEMS

The field of IPS is a subfield of Markov Process Theory. We will give a detailed
description of Markov processes in Chapter 2. In short, Markov processes are
stochastic® processes that are memoryless; that is, the future depends only on the
present state and not on the past. While this may seem like a strong assumption, it
is actually well suited for particle systems. For instance, if you were to know the
position and velocity of every particle in your system at a given time, then you
would be able to infer something about its future behavior without looking at the
past. Furthermore, the theory of Markov processes is a rich field with numerous
results that can be directly applied to the field of IPS.

In this thesis we are mostly concerned with particles moving on a lattice, for
example on the integers Z. This may seem strange at first since when we think of
positions of atoms for example, we think of them moving in the continuum and
not on a grid. However, discretizing space has a lot of advantages in defining the
interactions between particles: Rather than having to define interaction up to a
certain distance in the continuum, we can impose nearest-neighbor interactions on
the lattice. Furthermore, we are able to return to the continuum on the macroscopic
scale by rescaling space, which will be explained in Section 1.4.

A configuration of particles on this lattice is usually denoted by #, which is a
function 1 : Z — IN where for every x € Z the value 77(x) € IN represents the
number of particles at position x. Since a configuration is only concerned with the
number of particles at every site, we automatically make the assumption that the
particles are indistinguishable.

2 stochastic = random
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o
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Figure 1: An example of a particle configuration on Z. In this example we
have 77(x) =3 and 5(y) = 1.

The evolution of the system works as follows: Each particle has a set of inter-
nal clocks, one for each possible site it can jump to (usually we consider only
nearest-neighbor jumps), that ring after a random time. When the first clock
rings, the particle jumps to the corresponding site. These random waiting times
are exponentially distributed3 with a parameter that may depend on the entire
configuration, the site the particle is jumping from, the site it is jumping to, or
other quantities. These parameters are called rates, and the general rule is that the
higher the rate, the faster the event occurs.

1.2.1  Examples of IPS

Below we give a short description of three types of interacting particle systems
that are often considered in this thesis.

INDEPENDENT RANDOM WALKERS (IRW)

The first “interacting” particle system we consider is one in which there is no
interaction between the particles at all. In the IRW model, particles jump with
jump rates that are independent of the rest of the configuration. This model often
serves as a good starting point in the analysis of particle systems, before adding

any interactions.
1
o o
o o

x Y

-

Figure 2: Rates of particles jumping from x and y in the IRW model. Since
there are three particles at site x, the total rate of any particle
jumping to a neighboring site is 3.

3 The choice of exponential waiting times ensures that the process is Markovian; namely, the exponential
distribution has the memoryless property, meaning that if the clock has not rung after an arbitrary time,
the remaining time until it rings is still exponentially distributed with the same parameter.
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For now, we consider the model in which a particle jumps to a nearest-neighbor
site at rate 1. This choice of rates makes the model both simple* and symmetric5.

SIMPLE EXCLUSION PROCESS (SEP)

The SEP is a process that follows the exclusion rule of having at most one particle
per site. The particles still perform simple symmetric random walk jumps, but any
attempt to move to an occupied site is rejected.

1 1 1

NN e 6

x y

Figure 3: Rates of particles jumping from x and y in the SEP model. One
jump from y gets rejected due to the presence of another particle.

The SEP was introduced by Spitzer in [107], whose work actually started the
field of IPS. The exclusion dynamic models repulsion between particles and can
be used, for instance, to simulate a high-temperature gas where particles interact
only through short-range collisions. Another application of the SEP is to simulate
traffic flow. In this context, jumps would be restricted to a single direction, leading
to what is referred to as the Totally Asymmetric Simple Exclusion Process (TASEP).

SIMPLE INCLUSION PROCESS (SIP)

Instead of repulsive dynamics, we could also consider attractive interaction be-
tween particles. The SIP does exactly that, where particles are inclined to jump
towards sites with more particles. In this process, next to simple symmetric ran-
dom walk jumps, every particle invites every other particle at nearest neighbor
sites to jump to their site with rate 1. Therefore, a single particle will jump to a
neighboring site containing n particles with rate 1 + n.

3(1+1) 3(1+2)

.3
0000
-
=
+
=

x y
Figure 4: Rates of particles jumping from x and y in the SIP model.

The SIP was introduced in [45] where it arose as a tool to study another process
called the Brownian Energy Process (BEP). Afterwards, it has become an object of
independent study, explored in more detail in works such as [14, 47, 46].

4 Simple refers to the fact that only nearest-neighbor jumps are possible.
5 Symmetric means that the jump rate between two sites is the same in both directions.
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SPIN SYSTEMS

Although not a central topic of this thesis, another well-studied class of IPS are
spin systems. Here, unlike particle systems modelling transport (such as IRW, SEP
and SIP) the particles are at a fixed position and can change their state according
to particles around them. Common examples of the spin systems are the Voter
model (a model to simulate opinion behavior in social networks), the Contact
process (a model to simulate the spread of an epidemic) and the Ising model (a
model to simulate magnetic behavior of a material). Especially for these last two,
considerable efforts have focused on phase transitions, see for example [55, 88].

1.2.2  Relevant literature

The books of Liggett [75, 76] played a key role in developing the mathematical
theory around IPS, where many types of IPS are discussed, including some we
have mentioned above.

1.3 ERGODIC THEORY

Ergodic theory originated from Ludwig Boltzmann'’s interpretation of probability
(for a detailed record on this, see [122]). Given a process {X; : t > 0}, Boltzmann’s
idea was to describe the probability of a state as the proportion of time the process
spends in this state, i.e., he defined a probability measure y as

u(A) ;== lim 1 T]l(Xt € A)dt, (1.3.1)
T—00 0
where 1 is the indicator function, equal to one if the event in the brackets is true,
and zero otherwise.

There were two problems Boltzmann encountered with this definition. The first
was existence: does this limit actually produce a probability distribution? In finite
systems this is always the case. However in infinite systems the process may escape
causing the probability mass to disappear.

The second problem was uniqueness: does the limit always converge to the
same value for different initial conditions Xy = x? A simple example illustrating
where this can go wrong occurs when X; is defined on two disjoint sets with no
path between them (see Figure 5). The average time spent in one of the two sets is
either 1 or o, depending solely on whether we start in that set or not.

To address this issue, the initial concept of ergodicity emerged, defining a system
as ergodic if it eventually visits all states of the space. Under this notion of
ergodicity, the probability measure defined in (1.3.1) is indeed independent of the
initial condition.
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Figure 5: A process defined on two disjoint sets. Once it starts in any of
the two sets, it remains within that set indefinitely.

Later, Birkhoff [9] and von Neumann [121] provided a more rigorous mathemat-
ical framework for ergodicity, leading to the formal definition of ergodic measures.
These are precisely the measures y for which the equality (1.3.1) holds for y-almost
all initial points x. Consequently, any point in the support of an ergodic measure
is accessible from any other point in that support, while points outside the support
cannot be reached from points within it. For instance, in the example shown in
Figure 5 there are two ergodic measures: one with support in the left set and the
other with support in the right set.

These ergodic measures provide insight into the long-term behavior of the
process. In this sense, they are closely related to invariant measures.

1.3.1 Invariant measures

Consider a stochastic process {X; : t > 0} on the state space Q). Suppose the initial
position Xy is drawn from some probability distribution y on (), then one may ask
how the distribution of X;, denoted by ¢, evolves over time. For Markov processes
this result is known, and ji; solves the Kolmogorov forward equation

Otpty = peL. (13.2)

Here L is the generator® of the Markov process, which is a linear operator acting on
functions f on Q. For jump processes, this generator is given by

Lf(x) =Y clx,y)(f(y) — f(x)) (1.3.3)

yeQ

The precise definition of a generator of a Markov process will be given in Chapter 2. For now, intuitively,
a generator describes how probabilities evolve over an infinitesimally small time step.

9
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where ¢(x,y) is the rate of the process jumping from state x to state y. To properly
interpret L in (1.3.2), we define it as the measure on () such that for all f in the
domain” of L we have that

/detL = /Lfdﬂt- (1.3.4)

An invariant measure, also known as a stationary distribution, of the process is a
measure y that does not change over time, i.e., if we start the process from y then
oipr = 0 for all t > 0. This means that an invariant measure is a fixed point of the
Kolmogorov forward equation, satisfying L = 0 (meaning that [ Lfdyu = 0 for
all f in the domain of L). If the measure y; converges to a probability measure
as time progresses, then it has to converge to such a fixed point, meaning that
knowing the invariant measures gives a certain understanding on the long-term
behavior of a process.

Since the generator L is a linear operator, any convex combination of invariant
measures is again invariant, making the set of all invariant measures convex. The
ergodic measures are the extremal points of this set. Therefore, knowing all the
ergodic measures allows us to reconstruct the set of invariant measures.

Another special class of invariant measures is the class of reversible measures. A
reversible measure y has to satisfy for all f and g in the domain of L

t/glfdﬂ:=”/ngdﬂ, (1.3:5)

meaning that L is self-dual in the space L?(u). If we were considering a jump
process, this is satisfied if the following holds:

u(x)e(x,y) = u(y)e(y, x) (1.3.6)

This equality is called the detailed balance condition, and it implies that the process
is time-reversible, meaning that any trajectory is equally likely to occur forward or
backward in time. A system exhibiting this property is often described as being in
equilibrium, which is why reversible measures are sometimes also referred to as
equilibrium measures.

1.3.2 Ergodic measures for IPS

When talking about probabilities on the space of configurations on Z, denoted (2,
the events to consider are so-called cylinder sets C C () of the form

C={neQ:n(x1) € A1, n(x2) € Ap, ..., n(xx) € A}, (1.3.7)

In some cases we can not make sense of Lf for all functions f. For instance if L = d, and f is not
differentiable then Lf does not exist. The domain of L is precisely those functions f for which Lf is
well-defined.
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for any xq,..., xx € Z and Ay, ..., Ay C IN. A probability measure on () is uniquely
defined by their values on these cylinder sets.
An important class of these measures is given by product measures

U= ® Ux, (1.3.8)

xeZ

where every yy is a measure on IN, which we call the marginals. With a product
measure, the value of every 7 (x) is distributed according to ., independent of all
the other sites. More precisely, if C is defined as in (1.3.7), we have that

k

u(C) =] [mx,({n(xi) € Ai}). (1.3.9)

i=1

For the IRW, SEP and SIP introduced in Section 1.2.1, we find product measures
that are ergodic and even reversible for these systems (in Chapter 3 we also give
a proof of this). For the IRW the marginals are given by Poisson distributions
with equal parameter, for the SEP by Bernoulli distributions, and for the SIP
by geometric distributions. The natural question then arises: are these the only
ergodic measures?

Two mathematical tools are very useful in the exploration of this question. The
first is duality, a technique in Markov process theory that allows one to analyze
a process through another (often simpler) process. Useful duality relations are
however scarce, but for the IRW, SEP and SIP a duality relation exists between the
process with infinitely many particles and the same process with a finite number
of particles. In particular these processes are dual to the process with one particle,
which in all three cases corresponds to a single symmetric random walker.

The second tool is coupling. Given two stochastic processes, we can define a
coupling, which is a joint process in which each component behaves like the
original processes when viewed individually, but together they may exhibit depen-
dencies. A coupling is considered successful if the two processes eventually meet
and remain together indefinitely. When such a coupling exists, the distributions of
the processes converge to each other over time.

In Chapter 2 we give more details on the definitions of these two tools.

1.3.3 Relevant literature

The book of Liggett [76] gives an introduction to ergodic theory for the SEP. Later
the paper by Kuoch and Redig [66] gives an understanding of the ergodic measures
of SIP. [14] gives an overview of well-known duality relations in stochastic models
of transport. For an introduction into couplings, we refer to the book of Thorisson
[115], the lecture notes of Lindvall [77] and the lecture notes of Den Hollander

[27].

11
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1.4 SCALING LIMITS

As discussed in Section 1.1, one of the main motivations of studying statistical
physics is to derive macroscopic properties from microscopic dynamics. The
process of transitioning from microscopic to macroscopic behavior is referred to
as scaling limits, and is achieved via an appropriate rescaling of space and time.
Intuitively, scaling limits describe how the system behaves when we "zoom out"
from individual particle configurations and observe particle densities instead. But
how can we approach this "zooming out" mathematically? In this section we
start by describing the mathematical idea behind rescaling space. Afterwards, we
will discuss the three types of scaling limits that are present in this thesis: the
hydrodynamic limit, fluctuations and large deviations.

1.4.1 Rescaling space ("From micro to macro")

The rescaling of space is done using a mathematical object called the empirical mea-
sure. For a given N € IN, the empirical measure corresponding to a configuration
of particles # is then given by

, (1.4.1)

where §ﬁ is the Dirac measureS.

In words, the empirical measure places for every particle present at the microp-
oint x € Z a point mass at the corresponding macropoint 5. As a result, we obtain,
from the micro-configuration 7, a measure on the rescaled lattice %Z C R. For
sufficiently large N, this lattice approximates the continuum RR. We now associate
each point in the continuum with a point on the lattice Z through the following
relation

macropoint: x € R +— micropoint: [Nx| € Z. (1.4.2)

We will refer to x € R as a macroscopic point, and to [Nx| € Z as the correspond-
ing microscopic point.

The prefactor % in the definition of 7t assigns to each particle a "weight" of %
This weight ensures that the contribution of individual particles vanishes in the
limit N — oo, and only the averages over large blocks surrounding microscopic
points are relevant. In this sense, the empirical density should remind the reader
of the Law of Large Numbers.

8 The Dirac measure Jy is a measure with a point mass at x, such that for every function ¢ we have that

(0x,9) = ¢(x).
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For appropriate configurations 7, as we let N tend to infinity, the empirical
measure converges weakly to a measure on R that is absolutely continuous (with
respect to the Lebesgue measure), i.e.,

N

' (n) — o(x)dx as N — oo, (1.4-3)

for some function ¢ : R — RR>(. This ¢ can now be viewed as the density of
particles on the macroscopic scale, corresponding to the configuration 7.

Often, instead of the empirical measures of one configuration, we consider a
sequence of random configurations {7} yen. For any smooth density o, it is
possible to find such a sequence of configurations for which 77V converges to
o(x) dx weakly in probability, as will become clear from the following example.

ExaMmrLE 1.1. Pick a smooth density ¢ : R — IR>¢. For every N € N, we draw
a random configuration 7V from the product measure (see (1.3.8)) where the
marginals are given by Poisson distributions with slowly varying parameter (%),
ie, 7N(x) ~ Pois(0(%)). In this way, for every macroscopic point x € R, the
expected number of particles at the corresponding microscopic point E[#([Nx])]
is approximately equal to o(x). It follows that the averages of large blocks around
the microscopic point [Nx] converge to ¢(x) by the LLN, hence 7 — ¢(x) dx.

In the example above, it is worth noting that any distribution satisfying E[1(x)] =
0(37) could have been chosen instead of the Poisson distribution. However, the
choice of the Poisson distribution is deliberate. As discussed in Section 1.3, the
product Poisson distributions with a constant parameter serve as the equilibrium
measures for the IRW. Thus, we refer to the distribution in the example as a local
equilibrium measure for this process, as it resembles the equilibrium measure locally
(around microscopic points) for large N, but the parameter varies when viewed on
a macroscopic scale.

1.4.2 Hydrodynamic limit

The first scaling limit typically considered in the theory of particle systems of
transport is the hydrodynamic limit. The idea of the hydrodynamic limit is
to provide a description of the average dynamics of the particle density at the
macroscopic level. This description is generally expressed as a partial differential
equation, which depicts the time-evolution of the particle density. We then refer to
this PDE as the hydrodynamic equation of the system.

In order to explain this in more detail, we turn to an example. Consider the
IRW on Z. For every N € IN, we start our process from a random configuration
#N and we denote by 7N the configuration of particles at time t. We can now
consider the process of empirical measures corresponding to every configuration
17?] . However before we do this, we will first need to rescale time. Namely, since

13
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we are rescaling space by a factor %, the particles need to travel on average a
distance of order O(N) in order to affect the density on the macroscopic scale.
Therefore, the number of jumps needs to increase by a factor depending on N.

Since we are considering symmetric random walkers on Z, by the Central
Limit Theorem, the particles travel a distance of order O(+/t) in a finite time ¢.
Consequently, after rescaling space, time must be rescaled by a factor of N2. This
is referred to as the diffusive time-scale (the reason for which will be discussed
later), and the trajectory of a single particle converges in distribution to that of a
Brownian motion as N goes to infinity.

REMARK 1.2. If instead of symmetric random walkers, we were considering particles
with a drift in a certain direction, the jumps generated by this drift produce a travel
distance of order O(t). In this case, time only needs to be rescaled by a factor of
N. If we consider random walkers with both symmetric jumps and jumps with a
drift, we can rescale time for both types of jumps using different factors. These
types of mixed scalings will appear in Chapter 4, where we examine the scaling
limits of run-and-tumble particles (see Section 1.5).

We now consider the empirical measure at (rescaled) time ¢ > 0,

N .
Tt} ’7Nzt Z ’7N2t

er

. 1.4.

Oz (1.4.4)

Similarly as in the previous section, for every t > 0 we expect this measure to

converge towards an absolutely continuous measure ¥ — ¢;(x) dx weakly in

probability. The hydrodynamic limit is then the time-evolution of this density o;.
In the case of IRW, it turns out that this density satisfies the heat equation

0r0r = Aos. (1.4.5)

The physical intuition behind this equation is the following: when particles (e.g.
molecules) in the air collide against each other they create heat, and so more
particles in a certain area translates to more heat. Due to the many collisions,
the particles keep changing direction, making the trajectory of a single particle
resemble a (rescaled) symmetric random walk. Over time, these particles spread
out and areas with a high density of particles distribute their mass to areas with a
low density of particles, creating what we call a diffusion.

As t becomes larger, the density ¢; approaches a constant density, i.e., the
particles are spread out evenly over R. This limit of the density as t — co under
the heat equation dynamics is referred to as a steady state of the process, denoted ¢°,
since it is a state for which Ag® = 0. The fact that the steady states of this process
are the constant densities is coherent with the fact that the ergodic measures of
the system also have a constant parameter. In other words, the steady states of the
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hydrodynamic equation are equal to the densities corresponding to the ergodic
measures of the process.

One could think that by adding interactions between the particles the hydro-
dynamic limit would change, however this is not always the case. In fact, the
hydrodynamic equations of both the SEP and SIP are also equal to the heat equa-
tion (see e.g. [61, Chapter 4] for SEP and [89] for SIP). For this reason, one could
argue that the hydrodynamic limit may not provide a sufficiently detailed descrip-
tion of the macroscopic behavior of the process, as different processes can lead to
the same hydrodynamic limit.

SKETCH OF PROOF

In actual statements regarding hydrodynamic limits, we generally prove a stronger
result than the convergence of every ml¥. Specifically, for fixed (but arbitrary)
T > 0, we prove that the entire trajectory n[]gﬂ = {nN : t € [0,T]} converges
to the deterministic trajectory of measures a := {¢g;(x)dx : t € [0, T]}, where ¢;
solves (1.4.5). Therefore we first set up the framework for the type of convergence

we are after.

Denoting by M the space of Radon measures® on R, we introduce the Skorokhod
space, denoted by D([0, T]; M), of cadlag™® trajectories in M. We denote by PN the

probability distribution of n[l(\)]ﬂ, ie,
PN(A) =P(rtfy 1y € A), A CD([0,T;M). (1.4.6)

We then want to show that PN — &, weakly as N — co. This is done in two steps.

Step 1: Tightness. Tightness of a sequence of probability measures {PN} e is
a necessary condition for convergence. Intuitively it means that the support of
the sequence is mostly contained in a compact set, ensuring that the mass of the
probability distributions does not escape to infinity. If the sequence {PN} ncp is
tight, then Prokhorov’s Theorem tells us that every subsequence has a convergent
(sub)subsequence. If one can further show that all convergent subsequences have
the same limit, then the entire sequence converges to that limit — this will consti-
tute Step 2.

Radon measures on R are elements of the dual space of continuous functions with compact support
(C¢/(R))*. In particular, countable sums of Dirac measures (like 77V) and absolutely continuous
measures (like ¢(x) dx) are Radon measures.

10 continue a droite, limite a gauche (right-continuous, left limits)
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Step 2: Uniqueness of limits. In order to show that all convergent subsequences
{PNe} 1o converge to &y, it is important to note that a is the unique trajectory of
measures in D([0, T]; M) such that for all test functions ¢ € C*(RR)

T
(ar, @) — (2o, ) _/0 (as, Ap)ds =0, (1.4.7)

where (ay, ¢) denotes the integral of ¢ with respect to the measure «;. Therefore,
we want to show that the trajectory nfg T] solves this equation in the limit. For that
we define the Dynkin martingale:

et 9) — ) [ NG ds = MM ), 48)

where LV is the generator of the IPS. This process is a martingale with respect to
time t € [0, T] (see Section 2.3.1 for an introduction to martingales), and looks
similar to the left hand side of (1.4.7). We then have to show that

LN(nl, ¢) = (), Ap) +0(1), (1.4.9)

which follows from direct computations, and that the martingale M’ N% vanishes as
N — oo. This last step can be done by showing that the predictable quadratic variation
of the process vanishes. For the Dynkin martingale, the predictable quadratic
variation has an explicit form given by

(MNA( 710 T] / Ve (r (1.4.10)

where TN#(7tN) is the so-called Carré du champ operator, defined by

N () = LN(l, ) = 2(nl, )LV (7Y, ¢). (1.4.11)

Through some more direct computations, we can show that this operator indeed
vanishes as N — oo, and so the martingale MITV’(p(nfg T]) vanishes. The rest is an
application of the Portmanteau Theorem™

REMARK 1.3. In Chapter 2 we provide an elegant proof of a weaker hydrodynamic
result for the IRW, SEP, and SIP — namely the convergence of the expectation
E[(7l, ¢)]. Here we will use duality to prove that the hydrodynamic equation
actually follows from the convergence of the single-particle dynamics, further
clarifying why the hydrodynamic equations for these three models are equal.

The Portmanteau Theorem gives equivalent definitions of weak convergence of measures. Since we have
a weakly convergent subsequence { PNk };cp, we are able to use this theorem. We state the theorem in
Section 2.1.1.
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Note that the hydrodynamic equation is derived from equation (1.4.9). For
some processes, we do not immediately find a closed equation for 7, i.e., after
computations, there are terms remaining that depend on #)¥. The approach is to
then replace these terms with averages over large blocks, using what is known
as a replacement lemma. The proof of such a replacement lemma usually consists
of so-called one block and two blocks estimates. We will see an example of this in
Chapter 5 when we are dealing with a weakly asymmetric version of a multi-species

exclusion process.

RELEVANT LITERATURE

For an overview on hydrodynamic limits, we refer to the book of De Masi and
Pressuti [21] and the book of Kipnis and Landim [61]. The latter also gives a good
overview of other scaling limits.

One of the first hydrodynamic results was obtained in the following paper by
Morrey [84]. Later, the two most common methods for proving a hydrodynamic
result were given by Guo, Papanicolou and Varadhan (entropy method) in [51]
and by Yau (relative entropy method) in [124]. Furthermore, Seppéldinen gives a
clear proof for the hydrodynamic limit of the SEP in [104].

Additionally, there exist hydrodynamic results for extensions of models we have
already seen, for instance particle systems with boundary conditions [5, 41], on
random environments [39, 85], and on manifolds [116].

1.4.3 Fluctuations

In the previous section we have seen that the hydrodynamic limit can be considered
as an infinite-dimensional extension of the LLN in the framework of interacting
particle systems. The following natural question then arises: can we find a similar
extension for the CLT? It turns out that this extension does exist and is referred to
as the fluctuations of the system.

Recall that in order to go from the LLN to the CLT, we subtract the limit of the
LLN and introduce a scaling of ﬁ Therefore, the fluctuations arise from the limit

of the following process

1
YN = N Y. <77§]]2t(x) - Qt> "5%1 (1.4.12)

xeZ

where ¢; solves the hydrodynamic equation of the process, with starting value g

equal to the density corresponding to the sequence of starting configurations 1.

Often we pick ¢; = ¢° equal to the steady state of the process, i.e., we assume the
starting sequence 77N to be sampled from the ergodic measures of the process. This
is to avoid working with time-dependent Markov processes, which can sometimes
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complicate the analysis. In this case we refer to the limit of Y}V as the stationary
fluctuations (or equilibrium fluctuations if the ergodic measures are also equilibrium
measures).

Since we expect the limiting process to be very rough, we consider this process
in the space of distributions™®. Furthermore, in accordance with the CLT, we expect
the process YN to converge to a Gaussian distribution. In the models outlined in
Section 1.2, the equilibrium fluctuations are represented by a distribution-valued
Ornstein-Uhlenbeck process (as we will see in (1.4.14)).

Ornstein-Uhlenbeck process. As a process on R, the Ornstein-Uhlenbeck process
is the solution to the stochastic differential equation (SDE) given by

dx; = —ax; dt + o dB;. (1.4.13)

Here a > 0 and o > 0 are constants and B; a standard Brownian motion. The
intuition behind this process is as follows: while Brownian motion generates
noise, the drift term, —ax; dt, pushes the process back toward the origin, with
the strength of this drift increasing as the process moves further from the origin.
A physical analogy for the Ornstein-Uhlenbeck process is a child playing with
a spring: as the child repeatedly disturbs the spring, creating noise, the spring
continuously tries to return to its equilibrium position.

Due to its dynamics, one would expect the Ornstein-Uhlenbeck process to re-
main close to the origin. This is confirmed by the fact that it has a unique invariant
probability measure, given by the normal distribution A (0, g—z), which indicates
that, at any given time, the process is likely to be found within a compact region
around the origin. In this sense it distinguishes itself from a Brownian motion,
which has no invariant probability measure and escapes towards infinity as time
progresses.

For the IRW, SEP, and SIP, the trajectory of the process YtN in (1.4.12) , with
0t = o constant, converges (in distribution) to the solution of a stochastic partial
differential equation (SPDE) of the following form:

dY; = AY;dt + v ZX(Q)V d#;, (1414)

where d%; is a so-called space-time white noise (a distribution-valued Gaussian
process), and x (o) is a constant that is dependent on the model. The “gradient” of
the white noise V d%#; is the process that satisfies (V d%#4, ¢) = —(d#;, V¢) for all

¢ € CZ(R).
distributions, or sometimes called generalized functions, are elements of the dual space of smooth

functions with compact support (CZ°(R))*. They are more general than Radon measures and allow for
rougher "densities".
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This form should indeed remind the reader of the SDE of an Ornstein-Uhlenbeck
process as written in (1.4.13). Moreover, despite working with a distribution-valued
Ornstein-Uhlenbeck process instead of an IR-valued one, the intuition remains the
same: the noise term drives the process away from the steady state, while the
drift term, corresponding to the hydrodynamic equation, pushes it back towards
equilibrium.

SKETCH OF PROOF

The proof of the equilibrium fluctuations follows the same approach as that of the
hydrodynamic limit: we first establish the tightness of the sequence of probability

distributions QN for Y[I(\)’ 7 = {YN : t € [0,T]}, and then we prove that any

subsequence of QN has the same limit Q, which corresponds to the solution
Yjo,r) := {Yt : t € [0, T]} of (1.4.14). However, there are two key differences.

The first difference is that the limiting object is not the Dirac measure of a
deterministic trajectory, but instead the probability distribution of a distribution-

valued stochastic process. As a consequence, the martingale MIT\["P(Y[OZ\{ T] ), defined
as in (1.4.8), does not vanish as N — oo, but converges to a new process. This
limiting process appears in the martingale problem corresponding to Q, which states
that Q is the unique probability distribution such that the following two processes

are martingales:

¢ t
M{ (Yo) 1= (Yi ) = (Yo, ) — [ (Yo, ) s,
Nf (Yo ry) := MY (Yo, r)? = 26x() (Y, Vo) 12(dv)- (1.4.15)

In the proof we then consider the following two processes, both of which are
known to be martingales:

t
MO = (Y0 — (00— [ LN, ) s,

NP (Yo m) = MY (Y ) = (MM (Y ) (14:16)

with the predictable quadratic variation (MM "P(Y[O]\{ T})>f defined as in (1.4.10). The
goal is to then prove that these martingales converge to the martingales in (1.4.15).

The second key difference is that instead of working with trajectories in M, we
work with trajectories in the space of distributions (C°(R))*. The main issue here
is that this space is not metrizable, which is needed in order to use Portmanteau’s
theorem. However, there is a fix around this problem, as introduced in [117], using
the continuity of the process t — Y;.
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RELEVANT LITERATURE

The first results in fluctuation theory were obtained in the papers by Martin-Lof
[81] and Rost [99]. The book by Kipnis and Landim [61, Chapter 11] gives a proof
of the fluctuations of the SEP on the torus. The first non-stationary fluctuations
were obtained in [22], and more recent results of this are given in [40, 60].

1.4.4 Large deviations

Besides the LLN and CLT, one is often interested in the large deviations around the
mean value. This concept can once again be extended to the world of IPS, where
we consider the large deviations around the hydrodynamic limit. For readers
less familiar with large deviation theory, a brief introduction to the topic is first
provided in the framework of random variables.

LARGE DEVIATIONS FOR RANDOM VARIABLES

Consider a sequence of i.i.d. random variables Xj, Xp, ... with mean y and variance
02, then the LLN tells us that the averages converge to the mean, i.e.,

1 N
N E Xi — p. (1.4.17)
i=1

The CLT then quantifies the normal deviations (of order ﬁ) around this mean, and
shows that they converge to a normal distribution, i.e.,

N
\/1N Y (X — ) = N(0,02). (1.4.18)
i=1

The theory of large deviations, much like the CLT, also concerns itself with devia-
tions around the mean, however it focuses on deviations of order 1 (hence they
are referred to as "large"). More specifically, it quantifies the rate at which the
probability that the average is close to any value other than y converges to zero. It
is often the case that this rate is exponential and can be written as

P ~ e NI, (1.4.19)

VL
—) Xi=a
NF

Here the ~-notation can be made more rigorous, however for this introduction it is
enough to interpret this as an asymptotic result for the probability that the average
is close to « for large N. If the above holds, the sequence of random variables is
said to satisfy a large deviation principle (LDP) at rate N, with so-called rate function
7.
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EXAMPLE 1.4. As an introductory example, consider independent coin-flips, where
every X; is 1 if the i’th coin lands on heads and 0 otherwise. The rate function is
then given by Z(a) = wlog2a + (1 — a)log2(1 — «) (see e.g. Dembo and Zeitouni
[25]). Note here that Z(a) = 0 if and only if &« = %, and positive for any other
value « € [0,1]. This is coherent with the fact that % is the mean itself, and so the
probability should be approximately 1 when o = %, and 0 otherwise.

A fundamental theorem in the topic of large deviations for random variables is
Cramér’s Theorem. It tells us that an LDP holds for an i.i.d. sequence of random
variables if the moment-generating function A(t) = E [¢/X] is finite in an open
interval around t = 0. The rate function is then given by the so-called Legendre
transform of A, i.e.,

Z(a) = sup {at —log A(t)}. (1.4.20)
teR
The proof of Cramér’s Theorem relies on tilting the distribution IP of X through
the Cramér transform
%(x) = A(lt*)et X (1.4.21)
where t* is the value of t that maximizes the expression af —log A(f) in the
definition of Z (). It can then be shown that this new distribution PP has expectation

«, making the large deviation event {% YN X~ a} typical under the tilted

measure IP. The rate function Z(«) now represents the cost for tilting the measure.

LARGE DEVIATIONS FOR IPS

As we saw in the previous section, large deviations of random variables focus on
deviations around the LLN of order 1. The analogue in the context of IPS would

then be the deviations of the empirical density around the hydrodynamic limit.

For this we again consider the whole trajectory of empirical measures nfg " We

are then interested in the rate function Z such that the following holds
P {nfgﬂ R 54} ~ e NI@), (1.4.22)

where & is now an element of the Skorokhod space D([0, T]; M).

REMARK 1.5. Even though we are considering & € D([0, T]; M), it is typically the
case that Z (&) is only finite if & is a trajectory of absolutely continuous measures,
ie, & := {0:(x)dx : t € [0,T]}. Therefore, at least for this introduction, we will
assume & to be of this type.

In general, the rate function Z can be split into two parts: the static part and the
dynamic part,
Z(&) = h(&o) + L (). (1.4.23)
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The static part (&) deals with the large deviations of the starting measure. For
example, suppose we start from a product Poisson measure with slowly varying
parameter ¢(+;) (see Example 1.1). While the typical event is that the empirical
measure at time ¢ = 0 converges to the measure ¢(x) dx, a large deviation event
would be that it converges to some other measure 0(x) dx. The rate function is
then given by

ha0) = [ a)tog 253 dx — [ (@) — o) (1420

The dynamic part Zy (&) in (1.4.23) gives the dynamic cost of the deviating
trajectory. In the case of the IRW, this part of the rate function has the following
variational formula:

1

T (2) = sup {m, )= [ @ (VG H)2) dt} . (1.4.25)
G 2 Jo

Here, the supremum is taken over smooth functions G, and ¢(&,G) is a linear
operator given by

(&, G) = (&r,G(-, T)) — (&0, G(,0)) — /OT<&t, (0 +A)G(-t))dt. (1.4.26)

The integral in (1.4.25) is non-negative and quadratic, and hence can be viewed as
the square of a norm:

T
161 Bysy i= [ (@ (VG0 dt, (1427)

where (&) is the Hilbert space consisting of L?-functions where this norm is
finite.

REMARK 1.6. Analogous to Example 1.4, we would expect that if a solves the heat
equation (i.e., the hydrodynamic equation of the IRW) then Z;(«) = 0. Indeed,
if a solves the heat equation then ¢(x,G) = 0 for every G. Consequently, the
supremum in (1.4.25) is achieved for functions G that minimize the norm [|G||zy)-
This is certainly the case for G = 0, and it follows that Z;,(«) = 0. Moreover, it
can be shown that this is the only root of Z;,, confirming that the heat equation
trajectory is the only zero cost trajectory for the dynamics.

SKETCH OF PROOF

A core idea of the proof is based on Cramer’s theorem, where we introduced
a tilted measure in which the large deviation event becomes typical. A major
difference in this context of IPS, is that we also need to identify the possible
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deviating trajectories. For example, due to conservation of mass, we can not
allow trajectories where the total mass of particles changes over time. For these
trajectories the rate function will be equal to Z(&) = oo. Therefore, for trajectories
where Z(&) < oo, we need to identify a tilted process with probability distribution
PN such that

PN({nfbj’T] ~a}) ~ 1 (1.4.28)

Once this is found, the rate function can be determined, at least heuristically, as
follows:

. 1 .
Z(&) = — lim Nlog]EPN []l({nfgﬂ R~ rx})}

N—oo
1 ., dPN
~ —1\1]1&1)0 Nlog]EﬁN {]l({rcfg,ﬂ R~ oc})dﬁN]
, dpN
~ leflgloo N]EﬁN log dPN] , (1.4.29)

where SIE—Z denotes the Radon-Nikodym derivative of the two probability distributions.
Although the final step initially appears to provide only a lower bound, it turns
out that the two expressions do coincide if we chose the correct tilted process.

The last line of (1.4.29) is called the relative entropy™ of PN with respect to PN,
The static part of the large deviation rate function, as given in (1.4.24), follows
directly from computing the relative entropy of two product Poisson measures
with respective densities o(x) and 0(x). For the dynamic part of the rate function,
we must first introduce the weakly asymmetric version of the model.

Weakly asymmetric model. Recall that the IRW consists of particles that jump to the
right or left with an equal rate of 1. In the weakly asymmetric model, we introduce
a time-dependent potential, which is a smooth function H : R x [0, T| — R, and
we perturb the rates at every time t € [0, T] such that the rate to jump from x to a
neighboring site x & 1 is now equal to exp(H(%, t) — H(%,1)).

Note that, since H is continuous, as N — co the rates converge to 1 again (hence
"weakly" asymmetric). Nonetheless, the hydrodynamic limit of this model is no
longer the heat equation, but is instead given by

at@ = A@ +V (é\t . VH(, t)) . (1.4.30)

It turns out that the weakly asymmetric model provides exactly the right per-
turbations needed for large deviations. Namely, using an argument based on the

Relative entropy, or also called the Kullback-Leibler divergence, is a measure for the difference between
two probability distributions. It appears in fields such as information theory, statistics, and also in the
study of large deviations (for example in Sanov’s Theorem [26, Theorem II.2]).
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Riesz Representation Theorem, we can show that for trajectories & where Z;, (&) < oo,
there exists a potential H € #H (&) such that the density of & solves equation (1.4.30).
Additionally, it can be shown that the supremum in (1.4.25) is actually achieved
for this H, leading to the expression:

Ly (&) = %||H||3{(a) (1.4.31)

Using the Girsanov formula (or the main result of the following paper [90]), we
are able to derive a formula for the Radon-Nikodym derivative of the probability
distribution of nfg T] under the weakly asymmetric dynamics, denoted PN, with

respect to that under the normal dynamics PV:

dﬁN’H N N
log o = N, H(-, T) = N(m, H(,0))

— /T e_N<7T£\]fH('rt)> (LN — at)eN<7T;{\]’H('/t)> dt (1432)
0
The goal is then to establish that

e NI HCED) NN HCD) = N(zN AH(-, 1)) + %N@N, (VH(-, )% +0(1),

(1.4.33)

PN
dP* resembles the

so that, by substituting this into (1.4.32), the logarithm of 5%

variational formula of Z;, given in (1.4.25).

RELEVANT LITERATURE

An introduction to the field of large deviations can be found in the book by
Den Hollander [26]. Furthermore, the book by Feng and Kurtz [35] gives more
advanced techniques of proving a large deviation principle.

The first instance of a large deviation principle being proven for an IPS is in
the paper by Kipnis, Olla and Varadhan [62], where they prove a large deviation
principle for the SEP. This result has also been included in the book by Kipnis and
Landim [61, Chapter 10].

More recent results on large deviations are for example given for the SEP with
different boundary conditions [42, 43, 69]

1.5 MULTI-LAYER PARTICLE SYSTEMS

The main topic of this thesis is multi-layer particle systems. Instead of looking
at particles on one lattice, in a multi-layer particle process we consider multiple
copies of the same lattice, which can be viewed as the “layers” of the system.
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Particles can exhibit different behavior depending on which layer they occupy,
hence we refer to the layer at which a particle resides as the internal state of the
particle.

For instance, if we consider particles moving on Z, then in a multi-layer setting
the particles live on V := Z x S where § is referred to as the internal state space. A
particle at site (x,0) € V then has position x € Z and internal state o € S. Particle
configurations on this space are now given by functions # : V' — IN.

-

‘o e " @
e ' 0 o . O
4 L e Zx {1}
1 (x,l) i
1 1
. 1)
.‘ (y,-1) | o Zx{e1)

o0
.
00
g.\
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Figure 6: An example of a multi-layer particle process on Z x {—1,1}. Here
7(x,1) =3 and n(y, —1) = 2. Note that apart from nearest-neighbor
jumps on Z, jumps to the other layer are possible.

1.5.1 Active particles (equilibrium vs. non-equilibrium)

The primary motivation for studying multi-layer particle systems lies in the in-
vestigation of active particles, which has been a topic of significant interest in both
physics and mathematics (see e.g. [32, 64, 72, 80, 87, 105]). Unlike passive particles,
which move only due to external forces (think of dust in the air or ink in water),
active particles exhibit self-propulsion, i.e., they generate their own motion through
energy consumption (think of birds in a flock or people walking in the streets).
This consumption of energy drives the system out of equilibrium, as a continuous
source of energy is needed in order to maintain the dynamics. Therefore active
particles play a role in the study of non-equilibrium systems.

For a system in equilibrium, there is a well-established understanding of its
behavior, largely due to the existence of the Boltzmann-Gibbs distribution

P(X=x)= ZlﬁeﬁE(x). (1.5.1)
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Here f is the inverse temperature, E(x) is the energy of a state x and Zg is the
partition function (which is needed to normalize the distribution). A process
corresponding to this distribution is always drawn to states where the energy is
minimized.

For systems out of equilibrium, no such general theory exists (yet), and models
are analyzed on a case-by-case basis. In addition to introducing activity of particles,
alternative methods to produce non-equilibrium behavior include applying an
external field that drives the particles in a certain direction, and using “reservoirs”
(boundaries that inject and remove particles) with differing densities, thereby
creating a current from high to low density.

The reason why people are interested in non-equilibrium systems is that many
real-world systems (chemical reactions, living cells, crowd dynamics) operate out-
side of equilibrium. Furthermore, certain behaviors can emerge in non-equilibrium
systems that do not occur in equilibrium (uphill diffusion, flocking, persistent cur-
rents). Lately, progress is being made in understanding non-equilibrium systems
(see e.g. [11, 113, 114]).

1.5.2 Run-and-tumble particles

A toy model for active particles is the run-and-tumble particles. These particles
jump in a preferred direction according to exponential clocks, but every particle
also has an additional exponential clock that, when it rings, causes them to change
direction. This results in the motion shown in Figure 7. This type of motion can be
found mostly in biological models (for example in E. coli bacteria [91] or motor

proteins [54]).
m - Z
Figure 7: The trajectory of a single run-and-tumble particle on Z. After

making several jumps to the right it switches direction and begins
jumping to the left.

REMARK 1.7. Often simple symmetric random walk jumps are added to the model
to represent particle collisions.

This model is not yet a Markov process: knowing the position of a particle alone
is not enough to determine its jump rate in a given direction. To do so, we must
also account for its current preferred direction. Therefore we model these particles
on a multi-layer setting, where every layer (or internal state) corresponds to a
possible preferred direction.



1.5 MULTI-LAYER PARTICLE SYSTEMS
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Figure 8: The trajectory of Figure 7 on the multi-layer space Z x {—1,1}.

When considering particle configurations of run-and-tumble particles, the em-
pirical measure is given by

1
==Y o) Ox (1.5.2)
(x,0)eV N

which is a measure on the space R x S. When letting N — oo, this may converge
to a measure with a density ¢o(x, o). The hydrodynamic limit in the multi-layer
setting is then about finding a system of PDE’s (one for every o € S) that describes
the evolution of this density.

However, the original run-and-tumble particle model of interest did not include
any layers but was instead a model of particles on Z (see Figure 7). In order to
return to this scenario, we sum over the layers

n(x) =Y n(x0), (1.5.3)

oeSs

which provides the total number of particles at position x € Z. The real ambition
is to find results for this process, which we hope to extract from the multi-layer
process. For example, in the hydrodynamic limit we can try to find a PDE to
describe the behavior of the total density o(x) := Y ,eg 0¢(x,0). In Chapters 4 and
6, we explore this objective in detail and derive results of this type for the case of
two layers.

1.5.3 Multi-species particle systems

Another type of processes that is closely related to multi-layer systems is multi-
species systems. Up until this point we have viewed particles as indistinguishable,
but in the multi-species case, particles can belong to different species. Every species
can exhibit different behavior and may also interact differently with other species.

One example of such a process is the multi-species stirring process, which is a
multi-species version of the SEP (we will also consider this process in Chapter 5).
In this process there is exactly one particle at every site but the particles can be of
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different species (usually one species, denoted by o, is seen as the empty sites of
the process). Any two nearest-neighbor particles then exchange place with each
other with equal rate.

Y )

Figure 9: An example of a configuration in the multi-species stirring process
with 3 species: o (circle), 1 (triangle) and 2 (square). Any two
nearest-neighbor particles switch with rate 1.

1.5.4 Relevant literature

For an overview of active processes, we refer to the paper by Demaerel and Maes
[23] and Gommper et al. [48]. In the book by Tailleur et al. [112] an overview of
non-equilibrium statistical physics and active matter is given.

For literature on run-and-tumble particles, there is are numerous physics and
mathematics papers on the behavior of a single run-and-tumble particle (see e.g.
[53, 105, 106, 118]). Results on multi-layer models are rather limited at present, but
some are given in [3, 32, 37, 101].

1.6 OUTLINE OF THIS THESIS

The rest of this thesis is organized as follows:

In Chapter 2 we introduce the mathematical background required for this thesis
in a rigorous manner. The topics discussed include Markov semigroups and
generators, path-space convergence, ergodic theory, martingales, couplings, and
duality.

In Chapter 3 we introduce three types of multi-layer particle systems; the multi-
layer exclusion process, the multi-layer inclusion process and the run-and-tumble
particle process. We then characterize the ergodic measures with a finite moment
condition for these three processes using duality and successful couplings. This
chapter is based on [97].

In Chapter 4 we study the hydrodynamic limit and the stationary fluctuations
of the multi-layer run-and-tumble particle process, and use them to infer the same
scaling limits for the total density. Furthermore, by an application of Schilder’s
theorem, we find a large deviation result for the fluctuation field of the total density.
This chapter is based on [98].

In Chapter 5 we establish a large deviation principle for the multi-species
stirring process. The method of proof involves studying the hydrodynamic limit
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of a weakly asymmetric process and a superexponential estimate. This chapter is
based on [18].

In Chapter 6 we return to the multi-layer setting and establish a large deviation
principle for the run-and-tumble particle process on two layers with an added
mean-field interaction, meaning that the switching between the layers depends on
the magnetization of the process. We end with a first step towards an explicit large
deviation principle of the total density. This chapter is based on [93].
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MATHEMATICAL BACKGROUND

In this chapter we introduce the mathematical concepts and tools needed to
understand this thesis. This chapter is based on the book of Liggett [76] and the
lecture notes of Redig [96]. Readers who are familiar with Markov process theory
and ergodic theory can skip to Chapter 3.

2.1 CONTINUOUS-TIME MARKOV PROCESSES

As was mentioned in Section 1.2, the type of models that we consider are Markov
processes. In this section we give an introduction to the basics of Markov process
theory. Some detailed references on this topic include the book of Blumenthal and
Getoor [10] and the book of Ethier and Kurtz [34].

2.1.1  Markov processes

Let (Q),.#,P) be a probability space and let X = {X; : t+ > 0} be a stochastic
process on this space.

DEFINITION 2.1. We call a stochastic process cadlag (continuité a droite, limité
a gauche) if it is right-continuous and has left-limits. The space of all cadlag
trajectories on ) with t € [0, T] is called the Skorokhod space and is denoted by
D([0, T); Q).

Throughout this thesis, we assume all our stochastic processes are cadlag. The
space of continuous trajectories is a subspace of the Skorokhod space, and is
often denoted as C([0,T];Q)). More information on the Skorokhod space and
the Skorokhod metric turning it into a metric space can be found in e.g. [104,
Appendix A.2.2].

DEFINITION 2.2. A filtration on (Q),.%,P) is a family of o-algebras {.% : t > 0}
such that for every s < t we have that #; C .%; C #. We call a stochastic process
X adapted with respect to this filtration if X; is .#;-measurable for every ¢ > 0.

Intuitively, a filtration can be understood as an increasing collection of infor-
mation over time, where .%#; represents all the information up to time t. An
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adapted process then means that the value of X; is completely determined by the
information contained in .%; and no further information is needed.

The typical filtration for which the process X is adapted is the so-called natural
filtration .%; = (X, : 0 < s < f), i.e., the o-algebra generated by the process itself
up to time t. Unless mentioned otherwise, from now on we assume that we are
working with the natural filtration.

DEFINITION 2.3. A Markov process is a stochastic process X satisfying the Markov
property, stating that for every bounded measurable function f : 3 — R and
s <t

E[f(X¢)|Fs] = E[f(Xt)| Xs], P —as. (2.1.1)

In intuitive terms, given all the information of the past, a Markov process only
needs to consider the present state in order to determine the behavior of the process
in the future. We therefore also refer to Markov processes as being memoryless.

DEFINITION 2.4. A Markov process X is called time-homogeneous if for every
bounded measurable function f : 3 -+ R, x € Q and s, > 0,

E[f(Xi-6)| Xs = x] = E[f(X)|Xo = 1. (2.1.2)

Most Markov processes considered in this thesis are time-homogeneous, however
the weakly asymmetric model introduced in Section 1.4.4 is an example of a process
that is not time-homogeneous due to its dependence on a time-dependent potential.

Below we give two examples of Markov processes.

EXAMPLE 2.1 (Jump processes). A Markov jump process on () is a Markov process
that transitions between states through discrete jumps occuring after exponential
waiting times. Given x,y € (), the process is defined through the transition
rates denoted by c(x,y). If the process is at state x at a given time, each possible
transition to y # x is governed by an exponential clock with parameter c(x,y).
The first clock to ring determines the next jump, and the process transitions from
x to the corresponding site y. As a result, the total waiting time at x follows an
exponential distribution with parameter c(x) =}, c(x, y), and the probability that,

at a jump time, the chain jumps from x to y is given by %

A special case of a jump process is the Simple Symmetric Random Walk (SSRW)
on Z. At each site, the random walker can jump one step to the left of the right

with equal rate. Usually the rates are taken c(x,x +1) = c(x,x — 1) = 1.

EXAMPLE 2.2 (Brownian motion). A Brownian motion B = {B; : f > 0} is a stochas-
tic process such that By = 0, By — Bs ~ N'(0,t —s) for t > s, and that increments
of non-overlapping intervals are independent. This last property ensures that a
Brownian motion is Markov. Unlike a jump process, a Brownian motion is almost
surely continuous and has trajectories in the path space C([0, T|;R). However in
Example 2.8 we will show that a Brownian motion can be obtained as a limit of a
SSRW.
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2.1.2  Markov semigroups

DEFINITION 2.5. Let X be a time-homogeneous Markov process, then the corre-
sponding Markov semigroup is a family of bounded linear operators {S; : t > 0}
defined by

Sef(x) = E[f (X1)[Xo = x], (2.1.3)
acting on functions f in some suitable normed function space (C, || - ||).
The function space (C, || - ||) is dependent on the space Q) and is often some

subclass of the continuous functions on () (smooth functions, functions with
compact support, functions vanishing at infinity, etc.) together with the supremum
norm ||f||e = sup, |f(x)|. However, if the process has an invariant measure y
(see Section 2.2 for the definition of an invariant measure), we can always extend
the semigroup to LP(u) for p > 1. As a consequence, we can allow for indicator
functions, 14 for A € %, in which case the semigroup satisfies

St]lA(x) = ]P(Xt S A|X0 = x). (2.1.4)

This relation tells us that the Markov process X uniquely determines the semigroup.
An alternative way of defining a Markov semigroup is as a family of bounded
linear operators satisfying the following properties for all f € C

S1. Identity at 0: Sof = f,

S2. Constant preserving: 5;1 =1,

S3. Positivity preserving: if f > 0 then S;f > 0,
S4. Contractivity: |[|S:f|| < ||f]l,

S5. Strong continuity: lim; o ||S:f — f|| =0

S6. Semigroup property: S;isf = S¢(Ssf).

REMARK 2.3. The strong continuity property Ss is usually not included in the
definition, however we will only be working with semigroups satisfying this.

The semigroup defined in (2.1.3) immediately satisfies S1-S5, and S6 follows from
the fact that we have a time-homogeneous Markov process, namely

Seesf(x) = E[f(Xess) X0 = 7]
— E[E[f(Xi-5) | Xi] [ Xo = ]

= E[Ssf(X1)[Xo = x] = S¢(Ssf) (x). (2.1.5)

The way to go back from a Markov semigroup satisfying S1-56 to a Markov process
is through (2.1.4), where we are able to reconstruct X through the behavior of the
semigroup on indicator functions. This means that there is a one-to-one connec-
tion between Markov semigroups defined through S1-56 and time-homogeneous
Markov processes.
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2.1.3 Markov generators

The semigroup property of the Markov semigroup suggests the existence of a
linear operator L for which the relation S; = ¢'l' holds formally. This operator
would then be defined as follows,

Lf =lim M, (2.1.6)
t10 t
i.e.,, you can view L as the ‘derivative’ of S; at time 0. This operator is known
as a Markov generator, and it encodes the rate of change of the process in an
infinitesimal time interval.
However, a priori, the limit in (2.1.6) does not necessarily exist. Therefore we
define the domain of this operator as the set of functions f for which this limit
does exists,

D(L) = {f € C:lim Stft_f exists in | - ||} . (2.1.7)

t}0

It is also possible to define a Markov generator without first defining the Markov
semigroup. In order for any linear operator L : D(L) — C, with domain D(L) C C,
to be a Markov generator, it has to satisfy the following properties.

G1. 1€ D(L) and L1 =0.
G2. D(L) is dense in C.
G3. L is a closed operator, i.e., {(f,Lf): f € D(L)} is closed.

Gy4. For all A > 0 the range of (I — AL) is equal to C. Furthermore, for all
f € D(L) we have that
(T =AL)FI[ = [If]]- (2.1.8)

The formal relation between a Markov generator and a Markov semigroup is
made rigorous in the Hille-Yosida theorem.

THEOREM 2.1 (Hille-Yosida). There is a one-to-one correspondence between Markov
semigroups and Markov generators. The relation between the two is characterized
by the following statements.

1. Given a Markov semigroup {S; : t > 0}, the operator L defined in (2.1.6) and
the domain D(L) defined in (2.1.7) satisfy conditions G1-G4.

2. Given a linear generator L satisfying conditions G1-G4, the family of opera-
tors {S; : t > 0} defined for f € C by

Stf = lim (I— LL)7"f, (2.1.9)

n—oo

is a Markov semigroup.
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3. For f € D(L) we have that S;f € D(L) and
0tSif = SiLf = LSf. (2.1.10)

Furthermore, S;f is the unique solution to the equation 0 f; = Lf; with initial
condition fy = f.

The equation 0;f; = Lf; is called the Kolmogorov backward equation. Recall
that we already saw the Kolmogorov forward equation in (1.3.2), which encoded
the evolution of the distribution over time. The Kolmogorov backward equation
encodes the forward evolution of expectations.

EXAMPLE 2.4 (SSRW). In (1.3.3) we have already mentioned that the generator of
general jump processes is given by

Lf(x) =Y c(xy)(fly) — f(x)), (2.1.11)

yeQ)

with ¢(x, y) the rate of jumping from x to y. In the case of the SSRW, where a single
walker jumps one place to the right or left with rate %, the generator simplifies to

Lf(x) = 3(f(x+1) + f(x — 1) — 2f(x)). (2.1.12)
ExAaMPLE 2.5 (Brownian motion). The generator of a Brownian motion is given by
Lf(x) = AAf(x). (2.1.13)

From the Hille-Yosida theorem, the relation between a Brownian motion and the
heat equation becomes clear. Specifically, defining

fr(x) =E[f(x+ Bt)], (2.1.14)
then f; solves the equation o f; = 1A ft.

EXAMPLE 2.6 (IRW). Recall the IRW process introduced in Section 1.2. The space
of particle configuration on Z, given by functions # : Z — N, is often denoted
as Q) = INZ. The IRW process is essentially a jump process on this space, where
configurations “jump” to other configurations where one particle has jumped to
either the left or the right. The generator is then given by

Lf(n) = 3 n(x) () + for ) =2 (), (2.1.15)

xeZ

where 7% 7**1 denotes the configuration 7 where one particle has jumped from x
tox+1.
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In many cases, such as in the example above, the domain of the generator D(L)
is not easy to characterize. However, for most purposes, it is sufficient to consider
only functions in a certain subspace of the domain.

DEFINITION 2.6. A core is a subset 2 C D(L) such that for every f € D(L) there
exists a sequence (fy)nven C Z satisfying fy — f and Lfy — Lf, both with
respect to the norm || - ||.

ExaMPLE 2.7. When considering Q) = INZ, the space of particle configuration on Z,
the generator of a jump process is given by

Lf(n) =Y cn.n")(f(n") = f(n)), (2.1.16)

n'eQ

for f € D(L) C C(Q). A common core for such a generator is given by the
bounded local functions, i.e., bounded functions f(#) depending only on a finite
number of coordinates of 7. This space is dense in C(Q2) with respect to the
uniform topology, and if we assume that the process generated by L allows only
nearest-neighbor jumps, then we can also find approximating sequences for Lf for
every f € D(L).

2.1.4 Path-space convergence and tightness

When considering convergence of stochastic processes, the Trotter-Kurtz theorem
[67] explains how convergence of the generator implies convergence of the process.

THEOREM 2.2 (Trotter-Kurtz). Let (XN)yen, X be Markov processes with semi-
groups (SN)nen, St and generators Ly, L respectively. Furthermore, let 2 be a
core for L, then the following are equivalent:

e For all f € Z there exists a sequence of fy € D(Ly) such that fy — f and
Lnfn — Lf, where both convergences are with respect to || - ||.

e Forall f € Cand T > 0 we have that SNf — S;f with respect to || - ||,
uniformly in t € [0, T].

o if XN & X, then XN 4 X in D([0, T]; Q) for all T > 0.

ExamPpLE 2.8. In this example we will show that a rescaled SSRW converges to a
Brownian motion in distribution using the Trotter-Kurtz theorem. Recall that the
generator of an SSRW X is given by

Lf(x) = 3(f(x+1) + f(x — 1) — 2f (x)). (2.1.17)
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We will perform a diffusive scaling of this process (see Section 1.4.2), where we
rescale space by % and rescale time by N2, resulting in the generator of the process

X2 1
N-t
N onNZ<IR,

Inf(x) = B (fx+ )+ fx = &) —2f(0) = 3Af() + O(F).  (21.18)

Note that we can view every Ly as a generator acting on functions in f € C2(R),

and as N — co we see that Lyf — %A f, where the latter is the generator of a

. . . X .
Brownian motion. By the Trotter-Kurtz theorem, it follows that IA\’]z* i) B; with B;

a standard Brownian motion.

While the Trotter-Kurtz theorem is a powerful tool, it is not always possible to
establish convergence of the generator of a process for all functions f. In such
cases, in order to still prove a convergence result, the first step is to prove tightness
of the sequence of processes.

DEFINITION 2.7. A sequence of stochastic processes XV is tight if for every e > 0
there exists a compact set . C D([0, T]; Q) such that

supP(XN ¢ ;) < e. (2.1.19)
N

Since in general it is not easy to determine whether a set is compact in the
Skorokhod space, we often use the following theorem to check the tightness of a
sequence (see e.g., [33, Corollary 7.4]).

THEOREM 2.3. The sequence XV is tight in D([0, T]; Q) if the following two condi-
tions are satisfied:

1. For every ¢ > 0 and t € [0, T| there exists a compact K¢ C Q) such that

liminfP(XN ¢ Ke) < e. (2.1.20)
N—oco

2. For every ¢ > 0 there exists a § > 0 such that

lim limsup P(w (XN, ) >¢) =0, (2.1.21)

0=0 Nooo

where

w (XN, ) = sup{d(X{", XI)

s,t€[0,T)], |t —s| <} (2.1.22)

Tightness is a necessary condition for convergence in distribution. Furthermore,
if we have tightness, then by Prokhorov’s theorem [92] every subsequence has a
further subsequence that converges in distribution.
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THEOREM 2.4 (Prokhorov). If the sequence XV is tight, then the set of path space
measures P(XN € ) is relatively compact.

If we can then prove that every convergent subsequence has the same limit X,

then we have proven convergence of the processes XV 4 X in D([0, T]; ©3). For
this final step, Portmanteau’s theorem [8, Theorem 2.1] often plays a key role.

THEOREM 2.5 (Portmanteau). The following are equivalent
1. Xy % Xin D([0, T); Q).
2. E[f(XN)] — E[f(X)] for all bounded, uniformly continuous f.
3. limsupy ., P(XN € C) <PP(X € C) for all closed sets C € D([0, T]; Q).
4. liminfy o P(XN € O) < P(X € O) for all open sets O € D([0, T]; Q).
5. imy 0 P(XN € A) = P(X € A) for all sets A € D([0,T]; Q) such that
P(X € 0.A) = 0.

2.2 INVARIANT AND ERGODIC MEASURES

Let X be a Markov process on () with initial state drawn from a probability
measure Xg ~ p. In this section we will rigorously define the type of initial
probability measures discussed in Section 1.3.

2.2.1 Invariant and reversible measures

In mathematics, invariance refers to the property of remaining unchanged over
time. In Section 1.3 we discussed that the evolution of the initial measure y,
Xi ~ yp, was described through the Kolmogorov forward equation

Oy = L. (2.2.1)

Using Markov semigroups, we are able to express y; = uS; as the unique probabil-
ity measure such that for every f € C we have that

/ FduS; = / Sef . (2.2.2)

DEFINITION 2.8. A probability measure y is invariant if uS; = y for all t > 0, i.e,, if
and only if for all f € C we have that

/Stfdy = /fdy. (2.2.3)
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However, characterizing that a measure is invariant is usually done via the
Markov generator

PROPOSITION 2.1. Let & be a core for the Markov generator L, then y is invariant if
for all f € Z we have that

/Lf du =0. (2.2.4)

Indeed, if (2.2.4) holds, then uL = 0, and the Kolmogorov forward equation
(2.2.1) reads d¢y; = 0, indicating that the measure does not change over time.
A stronger notion than invariance is that of reversibility.

DEFINITION 2.9. A probability measure y is reversible if for all f,g € C we have
that

/ (Sef)gdp = / f(Seg) dp. (2.2.5)

Substituting ¢ = 1 in (2.2.5), it immediately follows that reversible measures are
invariant.

PROPOSITION 2.2. Let & be a core for the Markov generator L, then y is reversible if
and only if for all f,g € 2 we have that

/ (Lf)gdu = / f(Lg) du. (22.6)

2.2.2  Ergodic measures and mixing

In Section 1.3 the ergodic measures were introduced as the measures y for which

#(A) = lim 1 T]l(Xt € A)dt (2.2.7)
T—c0 0
holds if Xy ~ u. We also discussed that the ergodic measures are the extremal
points of the set of invariant measures, allowing us to reconstruct the set of
invariant measures from the ergodic measures. In this section we introduce the
classical definition of ergodic measures.
In order to define ergodicity, we first need to define invariance of sets (note that
this notion is distinct from the invariance of probability measures).

DEFINITION 2.10. A set A € . is invariant if S;14 =14 forallt > 0.

In words, a set A is invariant if the process can never leave A once it enters it,
ie., if Xg € A then X; € A for all t > 0 with probability 1. An ergodic measure is
then an invariant measure that has its mass in exactly one of these invariant sets.

DEFINITION 2.11. An invariant probability measure y is ergodic if for all invariant
sets A € .7 either u(A) =1or u(A) =0.
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EXAMPLE 2.9. We consider the example of a jump process on the space {1,2,3,4}
where the process can jump between 1 and 2 and between 3 and 4 with rate 1 (see

the figure below).
1 3
1 O 1 1 Ol
2 4

Figure 10: A jump process on the space {1,2,3,4}. The sets {1,2} and {3,4}
are the invariant sets of this system.

If we consider the uniform measure (i = (1/4,1/4,1/4,1/4)), then this is invariant
but not ergodic, namely u({1,2}) = u({3,4}) = 1. The ergodic measures of this

process are given by the invariant measures with mass solely on the invariant sets,
VO = (1/2/ 1/2/ O/ O)/ ,ul = (0/0/ 1/2/ 1/2)' (2'2'8)

From the ergodic measures we can recover the invariant measures as convex
combinations of the two, i.e.,

ta = (1 —a)po +ap, (2.2.9)
for a € [0,1]. Indeed, the uniform measure is now equal to y = y 1

EXAMPLE 2.10. As mentioned in Section 1.3, the product Bernoulli measures

up = ) Ber(p) (2.2.10)

xeZ

are ergodic for the SEP on Z for every p € [0,1]. However, if we were to restrict
ourselves to the SEP on the finite space {0,1,..., N} for some N € N, then the
product Bernoulli measures remain invariant but are no longer ergodic. In this
finite setting, the ergodic measures are indexed by the parameter k € {0,1, ..., N},
and are given by the uniform measures on the subspace of configurations with a
fixed number of particles, i.e.,

Ny _
() = {(k) ity =k (2.2.11)

0 else
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where || = YN, 5(x) is the number of particles in configuration 7. Note that
we can recover the product Bernoulli measures as a convex combination from the
ergodic measures i as follows,

Hp = Eﬂp {Inl=k})- 2 pr(1— - U (2.2.12)

One of the main results in ergodic theory is the Birkhoff ergodic theorem [9].

THEOREM 2.6 (Birkhoff ergodic theorem). Let y be ergodic, then for all f € L'(Q, )
and p-almost all x € ) we have that
1T

Tlgrc}o 7 /s Sif(x)dt = /fdy. (2.2.13)

It is important to note that the ergodic measures are the only measures that
satisfy this equality. Namely, taking an invariant set A € .%# and setting f = 14
we find that

1 T
u(A) = /]lA dp = lim — / Silla(x)dt =1 4(x) (2.2.14)
T—oo T . 0
where the right-hand side is indeed equal to either 0 or 1.
Lastly we define the mixing probability measures.

DEFINITION 2.12. A probability measure y is mixing if for f, ¢ € L?(Q, u) we have
that

lim /(Stf)gdﬂ = /fdu /gd# (2.2.15)

Intuitively, a mixing measure ensures that the process mixes any set in such a
way that it is spread out evenly over the whole space. This becomes clearer when
we choose f =14 and g = 1p, and (2.2.15) reads

tlgi‘oPP‘(Xt € A Xp€B)=u(A)u(B), (2.2.16)

where IP;, denotes the path-space measure of X in D([0, T]; }) with initial distribu-
tion p1, ie., P, (Xo € -) = p(-). We then see that after a long time, the sets A and B
become independent.

Every probability measure y that is mixing is also ergodic. To see this, take any
invariant set A € .#. Using that 14 = ]li‘ and S;1 4 = 14, we find

= /]lfq du = /(St]lA)]lA du, (2.2.17)

for every t > 0. Since the left-hand side does not depend on t, we can take the
limit as t — co. By the mixing property we then obtain

A) = /11A dy/]lA dp = u(A)?, (2.2.18)

showing that indeed yu(A) =1 or p(A) = 0, hence y is ergodic.

41



42

MATHEMATICAL BACKGROUND

2.3 MATHEMATICAL TOOLS FOR MARKOV PROCESSES

In this section we introduce some useful mathematical tools in the study of Markov
processes.

2.3.1 Dynkin martingales

Martingales are, alongside Markov processes, among the most studied stochastic
processes. The Dynkin martingale is a martingale corresponding to a Markov
process. We have already encountered it in (1.4.8), but now we will first give
a general introduction to martingales. For a more detailed introduction into
martingales, we refer to the book of Gut [52, Chapter 10].

MARTINGALES

DEFINITION 2.13. Let (Q), F,P) be a probability space and {F; : t > 0} a filtration.
A martingale is a stochastic process M = {M; : t > 0} satisfying the following
three properties:

i. Adaptedness: M; is Fi-measurable for all ¢ > 0.
ii. Integrability: E[|M;|] < co for all t > 0.
iii. Martingale property: E[M;|F;] = M, for 0 <s < t.

The intuitive idea of a martingale comes from the world of gambling, where it
can be seen as the profit of a fair game. Here, the best estimation of future winnings
is simply the present amount of money held. Furthermore, by the martingale
property, a martingale has a constant expectation, namely

E[M;] = E[E[M| Fo]] = E[My]. (2.3.1)

EXAMPLE 2.11. A good first example of a martingale is a standard Brownian motion
B = {B; : t > 0} with the natural filtration F; = 0 (B : 0 < s < t). The adapted-
ness then follows immediately, and integrability is easily shown. The martingale
property follows from the independence of increments

]E[Bt|fs} — ]E{Bt - Bs|fs] +]E[Bs|.7:s] - IE[Bt - Bs] + Bs = Bs~ (2.3.2)
QUADRATIC VARIATION

DEFINITION 2.14. For partitions P = {to,t1,...,t,} of the interval [0,t] such that
0=ty <t <..<ty, =t the mesh size of P is a norm || - ||, given by

P = te —t_1l. 3.
| P||m glggxnlk k-1 (2.3.3)
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DEFINITION 2.15. Let M be a real-valued martingale, then the quadratic variation
process of M is a stochastic process [M] = {[M]; : t > 0} defined via the following
convergence in probability

n

M t = lim Mt — Mt _ )2. (234)
(Mei= Jim Y (M, ~ My

The quadratic variation process measures the cumulative variance of the process.

Another notion that is related to the quadratic variation is the predictable quadratic
variation.

DEFINITION 2.16. Let M be a real-valued martingale, then the predictable quadratic
variation process of M is the unique predictable (i.e. F;--measurable) increasing
process (M) = {(M); : t > 0} such that (M)y = 0 and

N := M7 — (M), (2.3.5)
is a martingale.

In the case where M is a continuous process, the two notions coincide, as can be
found in [111, Proposition 3.8]. However, when M is not continuous, the two may
differ, and the process [M]; — (M); is again a martingale.

ExAMPLE 2.12. For a standard Brownian motion, the (predictable) quadratic variation
is given by [B]; = t. Verifying this directly using the definition in (2.3.4) involves
a rather technical calculation. However, since the standard Brownian motion is
continuous, the two notions of quadratic variation coincide and we only need
to show that {B? —t : t > 0} is a martingale. This follows from the following
computation

E[B? — t|F;] = E[(B; — Bs)?] + E[2B;Bs — B2|Fs] —t = B2 —s. (2.3.6)

EXAMPLE 2.13. For A > 0, a Poisson process is the Markov process {N} : t > 0}
satisfying Nj = 0, and for each n € IN the process jumps from state 7 to 1 + 1
with rate A. This results in a process with independent increments and distribution
N} ~ Pois(At) for all t > 0. The compensated process M; = N} — At is a
martingale and its quadratic variation counts the number of jumps that have
occurred in the Poisson process, that is [M]; = N}. Its predictable quadratic
variation is given by (M); = At, which can be checked in a similar way as for the
Brownian motion case in (2.3.6). Hence, we indeed find that [M]; — (M); = M; is
a martingale.

From 2.3.5 we obtain that if My = 0, then
E[M7] = E[(M)]. (237)
This relation tells us that if the predictable quadratic variation of a martingale

starting at 0 vanishes, then the martingale itself vanishes. This fact is used in the
sketch of the proof of the hydrodynamic limit (see Section 1.4.2).
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DYNKIN MARTINGALES

The Dynkin martingales are a family of martingales corresponding to a Markov
process.

THEOREM 2.7. Let X = {X; : t > 0} be an .#;-adapted Markov process on (Q), .7, P),
generated by L. Then for any f € D(L), the process M defined as

M = FX0) ~ f(X0) ~ [ Lf(X)ds (239)

is a real-valued martingale on (Q), .%,P) with respect to the filtration {.%;,t > 0}.

For a Dynkin martingale, we have an explicit formula of the predictable quadratic
variation.

TaeoREM 2.8. If f, f> € D(L), then the predictable quadratic variation of the Dynkin
martingale is given by

t
(M) = [T (Xo)ds @239)
where T/ is the Carré du champ operator, given by
T (x) := Lf2(x) — 2f (x)Lf(x). (2.3.10)

The proofs of Theorem 2.7 and 2.8 can be found in, e.g., [104, Section 8.1]. In the
following example we see that for jump processes we obtain an elegant form for
the Carré du champ operator, and so correspondingly for the predictable quadratic
variation.

EXAMPLE 2.14. Let X = {X; : t > 0} be a jump process with generator

Lf(x) =} c(xy)(f(y) - f(x)). (23.11)

yeQ

Then, the Carré du champ operator corresponding to this generator is given by

I (x) = L2 (x) = 2f (x)Lf (x)
= L c@y)(Fy) — fA(x) = 2f(x) L ey (f(y) = f(x))

yeQ yeQ

=) ctuy)(fly) - F(x))2. (2.3.12)

yeQ

2.3.2  Couplings

Coupling is a technique in probability used to compare two stochastic processes
by constructing them on a shared probability space in a way to highlight their
relationship. For more information on couplings, we refer to [26, 77, 115].
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DEFINITION 2.17. Let X and Y be two Markov processes. A coupling is a joint
process (X, Y) such that X £ X and ¥ 2 Y.

The power of a coupling lies in the fact that even when X and Y are independent,
X and Y can be heavily dependent on each other. A standard example where a
coupling is used is when X and Y are independent copies of the same process,
but Xo ~ p and Yy ~ v. We are then interested in knowing whether these two
processes have roughly the same distribution for large t. This means that, if
{S¢ : t > 0} is the semigroup of the process, we want that

lim ||uS¢ — vSt||# = 0. (2.3.13)
t—rc0
Here || - |4 is the total variation distance of a signed measure, given by
[l = sup (Al (23.14)

We show how couplings can help answering this question. We first define the
first meeting time of X; and Y;,

T:=inf{t >0: X, = Yt}. (2.3.15)
Next we define a coupling X = X and

y {Yt ift <,

Y: = 2.3.16
T it > (23.16)

i.e., Y; follows the process Y; up until the meeting time, after which it follows X;.

First note that this indeed produces a coupling of X and Y, namely after the first
meeting time they have the same distribution since they are copies of the same
Markov process. Furthermore, we have that

P(X; = Y|t > 1) = 1. (2.3.17)
Looking at the difference in distribution, we now see that
1St —vSt|ro = sup P(X: € A) = P(Y; € A)|
< sglp P(X; € A t>1)—P(Y, €A, t>1)]
<2P(t > 7). (2.3.18)

In particular, if IP(T < o) = 1 we see that (2.3.13) holds.
Note that in the calculation (2.3.18), we could have considered any coupling
(X,Y) together with the stopping time

t:=inf{t >0: X; = Y;}, (2.3.19)
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after which we set X; = Y;. We often refer to ¥ as the coupling time, and we
call such a coupling successful if P(* < co) = 1. If this is the case, then it again
follows that (2.3.13) holds.

In some cases, the stopping time 7 in (2.3.15) is not a.s. finite, but we can still
show the existence of a successful coupling. Below we give an example of this.

ExaMPLE 2.15. In this example we illustrate a successful coupling, called the Orn-
stein coupling, of two independent simple symmetric random walkers X and Y
on Z%. First note that X — Y is again a simple symmetric random walker on Z
and the first meeting time can now be written as

T={t>0:X;—Y; =0} (2.3.20)

It is a well known result that a simple symmetric random walker on Z“ reaches 0
in finite time if d = 1,2, but might never reach 0 if 4 > 3 (This is known as Pélya’s
result [94]). However, for d > 3 we can still show the existence of a successful
coupling.

The trick is to do a coordinate-wise coupling. We are able to write

X =(xW,x@,  x@) y=Wy®?, _ vy, (2.3.21)

where all the individual processes are independent of one another. We then define
the first meeting times of every coordinate

k) = inf{t >0: Xt(k) = Yt(k)}. (2.3.22)

For every 1 < k < d this stopping time is a.s. finite, since it is the first meeting
time of two simple symmetric random walkers in one dimension. We then set up
our coupling as X = X and

(k) :
V() _ {Yt ift<m, (2.3.23)

* x® >,

i.e., once the two processes meet in a given coordinate, that coordinate remains
the same. The coupling time is then equal to ¥ = max; <<y (), which is again a.s.
finite, therefore the coupling is successful.

2.3.3 Duality

DErFINITION 2.18. Let X and Y be two Markov processes on the state spaces (); and
), respectively. We say that X and Y are dual to one another if there exists a
function © : ()1 X )y — R such that

E[D(X:,y)|Xo = x] = E[D(x,Y1)[Yo = v] (23.24)
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for all x € ()1 and y € (). We then refer to © as the duality function.
If the two processes X and Y are the same process in distribution, then we say
that X is self-dual.

It is important to note that any two processes X and Y can be considered dual
to one another with constant duality function. However, such a duality relation is
not useful. A useful duality relation enables to reformulate a problem involving
X into a problem involving Y, where Y is typically a process that is easier to
analyze. Finding a useful duality relation is rare, but once one is found it can
enable significant simplifications in deriving properties of X.

In Example 2.17 we will show how duality can help in deriving a weak version
of the hydrodynamic limit for IRW. First we present the following proposition,
which is useful for establishing that a duality relation holds. The proof can be
found in [59, Proposition 1.2].

PROPOSITION 2.3. Let Lx and Ly be the generators of X and Y respectively. Assume
that ©(-,y) € D(Lx) forall y € Oy and D(x,-) € D(Ly) for all x € ()y, then X
and Y are dual to one another if

Lx®(-,y)(x) = LyD(x,-)(y) (2.3.25)
forall x € () and y € ().

REMARK 2.16. In the original statement of the Proposition in [59], it is also assumed
that Sx ;9 (-,y) € D(Lx) and Sy ;®D(x,-) € D(Ly) for all t > 0, with Sx, Sy the
Markov semigroups of X and Y respectively. However, since we are working with
strongly continuous semigroups, by the Hille-Yosida theorem, this already follows
from the conditions D(-,y) € D(Lx) and ®(x,-) € D(Ly).

ExaMPLE 2.17. In this example we will show that the hydrodynamic limit of the
IRW process is the heat equation (in expectation), using duality. Le., we will show
that

El(m, )] = [ e:(x)p(x) dx (2326)

for every ¢ € C¥(R), where 7Y is the empirical measure defined in (1.4.4) and o;
solves the heat equation d;0r = Ag;.

Recall that the generator of the IRW process defined on local functions f : 3 — R
is given by

LEYF(p) = 3 n() (F0 =) + fF(? =01 = 2f (). (2:3.27)

YyEZ

The duality relation that we will use involves a single random walker X with
generator defined on functions ¢ : Z — R as

Le(x) =g(x+1)+g(x—1) —2¢(x), (2.3.28)
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with duality function
D(n, x) = n(x). (2.3.29)

It is a straightforward computation to show that
LIYD (-, x) () = £D(1,)(x) = n(x +1) +1(x = 1) —2(x), (2.3.30)

proving that we indeed have duality.

Recall that for the hydrodynamic limit we need to perform a rescaling in time of
N? (see Section 1.4.2). This gives us a process {#} : t > 0} which corresponds to
the generator N2L'®W_ For this process the duality relation still holds with respect
to the process X corresponding to the generator N2.Z.

We start the process {n)N : t > 0} from the local equilibrium measure given by
the product Poisson measure (See Example 1.1)

N = ® Pois(o(%7)), (2.3.31)
xeZ

where ¢ : R — R is a smooth function. We now compute

]E[<7ft P ~ Z E[ ’7t %) (2.3-32)
er

Since 7N (x) = D (], x), we are able to use duality to compute the expectation
XN
El (x)] = E [ (X)X = x| =E [0 (5¢) [x§ = ], (2333)

where in the last equality we used that 7 ~ 13 ~ - The rescaled process = lives
on the space NZ with generator given by

Ing(x) = N2 (3(x+ &) +8(x — ) —28(x)) = 8g(x) + O(}).  (2334)

In particular, by the Trotter-Kurtz Theorem, as N — oo the process converges in
distribution to the process with generator L = A. Denoting the semigroup of this
process by {S; : t > 0}, we find that

E o (5) 1) =] = si0() = (), (2339)

where by the Hille-Yosida Theorem, ¢; solves the heat equation d;0; = Ag; with
initial condition gy = ¢. Combining everything, we indeed find that

hm ]E[(r[t ,P)] = hm — Z ot (F)P(%) / 0t(x)p(x) dx. (2.3.36)

er
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REMARK 2.18. The same duality result that holds between the IRW and a single
random walker also applies to the SEP and SIP. This further explains why the
hydrodynamic equation is the same for all three processes. Moreover, a more
general duality result exists for these processes. In [45] it is shown that IRW, SEP

and SIP are self-dual, where the dual process only has a finite number of particles.

In Chapter 3 we make use of this duality in order to characterize a class of ergodic
measures for these processes.
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ERGODIC THEORY OF MULTI-LAYER INTERACTING
PARTICLE SYSTEMS

In this thesis we aim to study multi-layer interacting particle systems. In this
chapter' we introduce a class of multi-layer interacting particle systems and char-
acterize the set of ergodic probability measures with finite moments. Furthermore,
we prove a more general statement that such a characterization is possible under
the existence of a polynomial duality relation and a successful coupling.

3.1 INTRODUCTION

In this chapter we study a system of particles performing multi-layer random walks
which possibly have interaction of inclusion or exclusion type (see Section 3.2.1
below for a precise description of the models). We characterize the set of invariant
probability measures with finite moments. More precisely we prove that under an
appropriate condition of moment growth, the only ergodic invariant probability
measures are homogeneous product probability measures, indexed by the first
moment (particle density). In the case of independent particles, these probability
measures are product Poisson measures, in the case of interacting systems they are
products of binomial (exclusion) resp. negative binomial (inclusion) distributions.

The characterization of the invariant probability measures of multi-layer exclu-
sion processes has been obtained recently in [3]. The study of the hydrodynamic
limit of a system of active particles has been studied in [64], and for a two-layer
system with duality in [37].

The important ingredient in our setting here is duality combined with the
existence of a successful coupling for the dual process. This road is followed for
the symmetric exclusion process in [76, Chapter 8]. Duality allows to characterize
the invariant probability measures via the characterization of bounded harmonic
functions of the dual process, which is a countable state space Markov chain.
If this Markov chain admits a successful coupling, then the bounded harmonic
functions are constants, indexed by the number of dual particles. The proof of

1 This chapter is based on [97].
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the existence of a successful coupling is a combination of coupling the finite state
space internal state process and the Ornstein coupling of random walks. These two
ingredients are sufficient in the non-interacting case. In the interacting case, we
use the approach of [66] which consists of “spreading out” the particles combined
with Ornstein coupling of symmetric random walks.

The rest of this chapter is organized as follows. In Section 3.2 we provide the
general setup of multi-layer particle systems, after which we define the three types
of processes (exclusion, inclusion and independent walkers) we will study in this
chapter. Afterwards, we study the duality properties and invariant probability
measures of these processes.

In Section 3.3 we provide a characterization of the ergodic invariant probability
measures in a slightly more general setting, where the only assumptions are duality
with polynomial duality functions and the existence of a successful coupling. This
unifies and generalizes earlier results from chapter 8 of the book of Liggett [76]
and Kuoch [66].

Section 3.4 is devoted to the proof of a successful coupling for the models
under consideration. For independent particles this amounts to generalize the
Ornstein coupling to the multi-layer setting. For interacting particles, it amounts
to generalize the approach of Liggett for the exclusion process [76] and Kuoch for
the inclusion process [66].

3.2 MODELS AND THEIR DUALITY PROPERTIES
3.2.1 Models: definitions

In this chapter we will look at models of configurations where the coordinates of
individual particles are of the form (x,), with x € Z“ the position of the particle
and o € S the internal state, where S is some finite set. We will denote the single
particle state space as V := Z? x S, which we will think of as |S| layers of Z?. For
this reason, we will also refer to ¢ € S as the layer on which a particle at (x, o)
resides.

We consider a configuration process {#; : t > 0} on a state space (), that will be
defined later. The generator of the process is of the following type,

Zf(n) =Y. plo,w)n()(a+sy(w))Vouf(y). (3.2.1)

v,weV

Here 7(v) is equal to the number of particles at site v € V and, if we denote %

as the configuration # where a single particle has moved from v to w (if possible),
we have

Vouf(n) = f(n°7°) = f(n). (3-2.2)
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The value of s € {—1,0,1} in (3.2.1) determines the type of the process we consider
(exclusion, inclusion or independent particles). For this reason, the parameter
s also determines the state space () that we consider and the single particle
transition rates p(v, w) and constants &« € R that we allow. Below we will define
the process for each possible value of s.

The main characteristic of our multi-layer particle systems is that the transition
rates are determined by the layer on which a particle resides. Therefore, for
every ¢ € S we consider a nearest neighbor symmetric random walk on Z? with
translation invariant transition rates. We denote by 77, (x) the corresponding rate
to jump from z to z + x. Note that 71,(x) > 0 if and only if |[x| = 1 and that
7y (x) = 11y (—x). Furthermore, we let {c(c,0”’) : 0,0’ € S} be transition rates on
the set of layers S which we will assume to be symmetric and irreducible. Then
we define the following processes:

1. Symmetric exclusion process (s = —1). Every site contains at most « € IN
particles and jumps to sites where there are already many other particles
are less likely. The state space of the multi-layer SEP is given by (3_1 =
{0, 1,..., oc}V, and the single particle transition rates we will study for this
model are of the following form,

p((x,0), (1,0)) = 7y — X300 + (0,0 )y, (323)
with J. the Kronecker delta.

2. Symmetric inclusion process (s = 1). In contrast to the exclusion process,
this process actually encourages jumps to sites where other particles already
reside. The state space of the multi-layer SIP is given by Q; = NV, and the
transition rates are again given by (3.2.3). Furthermore, we allow for any
a > 0.

3. Independent particles (s = 0). For this chapter, our model for independent
particles will be the run-and-tumble particle process (RTP). A run-and-
tumble particle is a particle with the following dynamics.

Random walk jumps. With rate «, a particle at (x,0) performs a near-
est neighbor symmetric random walk jump on Z¢ according to the
transition rates 71, (), i.e., (x,0) = (x +y,0) with rate x77,(y).

Active jumps. With rate A, a particle at (x,0) performs an active jump
in the direction determined by the internal state o, i.e., there exists a
function v : S — Z% such that (x,0) — (x + v(c), o) with rate A.

Internal state jumps. A particle changes its internal state according to the
transition rates {c(c,0’) : 0,0’ € S}.
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The state space of this process is Qg = NV, and from the dynamics we
conclude that the single particle transition rates are of the following form,

P((x,0), (1,0)) = K70y — 1)t + Mgpeiof) + (0,0 )0y, (32.9)

In this case, any choice of « > 0 is possible. However, without loss of
generality we put &« = 1. Furthermore, in the special case where x = 0 we
will assume that A > 0 and that the range of v spans the whole of Z, i.e.,

vet{Z(v)} = Z°. (3.2.5)

This condition is crucial in order to construct the successful coupling cf.
(3.4.18) below.

REMARK 3.1. Notice that for the interacting models we only allow for symmetric
transitions on every layer. This is because for asymmetric transition rates we only
have duality when the particles are independent.

3.2.2  Duality

We will state and prove duality results for the processes we just defined. Recall
the following definition of duality of Markov processes.

DErFINITION 3.1. Let {7 : t+ > 0} and {¢; : t > 0} be two Markov processes on
the state spaces () and ()’ respectively, and let © : () x Q) — R be a measurable
function. We say that {#; : t > 0} and {¢; : t > 0} are dual to one another, with
respect to ©, if

Ey [D(&,11)] = E¢ [D(&1,1)] - (3.2.6)

Here E;; denotes the expectation in {#; : t > 0} starting from 7, ]Eé the expectation
in the dual process {¢; : t > 0} starting from ¢, and we assume that both sides are
bounded. We then call © the duality function.

Duality results

Let [¢] := ¥; §(x) denote the number of particles in ¢ and let O, r := {{ € O :
|¢] < oo} be the subspace of Qs consisting of only those configurations with a
finite number of particles. In the following theorem we will give duality results of
the processes defined in Section 3.2.1 with duality functions D : (O X (35 — R
of the following form:

Ds(¢ ) = H/ds(é(v)fn(v))- (327)

The proof of the first two statements can be found in for example [14, Theorem
4.1]. For the third statement, we will make use of another duality result, with the
so-called associated deterministic system, that is introduced in [13].
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THEOREM 3.1. 1. If s = —1 then the process generated by #_; is self-dual with
duality function

_ 1) (= g) .
(8 m) —vell no) - L@ =), G28)

where I(-) denotes the characteristic function.

2. If s =1, then the process generated by . is self-dual with duality function

- @ T
D1(7) = 1;[/ (1(0) — (o)) Tla+&(

3. If s = 0 then the process generated by .%, with transition rates p(v, w) given
by (3.2.4), is dual to its time-reversed process, i.e., the RTP process with
single particle transition rates

ﬁ((x/ U)r (yr U,)) = Kﬂﬂ(y - x)éa,u’ + Aéa,a’éy,va(a) + C(U'/ 0'/)5x:yr (3-2-10)

and with the same parameter x > 0. We denote this as the RTP process. The
corresponding duality function is given by

7(0)!
Do(¢, 1) = = - 1({(v) < 5(v)). (3.2.11)
en =11 e ey 1€ <)
REMARK 3.2. If { = &, is the configuration containing a single particle at v € V
and no particles elsewhere, then D(&, 1) = ca,s1(v), with ¢, a positive constant
depending on the model (s € {—1,0,1}) and the constant «. As a consequence we
have that

1 1 - -
Ey[n:(v)] = aﬁq[g(% )] = aEv[@(%(t)/U)] = Eo[17y(1)], (3-2.12)
where [E, denotes the expectation of the dual process starting from &,.

Proof of duality for the RTP process

Let {v(t) : t > 0} be the random path of a single particle in V performing the RTP
dynamics starting from v(0) = v. The deterministic system we will consider is the
following: for a function f : V — R, define

fi®) = ¥ pilo,w)f(w) = E [f(0(1))], (3:213)
weV
where p;(v, w) is the transition kernel of a single RTP particle. In other words,
the process {f; : t > 0} follows the Kolmogorov backwards equation of the RTP
process. We now have the following duality result:
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PROPOSITION 3.1. Let f : V — R be such that f(v) # 1 for only a finite number of
v € V. For the deterministic processes {f; : t > 0} and the process {#; : t > 0}
generated by %), it holds that

Ey

Hf(v)'“(”)] [T fi(0)"®, (3-2.14)

veV veV

i.e., the two processes are dual to one another with duality function

= [ f)". (3-215)

veV

The proof of this result is straightforward and only relies on the fact that the
particles in the RTP process move independently.
Proof. Define {v;(t) : i € I,t > 0} as the paths of the particles in the configuration
¢ with I an arbitrary set of labels, i.e., #:(v) = Y I(vi(t) = v) forallv € V and
t > 0. We then have that

Hf(vi(t))] =[TEF@it)] =[1f(@) =] ()",

veV
(3.2.16)
where in the second step we used the independence of particles. O
We will now prove item 3 of Theorem 3.1 using the duality result in (3.2.14).
Proof. Let {& : t > 0} denote an RTP process and, for a given 7, define the
sequence of finite configurations (7N)yeN as

H f Wt(v

veV

(3.2.17)

UN(X,(T) o {n(x,a) ifx € [-N,N],

o else.

We will first prove the result for the dual process starting from n particles at
position v; € V, ie., { = n - 6y, with 6, the configuration with a single particle at
v;, and by replacing the starting configuration 7 by #V. By taking the n-th order
derivative with respect to f(v;) on the left-hand side of (3.2.14) and afterwards
setting f = 1, we find that

al’l
of ()" Ll;/f ‘||f—1_ [af (0r)" vl;l/f Hf—l

" [(m?;()%zn)' I(n < nt(vi))} . (3.2.18)

Here we were able to interchange the derivatives and the expectation using domi-
nated convergence. Note that the right-hand side is equal to [E, v [D0(,7])].

=E
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Applying the same operations as in (3.2.18) to the right hand side of (3.2.14), we
obtain

an l’]N(v)
oy L1 (Z Pt<v,w>f(w>>

veV \weV

I
=

DD VI PR el P ITCLRRE )
1v<1),...,v(”’)evk1+-~~+km:n 17 ]
o) ()

m

m=141), o0 cy ki+..tkm=n
U(i) 7&‘0(/)

( n
m=1 U(l),.__,v('”)ev ki+...+km=n kl/ wrey km
U(i> #7)(1)

(3.2.19)

Here p;(w,v) is the transition kernel of a single RTD particle, and we have used
that ps(v,w) = pi(w,v) for all v,w € V. Notice that the last line in the above
formula is the expected value of D({:, 17N), ie.,

an ,71\](7))
37y L1 (Z w(v,w)f(w))

veV \weV

= Ez [Do(&, 7). (3-2.20)
f=1

Combining (3.2.14), (3.2.18) and (3.2.20), we find that

lEnN [:DO(Cr 77tN)] = E:’; [@o(é‘t,ﬂN)]. (3.2.21)

The claim now follows from monotone convergence as N — co.

If we consider any finite configuration of particles & € Qqf, ie., { = YL o,
for some n € IN and v; € V, then the duality result can be found by taking the
derivative with respect to each f(v;) on both the left-hand side and right-hand
side of the equation (3.2.14). O

3.2.3 Invariant probability measures

PROPOSITION 3.2. For the processes defined in Section 3.2.1, the following probability
measures denoted by ¢ are invariant.
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1. If s = —1, then ‘ugl with ¢ € [0,1] is distributed according to a product
Binomial distribution, i.e.,
o _
nn=T] ( )e”(”)(l — o). (3.2.22)
veV 7](0)

2. If s =1, then yf with ¢ € [0,1) is distributed according to a product Negative
Binomial distribution, i.e.,

Hi(n) = I;[V We"“(l —0)" (3.2.23)

3. If s =0, then ptg with ¢ > 0 is distributed according to a product Poisson
distribution, i.e.,

Q’7 (v) _

wem =11 (3.2.24)

e
veV 17 (U) '
Proof. The first two results are well-known and follow from the fact that the
probability measures satisfy the detailed balance condition (see e.g. [14]). For the
third result, a system of independent walkers on V with single particle transition
rates p(v,w), such that for all w € V

Y- (e(v)p(o,w) — g(w)p(w,v)) =0 (3.2.25)

veV

has invariant product Poisson measures @,y Pois(0(v)) (see e.g. [28]). Note that
in our case we have for all (y,0’) € V,

Y plxo) (o)=Y plyd) (xe)= ) mo(u)+A+} cloo).
(x,0)€V (x,0)eV uezd oes
(3.2.26)
Therefore, the product Poisson measures with constant density ¢ > 0 are invariant.
O
The following proposition provides the relation between the probability mea-
sures of Proposition 3.2 and the duality functions of Theorem 3.1.

PROPOSITION 3.3. Let € 2(Q)), then y = g if and only if for every & € Q,r and
everyv €V,

[oEmantn = ( [oeumantn) G227)

Proof. A straightforward calculation shows that (3.2.27) holds for p¢. The unique-
ness property follows from the fact that ©4(¢, #) is a (multivariate) polynomial of
order at most |¢|. This implies that (3.2.27) is actually a moment problem, which
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in the case of y¢ has a unique solution since the marginals have a finite moment
generating function (see e.g. [63]). O

From this relation, the invariance of the probability measures also follows from
the conservation of particles in the dual process. Namely, by duality and Fubini
we have that

/En (& )] dud () Ec[/@ (Em)dpl(y } (/@ o 17) did( ;7)>|§|,

(3.2.28)

3.3 ERGODIC THEORY OF PARTICLE SYSTEMS WITH HOMOGENEOUS FACTOR-
IZED DUALITY POLYNOMIALS

In this section we provide a characterization of the ergodic invariant probability
measures satisfying a certain moment growth condition in a general setting where
we assume the existence of homogenous factorized duality polynomials, and the
existence of successful coupling for the dual process. This generalizes earlier
results from [76, Chapter 8] for the symmetric exclusion process, and [66] for the
inclusion process. The characterization will be applied in Section 3.4 to our models
(see Theorem 3.4 below).

3.3.1 Basic assumptions

Configurations

We consider a configuration process {#; : t > 0} on (a subset of) the state space
Q = IN©, where G is assumed to be an infinite countable set. We denote by S; the
semigroup of this process, i.e., Stf(17) = Ey f(1:). We further denote by Q)¢ the set
of finite configurations, i.e., elements of { € Q) such that || = ¥, &(x) < co.

Factorized duality functions
We assume that there exists a duality function

D:0QrxQ— Ry (3.3.1)
such that we have the duality relation

E,D (& m) = EeD (&, 7). (3:32)

We assume that ©(Q,7) = 1 where @ denotes the empty configuration. Moreover
we assume that the duality functions are in homogeneous factorized form, i.e., of

the form
= [14d@Ex),n(x)), (3-3-3)

xeG
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where d(O, n) =1, i.e., in the product only a finite number of factors is different
from one, and where d(k, -) is a non-negative polynomial of degree k. Moreover,
we assume that every polynomial p(n) of degree k can be expressed as a linear
combination of the polynomials d(r, n) with 0 < r < k.

We assume that both in the process {r; : t > 0} and in the dual process
{Gt : t > 0} the number of particles is conserved.

In the examples of this chapter, the duality functions are multivariate polyno-
mials of degree ||, and the dual process {¢; : t > 0} is either the same process
(for the interacting examples) or the process obtained by reverting the velocities
(the RTP process defined in Theorem 3.1). In this section we take an abstract point
of view and prove under general assumptions a structure theorem for the set of
(tempered) invariant probability measures.

Tempered probability measures

Given a duality function, we define the ©-transform of a probability measure p on
the configuration space (2 by

p@) = [ D& duy), (534)
where we implicitly assume that for all { € Qf, D (¢, -) is p-integrable.
DEFINITION 3.2. We then say that a probability measure yu is tempered if
1. u satisfies a uniform moment condition, i.e., for all n € IN

e = sup [ D&, 1) du(y) < . (3-3-5)

Gl<n-
2. u is determined by its ©-transform, i.e., ji = V if and only if p = v.

3. The following space
D =vet{D(F,-): ¢ € O}, (3-3.6)
i.e., the vectorspace spanned by the functions D (¢, -), is dense in L? ().
Notice that by the assumptions on the duality functions, the condition (3.3.5) can

be expressed equivalently by the requirement that all moments of the occupation
variables are finite uniformly in x, i.e., forall n € IN

sup [ 1(x)"dp(n) < oo. (3:3.7)

Using Holder’s inequality, we then also obtain that under (3.3.5) we have that for
alln € N

sup D&, )D&, 1) du(n) < co. (3.3.8)
E&nlel<n & <n



3.3 HOMOGENEOUS FACTORIZED DUALITY POLYNOMIALS

The condition that the ®-transform determines the probability measure uniquely
is implied by a growth condition on ¢, which implies that the measure y is uniquely
determined by its multivariate moments. Examples of sufficient growth conditions
can be found in e.g. [63, Section 3.2]. In these settings, the condition that D is
dense in L?(y) is also natural. In the setting of processes of exclusion type, i.e.,
when there are at most a particles at each site, the condition of density of D is
natural and follows from the Stone Weierstrass theorem, i.e., D is uniformly dense
in the set of continuous functions % ().

Assumptions on the dual process

For the dual process {¢; : t > 0}, we assume that it is irreducible on the sets
Q, = {¢: || = n}. Moreover we assume that eventually the process {&; : t > 0}
started at ¢ with |¢| = n, spreads out over the infinite set (),,. This is expressed via
the condition that for all ¢’ € Qf

Eg@d@iCU=L (3:3-9)

where we denote ¢ L ¢’ the event that the supports of ¢ and ¢’ are disjoint.
In words, (3.3.9) means that the probability that the configuration at time ¢ has
non-zero occupation at fixed sites tends to zero as t — co.

Ergodic probability measures

We denote by Z the set of invariant probability measures of the process {#; : t > 0}
and by 7 the set of tempered probability measures on Q2. Both 7 and 7 are convex
sets.

We are then interested in characterizing the ergodic probability measures which
belong to 7. We recall that a probability measure y € Z is ergodic if, for any
f € L*(u), Sif = f forall t > 0implies f = [ fdu almost surely. The set of ergodic
probability measures coincides with Z,, the set of extreme points of Z. Ergodicity
is implied by mixing (see e.g. [123, Section 6.3]) which is the property that for all

frg € L2(p)
tlirgocovy(f, Sig) = tango / <f - /fdy) (Stg - /‘gdy) dp =0. (3.3.10)

By bilinearity of the covariance and the fact that, for 4 € Z, S; is a contraction in
L?(y), it suffices to show (3.3.10) for a set of functions f,¢ € W, where W is such
that the vectorspace spanned by W is a dense subspace in L?(j).
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3.3.2  Successful coupling

We say that the dual process admits a successful coupling if foralln € N, &, &' € Q)

there exists a coupling {(651),552)) : t > 0} of the processes {{; : t > 0} starting
from ¢ and ¢’ such that the following stopping time

Tee = inf{T > 0: ét(l) = ét(z) forallt > T} (3.3.11)

is a.s. finite. We call this stopping time the coupling time. For this chapter, we will
make use of the following consequence of a successful coupling,

lim I/Pélgl(ggl) # (:t(z)) =0, (3.3.12)

t—o0

where ]IA’&@ is the path space probability measure of {(651), @t(z)) :t >0} starting
from (&, ¢&’).

3.3.3 Characterization of tempered invariant probability measures

The following theorem has two parts: the first parts is well-known and appears in
various context, e.g. [76, Chapter 2, Chapter 8]. We give its proof in this general
context mainly for the sake of completeness. The second part is inspired by [66] in
the context of the inclusion process.

THEOREM 3.2. 1. If there exists a succesful coupling for the dual process, then
for every tempered invariant probability measure y there exists a function
f:IN — [0,00) such that for all { € Q,,

u(g) = f(n). (3.3.13)

2. If y is a probability measure on () which is tempered, invariant and ergodic
then f(n) = f(1)". As a consequence, y is a product measure.

Proof. To prove item 1, by duality and the assumption that y is tempered, we can
use Fubini’s theorem combined with duality to compute

Eci(e) = [ Be(@(@,m) duly)
= /Evg(érm) du(n)
= [2@m du() = 1(@). (6314
Here in the last equality we used the invariance of . We conclude that 7 is a

harmonic function, which is bounded on each (, by the assumption that yu is
tempered.
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Therefore, using the assumed existence of a successful coupling, by (3.3.12)
together with dominated convergence, we obtain for &, &’ € (), the following

aE) = Egpae)
= Bepp@"1E") =&?)) +o(1)
= Eeen@)iE”) =& +o(1)

= Eg(f(g) +o(1) = (g") +o(1), (3-3.15)

where 0(1) — 0 as t — oo. This gives that ji is constant on Qy,, i.e., ji(¢) = f(n)
for some f : IN — R.
To prove item 2, we start by using the ergodicity combined with duality to write

/@(Crﬂ)d#(ﬂ)/Q(C/rﬂ)dﬂ(ﬂ)
= Jim 1 [7 [ D@ m)s0(, ) ) duty)

T—o0

T—o0

T A
= dim 1 [ [2@nEea@omannd, 6316

Here in the first step we used that - fo D&, )(n)dt = [D(&,n)du(n) holds
almost surely and in L'(x), and in the second step we used duality. Now let
¢ € Qy, &' € Qy be given. By item 1, we have f(n) = (), f(m) = ji(¢’). By the
homogeneous factorization of ©, we have for ¢ € Q,, &' € Oy, ¢ L &

D&MD) =D&+ m), (33-17)
and therefore, if & L &', we have that
[2@EnDE ) dun) = fn+m). (3318)

Now combine (3.3.16) and the assumption (3.3.9) with the temperedness of the
probability measure y to conclude

fonfm) = [D@n) duty) [ D&, m) dun)
1 T =~
= 7 [ [o@mEeD, ) dul) +o(1)
T
= 2 [ [ D@ mED @ )1 L&) dut) + o)
1 /T [
= 7 [ [Be®@+ e )1 L) du(n) +o()

1 T
— f/0 Eg (I(6 L §)f(n+m)) +o(1)
= flnt+m)+o(1), (3-3.19)
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where 0(1) — 0 as T — oo via (3.3.8), (3.3.5). This proves that for all £ € Q,,, ¢’ €
Q),,; we have

AC+E) =n@ne), (3-3-20)

which gives f(n) = f(1)". This implies that for all x,...,x, € G, kq,...,k, € N,

/ﬂd(kirﬂxi)dﬂ(ﬂ) = f(1)fatthn = li/d(ki,q)dy(q), (3.3.21)

which implies that y is a product measure. O

In the next theorem we prove that invariant tempered product probability mea-
sures are ergodic. This, combined with Theorem 3.2, completes the characterization
of the set of tempered ergodic probability measures.

We introduce

K:= { / D (x,7)du(n): p is an invariant tempered product probability measure}.
(3:3.22)

THEOREM 3.3. 1. If y is an invariant tempered product probability measure then
it is ergodic.

2. If there exists a successful coupling for the dual process, then the only
tempered invariant probability measures which are ergodic are the product
probability measures jg for which fig(&) = 6/¢| with 6 € K.

3. If there exists a successful coupling for the dual process, then
(TNI)e=TNZ ={pg:0 € K}, (3-3-23)
where (7 NZ), are the extreme points of 7 NZ.

Proof. For item 1, as indicated in the section where we defined mixing, it suffices
to show that

lim [ (&, n)EyD (& n:) () = BE)AE) (3-3-24)

because by assumption the vectorspace spanned by the D(¢, -) is dense in L?(u).



3.4 EXISTENCE OF A SUCCESSFUL COUPLING

Using duality, the assumption (3.3.9), the product character of the probability
measure y as well as the assumed temperedness of u (cf. (3.3.8)), and denoting
0(1) for a term which converges to zero as t — co, we get

[oEmELE mdut) = [0@nEDEm du(y)

= @c’/ﬁ(én)@(éw)l(ét L&) du(n) +o(1)

N (./.9(5"7)‘1”(’7)/lﬁg’@(éw)dﬂ(ﬂ))+o(1)
= /@(é‘r’?)dﬂ(’?)./‘Eq(g(él,m))dy(n)+0(1)
= /Q(grﬂ)dﬂ(ﬂ)/9(6/,77)dy(17)+o(1)

= @A) +o(1). (3-3-25)

Item 2 follows immediately from item 1 and item 2 of Theorem 3.2. To prove item
3, we only have to prove that

(TNI)=TnNLI. (3.3.26)

The implication “u € T NZ, implies u € (T NZ),” is obvious. To prove the other
implication, start from p € (7 NZ), and assume that we have

p=Avy+ (1A, (3-3:27)

with v, € Z and 0 < A < 1. Then we have, because u € T, that v1,1, € T, and
therefore, v1, v, € 7 NZ. But then, using that y € (7T NZ), we have t = v = 1,
therefore we conclude that u € Z,. O

3.4 EXISTENCE OF A SUCCESSFUL COUPLING

We can now state the main result of this chapter, i.e., the characterization of the
tempered ergodic probability measures for the three models of Section 3.2.1.

THEOREM 3.4. For all s € {—1,0,1}, the probability measures ¢ defined in Propo-
sition 3.2 are the only tempered ergodic probability measures of the process
generated by .Z;.

By Theorem 3.3 we need to show the the dual processes defined in Section 3.2.2
satisfy the assumptions from Section 3.3.1, along with the existence of a successful
coupling. We will start by proving that the original assumptions hold.

The irreducibility of the processes on the sets (s, = {§ € Qg : ¥, §(x) = n}
is clear from the irreducibility of the single particle random walk. For (3.3.9), let
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&' € QO and let (v;)"_; C V be the coordinates of the particles in the configuration
¢'. Note then that for every ¢ € Q¢

=

1=

Pe(@r L) < Y Pe(Gr(v) =1) < ) Eegr(on))- (3.4-1)

1 i=1

We are able to write &;(v;) = igswvw ¢t) cf. Remark 3.2. Hence, using duality

E[6i(0)] = Eq[S(0(t)] = Y pr(oi,w)E(w), (3.4-2)
weV

where v(t) is the path of a particle under the dynamics of the original process
starting from v;, and p;(v, w) is the corresponding transition kernel. Here we also
used that the dual of the dual is the original process (cf. Theorem 3.1, item 3).
Because ¢ is finite, the sum on the right-hand side is actually a finite sum, and
s0 (3.3.9) follows if p;(v,w) — 0 as t — oo for all v,w € V. To see that this holds,
note that for all x,y,z € Z% and 0,0’ € S we have that

pi((x,0), (y,0") = pe((x +2,0), (y +2,0)). (3.4-3)

Therefore, there can not exist an invariant probability measure for the single
particle random walk, which means that the random walk is either null-recurrent
or transient. Hence we indeed have that lim;_« p¢(v, w) = 0 for all v,w € V (see
e.g. [68, p. 26]).

In order to prove the existence of a successful coupling for the dual processes
we proceed as follows:

First, we consider multi-layer symmetric independent random walkers (IRW)
on V where the jump rates depend on the layer, i.e., RTP with A = 0 in (3.2.4),
which will be needed for the proof of our models. Second, we deal with interacting
particles, distinguishing the transient and recurrent cases for both models. Finally,
we prove the existence of a successful coupling for a general RTP, distinguishing
the cases where there are random walk jumps and the case where there are only
active jumps.

In order to prove the successful coupling of finite configurations with identical
particle numbers, we pass to a more convenient labeled particle configuration, i.e.,
when ¢ € NV with Yey §(v) = n, then ¢ = ¥} 6y, ) and we identify & with
((xl,al), . (xn,an)) € V" where over the course of time, these initially chosen
labels remain fixed. With this prescription, the configuration process ¢; induces a
unique process ((Xl,t/ 1), eer (Xt (fn,t)) on V",

3.4.1  Successful coupling of multi-layer symmetric IRW

The proof of existence of a successful coupling of multi-layer symmetric IRW makes
use of the Ornstein-coupling which is also used for the existence of a successful
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coupling of simple symmetric IRW on Z?. The argument can be found in e.g. [57],
however for completion we will give a proof here as well.

n
PROPOSITION 3.4. For all n € IN and y(l),y(z) € (Zd> , there exists a successful

coupling (Ygl), Y§2)> of simple symmetric IRW on Z¢ with initial conditions Y(()l) =

yD and YP = y@,

Proof. Since the particles move independently, we only have to show that there
exists a successful coupling of two simple symmetric random walkers on Z*.
Namely, if we can successfully couple any two particles in the two configurations

Ygl) = (Y(l) Y(l)) and YEZ) = (Y(z) Y(z)), then every stopping time

1t s Lyt 1¢ 7 L f

T; := inf {T >0: Yi(,tl) = Yl(tz) for all t > T} (3-4-4)

is a.s. finite. Note that the coupling time of Ygl) and YSZ) is then equal to
T = maxj<j<, T;, which is therefore also a.s. finite.

For the successful coupling of the pair Yi(t1> and Yl.(f), let {el,ez, ...,ed} be the

standard basis vectors of Z%. Then we can write
1 2
Yi(,t) — Yi(,t) = aye1 +ay ey + ...+ ageq. (3-4.5)

Here every ay ; is a simple symmetric random walk on Z. Now define the stopping
times

Ty i= inf{t > 0:a;; = 0}. (3.4.6)

(1)

It is clear that every T, is a.s. finite. After time 7, we let the processes Y},

k
and

Yi(f) copy each others jumps in the direction of e, i.e. a; = 0 for all t > 1. The

proof is now finished after the observation that 7; = max;<x<4 7, O
PROPOSITION 3.5. For all # € N and y(),y(?) € V", there exists a successful
coupling (Ygl),Y?)) of multi-layer symmetric IRW on V, i.e., RTP with A = 0,

with initial conditions Y((Jl) = y(l) and Y(()z) = y(z).

Proof. Similarly as in the proof of Proposition 3.4, we only have to show that there

exists a successful coupling of two random walkers (Yt(l), (Tt(l)) and (Yt(2), (Tt(z)) on
V. Initially we let the two random walkers evolve independently, up until the
stopping time ¢ defined as

¢:=inf{t>0: at(l) = (Tt(z)}. (3-4.7)

Note that this stopping time is a.s. finite since the set S is finite and the transition
rates {c(c,0’) : 0,0’ € S} on S are irreducible. After the stopping time ¢, we let
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the two random walkers copy each others internal state jumps, i.e., we define
the processes (Yt(l),(rt(l)) for i = 1,2 such that (Yt(l),(rt(l)) = (Yt<l),at(l)) fort <g
and (Tgt = 0; for t > 0, where ¢; is an internal state process starting from

0y = aél) = (Tg(2>.

We can again write

v(1) (2
Yg(+)t — Yg(Jr)t = ayse1 +ayrey + ... +dg 84, (3-4.8)
where every gy, is a continuous-time nearest neighbor symmetric random walk
on Z with (time-dependent) transition rates 271y, (¢x) > 0. We again define the
stopping times

Ty, = inf{t > 0: a;; = 0}, (3-4.9)
and after time 7, we let the processes (Yt(l),(rt(l)) and (?t(z), (Vft(z)) copy each others
jumps in the direction of e¢;. Note that the coupling time 7 is now equal to
T = G + maxj<k<4 Ta,, Which is a.s. finite. O

3.4.2  Successful coupling of multi-layer SEP

Let Xgl) and ng) be two finite configurations of multi-layer SEP particles with the
same number of particles. We split the proof of the successful coupling up in two
parts, namely the transient case and the recurrent case.

Transient case

Assume d > 3, then the random walk corresponding to the transition rates 77 (+)
is transient on Z for every o € S. Let Y; be an IRW process on N" with finitely
many particles. Since the transition rates are transient, for any R > 1 and any
starting position y = (y1,¥2, ., ¥n) such that [|y; — y;[|1 > R for all i # j, with
positive probability p(R) the particles in Y; starting from y will never have collisions.
Here a collision means that there is a t > 0 such that two particles (Y;,01,) and
(Y, 02,+) in the configuration Y; are at neighboring positions of each other, i.e. we
either have

Y1, —=Yorlli =1 and o1, =024, (3-4.10)

or

Y1 = Yo, and c(oqy,094) > 0. (3.4.11)

It follows that, conditional on the event that there are no collisions, the multi-layer
SEP particles move the same as multi-layer IRW particles.
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We now let the configurations Xgl) and X£2) move for some time T > 0. We de-
note by R(T) the minimal distance between two particles in the same configuration
at time T, i.e.

R(T) = min{ |1X(,) = X/, 13 = X1, (3.4.12)

with Xﬁ) € 7% the position of particle i in configuration Xgl). After time T, we
start the coupling attempt by letting the SEP particles copy the jumps of IRW
particles starting from X(T1 ) and X(T2 ), By Proposition 3.5, this attempt is successful
with probability larger than p(R(T)). This proof is now finished by noting that in

the transient case, we have that R(T) — c0oas T — oo and p(R) — 1 as R — co.

Recurrent case

For the case of d < 2, where every 7o (+) is recurrent, we will define the multi-
layer SEP process on the ladder graph (see e.g. [3]), i.e., we define the state space
Q= {0,1}V*4 with A = {1,2,..,a}). This space can be seen as the space
where on every site v € V there is a ladder with « steps, and every particle chooses
a step of this ladder if it moves to a new site. We can easily go back from a
configuration " € ()’ ; to a configuration in 7 € Q)_; by setting

n'(x,0,i), forall (x,0) € V. (3-4.13)

M-

Il
—_

n(x,0) =

We now define the process on ()’ ; through the generator

o

v, W
LLf) = ) M’?Ev,j) (“ - UEw,k)> Vipwof), — (3414

jk=1v,weV &

i.e., it is the simple symmetric exclusion process on V x A where particles choose
a step on the ladder A uniformly. It is easy to see that .#”, on )’ ; corresponds
to the generator .Z_1 on Q)_; through (3.4.13). The successful coupling of the
multi-layer SEP now follows from the successful coupling of the simple symmetric
exclusion process on () 1- Since the set V' x A is countable, this result is already
known, for example in [76, Chapter VIII].

3.4.3 Successful coupling of multi-layer SIP

The successful coupling of SIP on Z? has already been shown by Kuoch and
Redig in [66] and can be extended to our framework of multi-layer particles. In
the transient case, this proof uses the same principle as the proof of a successful
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coupling for multi-layer SEP above, i.e., we let the particles spread out far enough
such that there are no collisions with positive probability, after which the particles
move like independent random walkers for which there exists a successful coupling
by Proposition 3.5. The proof of the recurrent case actually uses a similar approach
as in the transient case, in which it lets the particles spread out over time and
afterwards makes a coupling attempt. The probability that this coupling attempt
is successful has non-zero probability. If the attempt fails, i.e., there is a collision,
a new coupling attempt is made. Since these coupling attempts have non-zero
probability of success and are independent, there will be a successful coupling
eventually. For more details on both proofs, see [66].

3.4.4 Successful coupling ofR/T\P

For the RTP process we will also look at two cases, namely the case with random
walk jumps of particles, i.e., ¥ > 0 in (3.2.4), and without random walk jumps. For
the case of k > 0, we will see that the successful coupling of RTP is a corollary of
Proposition 3.5 by copying the active and internal jumps of the process. If x =0,
then we will need the additional assumption given in (3.2.5). With this assumption
we are able to use a similar argument as in the proof of Proposition 3.5 to prove
the existence of a successful coupling.

Successful coupling of RTP with x > 0

For (X¢,07) a single RTP particle, we can decouple the dynamics of X; through the
following decomposition,

Xi =Y+ 7Zy, (3.4.15)

where Y} is a symmetric random walk starting from Xy and Z; are the active jumps
starting from 0, both of which are dependent of 0.

Since we are dealing with configurations of independent random walkers again,
we only have to prove the existence of a successful coupling of two random walkers
(Xt(l), (Tt(l)) and (Xt(z),at(Z)). Similarly as in the proof of Proposition 3.5, we let the
two random walkers evolve independently up until the stopping time ¢ defined
as in (3.4.7). Afterwards, we let the random walkers copy each others internal
state jumps, i.e., we define the processes ()V(t(i),cvrt(i)) fori =1,2 as ()V(fi),cvft(i)) =
(Xt(i),(ft(i)) for t < ¢, and

VQ(?-t) = ( Vt(i) + Zt,51) (3-4.16)
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()

v (i
where Y,

(i)

is again a symmetric random walk starting from X/, Z; are again the

active jumps starting from o, and ¢; is as defined in the proof of Proposition 3.5.

Note that the difference of the positions of the two processes is now equal to

(1) w2 1) w2
X£+)t - Xé+)t =Y = Yt< Py (3-4-17)

i.e., the difference between two symmetric random walkers. The result now follows
from Proposition 3.5.

Successful coupling of RTP with x = 0 and A > 0

and

Just as in the previous case, for two RTP processes, denoted (Xt(l),(ft(l))

(Xt(z),at(2>), we define the stopping time ¢ as in (3.4.7), and set up the processes

()V(t(i),(ffi)) for i = 1,2 such that ()V(t(i),(ffi)) = (Xt(i),(ft(i)) fort < ¢and O’éi)_t = 0y for
t>0.
By (3.2.5) we can now write

}V(éi)t - }V(éi)t = by v(07) + bov(02) + .. + by (o) (3-4.18)

form = |S|, oy € Sand by; € Z for all k and t > 0. For every k, the couple (by ;, 07)
is a random walk on Z x S with the following dynamics:

- If &4 = 0y, by moves as a continuous-time nearest neighbor symmetric
random walker on Z with rate A.

- If &} # 0y, by does not move.

Since S is finite and the transition rates ¢(¢, ') are irreducible, these random walks
are recurrent as their discrete counterparts are recurrent. This implies that the
stopping times

Ty, = inf{t > 0: by, = 0} (3-4.19)

are almost surely finite. After every time 7, , we let the process }V(éi)t copy the

jumps of X’é?t in the direction of v(cy). For the coupling time 7, we then again

have that T = ¢ + maxj << Ty, -

REMARK 3.3. We are able to extend the results of this section to the case where we
take S countable. We would need the additional assumption that the transition
rates ¢(o,0’) are positive recurrent, which ensures that we return to any o € S in
almost surely finite time. For the interacting particles we would then distinguish
between the cases where the transition rates p(v, w) in (3.2.1) are transient and
recurrent (note that the latter need not be the case where d < 2). For the RTP, the
positive recurrence of ¢(v,0’) ensures that every stopping time Ty, In (3.4.19) is
almost surely finite.
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STATIONARY FLUCTUATIONS OF RUN-AND-TUMBLE
PARTICLES

In the last chapter we showed that the product Poisson measures with constant
density are ergodic for the run-and-tumble particle system. In this chapter® we
continue studying run-and-tumble particles and determine the hydrodynamic
limit and the stationary fluctuations. For the latter, we need to start our process
from an ergodic measure, and we then prove that the fluctuations converge to an
infinite dimensional Ornstein Uhlenbeck process. We discuss also an interacting
case, where the particles are subjected to exclusion. We then study the fluctuations
of the total density, which is a non-Markovian Gaussian process. By considering
small noise limits of this process, we obtain in a concrete example a large deviation
rate function containing memory terms.

4.1 INTRODUCTION

In this chapter we consider a system of independent run-and-tumble particles
on Z and study the stationary fluctuations of its empirical distribution. Because
particles have positions and internal states (which determine the direction in which
they move and/or their rate of hopping over lattice edges), the hydrodynamic
limit is a system of linear reaction-diffusion equations, describing the macroscopic
joint evolution of the densities of particles with a given internal state. In this sense,
this chapter can be viewed as a study of macroscopic properties of the multi-layer
particle systems which we studied in Chapter 3. The study of hydrodynamic
limits and fluctuations around the hydrodynamic limit for particles with internal
states, or alternatively, multi-layer systems is quite recent, and to our knowledge
at present only a limited set of results is known: see [64], [37], [3], [101].

Our interest in multi-layer systems is motivated from the study of active particles
(see e.g. [23]), the study of double diffusivity models (see e.g. [37] and references
therein), and finally the study of particle systems described macrosopically by
equations containing memory terms. In this chapter we consider multi-layer

1 This chapter is based on [98].
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systems in which duality can be applied. Duality is a powerful tool which reduces
the study of the hydrodynamic limit to the scaling limit of a single (dual) particle,
and as we show in this chapter (see Section 4.3.1 below) also determines uniquely
the covariance of the stationary fluctuations of the empirical density of particles.
Provided one can show that the stationary fluctuations converge to a Gaussian
limiting (distribution-valued) process, this limiting covariance uniquely determines
the limiting stationary Gaussian process.

In this chapter we prove that the fluctuation fields of the densities of particles
with given internal state converge to a system of stochastic partial differential
equations. In these limiting equations, the drift is determined by the hydrodynamic
limit, whereas the noise has both a conservative part coming from the transport
of particles with a given internal state as well as a non-conservative part coming
from the flipping of internal states. We first deal with a system of independent
particles, which has a simple dual consisting of independent particles with reversed
velocities. Next we indicate how to deal with interacting particles such as layered
exclusion processes, where still duality can be used.

One of our motivations of studying fluctuation fields of particles with internal
states is to understand fluctuation properties of the total density, i.e., disregarding
the internal states of the particles. The configuration which gives at each site
the total number of particles is one of the simplest examples of a non-Markovian
interacting particle system. The study of the hydrodynamic limit, fluctuations
and large deviations around the hydrodynamic limit for non-Markovian particle
systems is largely terra incognita. Therefore, we believe that simple examples
in which one can have some grip on the explicit form of fluctuations and large
deviations are important to obtain.

In our setting, we prove that the fluctuations of the total density of particles con-
verges to a Gaussian distribution-valued process which satisfies a non-Markovian
SPDE. We provide a concrete example where we can explicitly characterize the
large deviations of the limiting SPDE in the small noise limit. These large devi-
ations give an indication of the large deviations of the total density of particles.
The latter can of course also be obtained via a contraction principle from the large
deviations of the joint densities of particles with a given internal state. However,
the large deviation rate function obtained via this contraction principle is very
implicit, and therefore in this chapter we preferred not to follow this road in order
to obtain an explicit form of the memory terms of the rate function.

The rest of this chapter is organized as follows. In Section 4.2 we introduce the
run-and-tumble particle model and state preliminary results on ergodic measures,
duality and hydrodynamic limit, the latter of which will be proven in Section
4.6. In Section 4.3 we state the main result on stationary fluctuations for inde-
pendent particles, Theorem 4.3, provide a direct proof of the limiting covariance
in Section 4.3.1, and consider an interacting case, namely a multi-layer version
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of the symmetric exclusion process, in Section 4.3.2. In Section 4.4 we study the
hydrodynamic limit and the fluctuations of the total density of particles, and prove
a large deviations result for the limiting fluctuation process in a particular case. In
Section 4.5 we prove the Theorem 4.3.

4.2 BASIC NOTATIONS AND DEFINITIONS

Let V:=Z x 5, with S C Z a finite set. The set V is the state space of a single
run-and-tumble particle. We see elements v = (x,0) € V as particles with position
x € Z and internal state ¢ € S. The dynamics of a single run-and-tumble particle
are now as follows

i. At rate kN? the particle performs a nearest neighbor jump, i.e., (x,0) —
(xx1,0)
ii. Atrate AN the particle performs an active jump in the direction of its internal
state, i.e., (x,0) = (x+0,0).
ili. Atrate c(co,0”) the particle changes its internal state from ¢ to ¢/, i.e. (x,0) —
(x,0"). Here we assume that the rates {c(c,0’) : 0,0’ € S} are irreducible
and symmetric, i.e., c(o,0’) = c(o’, 7).

The run-and-tumble particle process is the Markov process {#; : t > 0} on the
state space () := INV consisting of independent random walkers on V where every
particle has the dynamics as described above.

From the dynamics we can write down the following generator Ly acting on
local functions, i.e., functions f : () — R which only depend on a finite number of
sites in V.

Luf(n) =xN? 3 n(x,0) (f(p@2000)) 4 (o= 0m1)) —af () )

(x,0)eV
HAN L () (fylon=teson) — f(p))
x,0)eV
+ ¥ X nxo)e(o,o) (Fne0=E) — ). (42.1)
(x,o)eVo'es

Here 7(x, ) denotes the number of particles at site (x,0) € V in the configuration
i, and (7 )=(¥.") denotes the configuration 1 where a single particle has moved
from (x,0) to (y,0').

With this choice of scaling, in the macroscopic limit, the densities of particles
with a given internal state satisfy a system of linear reaction-diffusion equations
(see Section 4.4.1 below for the explicit form). Equivalently, one can view the choice
of scaling as a diffusive time scale (t —+ N?t), a weak asymmetry (active jumps in
the direction of the velocity occur at rate N = N 1N 2), and a slow reaction term
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(changes of internal state happen at rate 1 = N~2N2. The scaling is also such that
the motion of a single particle converges to a multi-layer Brownian motion with
layer-dependent drift (cf. Section 4.2.1 below).

4.2.1  Scaling limit of the single particle dynamics

We will denote by .#y the Markov generator of a single run-and-tumble particle
(rescaled in space), more precisely, the generator of the process (%, 0¢) where X;
denotes the position and ¢; the internal state of the particle.

This generator acts on a core consisting of test functions on the space R x S,
which we denote by C, and which is defined via

Cos={¢p:RxS—=>R:¢(,0) € CC(R) forallc € S}. (4.2.2)

The generator .#y then reads as follows:

Ing(x,0) = kN?(9(x + §,0) + $(x = {,0) = 20(x,0))
+ AN(gb(x + %, o) —¢(x,0))
+ Y o (x,0') — ¢(x,0)). (4-2.3)

o'es

Corresponding to this generator we have the corresponding Markov semigroup
which we denote by SN. Via Taylor approximation we obtain that #N¢ — A¢
uniformly as N — oo, where A is the differential operator given by

Ap(x,0) = (59xx + 0Adx) p(x,0) + Y c(o,0”) (¢p(x,0") — p(x,0)).  (4.2.4)

o'es

Because A generates a Markov semigroup as well, as a consequence of the con-
vergence of the generators we can also obtain SN¢ — ¢!4¢ uniformly for all
¢ € Coyg, i.e., the functions space consisting of functions ¢ : R x S — R such that
¢(-,0) € Co(R) forall o € S.

The operator A above is also an operator on (a subset of) the Hilbert space
L?(dx x | - |s), where | - |5 is the counting measure over S. The inner product on
this Hilbert space, denoted by ((-, -}), is the following

=) / ¢(x,0)p(x,0) dx. (4.2.5)

ceSs

Later on we will need the adjoint of the operator A with respect to this inner
product, which acts on ¢ € CZ% as follows:

A*Pp(x,0) = (50xx — 0Adx) ¢(x,0) + Y c(0,0") (p(x,0") — p(x,0)).  (4.2.6)

o'es
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4.2.2  Basic properties of independent run-and-tumble particles

Before we state the theorem of the stationary fluctuations, we first review a few
known results on run-and-tumble particles which we need.

Stationary ergodic product measures

We define the measures u¢, with ¢ € [0, 0), as the product Poisson measure with
density o, i.e.
&) Pois(o). (4.2.7)

(x,0)eV

In Chapter 3 we proved that these measures are stationary and ergodic with respect
for run-and-tumble particle process {#; : t > 0}. For this reason, when we study
the stationary fluctuations of the densities of particles with given internal state, we
will start the process {#; : t > 0} from the measure p°.

Duality

DEFINITION 4.1. We say that two Markov processes {77t > 0} and {gt > 0}, on
the state spaces () and ()’ respectively, are dual to one another with respect to a
duality function © : Q x ) — R if

Ey [D(Z, )] = Eg [D(&1,1)] < oo, (4.2.8)

where E; denotes the expectation in {r; : t > 0} starting from 7 and ]/Eé the
expectation in the dual process {; : t > 0} starting from ¢.

In Chapter 3 we proved that the run-and-tumble particle process is dual to its
time-reversed process where the active jumps are in the reverse direction, i.e., the
process corresponding to the following generator

Infln) =N Y (x,0) (f (g0 0010 4 f (o= G100) —2f(yp))

(x,0)eV
HAN L (o) (fylon=Con) — £(p))
x,0)eV
I Z Z U(x,U)c((T,(T/) (f(W(X,U')—?(X,UJ)) —f(ﬂ)) ) (4.2.9)
(x0)eV o'eS

The duality function is then given by

= JL awon (U(fj‘;f)’)i tmoy Eo) <nxe), (4210
(x,0)€V ’ .
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where I denotes the indicator function, and where ¢ is assumed to be a finite
configuration, i.e.,

Y &(x,0) < oo (4.2.11)

In this chapter we will mostly need this duality relation in the form of duality
with a single dual particle, i.e.,

Ey[ni(x,0)] = ]E(x,a) [W(}A{t,?ft)], (4.2.12)

where (%,@) is the process corresponding to the (time-reversed) generator .,?1\\]
given by

Dng(x,0) = kN*(P(x + 4, 0) + ¢(x — §,0) —2¢(x,0))
+AN(¢(x — ., 0) — ¢(x,0))
+ Y clo,d)(¢p(x,0') — ¢p(x,0)). (4.2.13)

o'es

We denote the corresponding Markov semigroup of this process as §{\[ . By a Taylor
expansion, we obtain that Z\]gb — A*¢, with A* defined as in (4.2.6), uniformly
in N for all ¢ € C, and therefore we are able to write for all § € Cps that

§f\’ ¢ — 't ¢ uniformly.
4.2.3  Hydrodynamic limit

In this section we will briefly mention the hydrodynamic limit of the run-and-
tumble particle process. For the proof, which follows standard methodology, we
refer to the appendix.

Given a function ¢ : R x S — R such that ¢(-,0) € Cz(RR) for all o € S, we start
by defining the product Poisson measures y?\] for every N € N as follows

= (X Pois(o(5,0)). (4.2.14)

(x,0)eV

This is the local equilibrium distribution corresponding to the macroscopic profile
0.

Furthermore, for every N € IN, the process {n)N : t > 0} is the run-and-tumble
particle process started from 170 ~ Ul N+ We can now define the empirical measures
of the process, denoted by 7Y 01 = = {nN :t >0}, as follows

N, Zvnt x,0)68 (&0 (4.2.15)
XIT S
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where ¢ is the dirac measure. We think of 7t} as the macroscopic profile corre-
sponding to the microscopic configuration #;. In the rhs of (4.2.15) every particle
of type o contributes a mass 1/N at the “macro spatial location” x/N.

For every t > 0, 7)Y is a positive measure in the space of Radon measures on
R xS, denoted M, such that when paired with a test function ¢ € Cy we obtain

1
(o) =% L nMx0)e(0). (4.2.16)

(x,0)eV

By the choice of the initial distribution, we have at time ¢ = 0 zero that

<7Té\],<p> — /Q(X, o)p(x,0)dx (4.2.17)
We then have the following result for the hydrodynamic limit.
THEOREM 4.1. For every t > 0,e > 0and ¢ € Cé’f’S, we have that

Iim P (
N—o0

where ¢;(x, o) solves the PDE ¢; = A*g; with initial condition gy(x,0) = o(x, 7).

() - ¥ [ e o)g(x,0)dx

oeS

> 8) =0, (4.2.18)

This results is actually a corollary of an stronger theorem which shows con-
vergence of the trajectories nfg’T] in the path space D([0, T|; M) equipped with
the Skorokhod topology. Let « = {a; : t > 0} denote the trajectory of measures
on R x S such that for all t > 0,¢ € C7 we have that (a, ¢) = ((¢, 01)), where
0t solves the PDE in the above theorem. The trajectory « is then the unique

continuous path in D([0, T]; M) such that for all ¢ € C%

p t
My (@) = (ar, ) — (w0, P) — /O (a5, Ag) ds = 0. (4.2.19)

THEOREM 4.2. For any N € IN, let PN be the law of the process nfgﬂ. Then PN — 6,
weakly in D([0, T]; M) for any T > 0, with a the unique continuous path solving
(4.2.19).

For the sake of self-containedness, the proof of Theorem 4.2 is provided in the

appendix. The method of proof is standard and it follows Seppaldinen, in [104,
Chapter 8].

4.2.4 Fluctuation fields

For every N € IN we start {7V : t > 0} from the ergodic measure u¢ with ¢ > 0

constant. We then define the fluctuation field Y[Ia] 7= {YN:te€[0,T]} as

1
YN=— Y (N(x,0)—0)dx ... 2.
t \/ngz (rjt (X U) Q) (N,g') (4220)
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*

This process takes values in the space of distributions on R x S, denoted by (C%)*.
We expect the fluctuation field Y[]g 1) to converge weakly to a generalized stationary

Ornstein-Uhlenbeck process. Before we can state the result we first recall some
basic definitions of space-time white noise (see e.g. [56] for a detailed account).

DEFINITION 4.2. A random distribution % is called a white noise on R x S if {{(¢, #') :
¢ € CZ,} is jointly centered Gaussian with covariance

E[(7,0) (7 )] = (¢ ) - (4.2.21)

where ((,)) denotes the inner product defined in (4.2.5). We denote by d%#; the
time-differential of space-time white noise. This object is such that when paired
with a test function ¢ € C% and integrated over time gives a Brownian motion,
ie.,

[ @) =B, 4222

where B(-) is a standard Brownian motion on R. We denote by dé—/f’ the corre-
sponding space-time white noise. This random space-time distribution is such
that forall ¢ : [0,T] x R x S — R, with ¢(t,-) a test function <dd—7f,4>> is jointly
Gaussian with covariance

E[(Se) (Se)] = [ weoveman e

REMARK 4.1. Informally speaking, a white noise on R x S is a Gaussian field
W(x, o) with covariance é(x — y)J, ,+, and a space-time white noise on R x S is a
Gaussian field W(t, x, o) with covariance 5(t' — £)d(x — y)Jy ;.

4.3 STATIONARY FLUCTUATIONS

We are now ready to state our result on stationary fluctuations. We start with the
case of independent particles; in Section 4.3.2 below we will consider an interacting
case.

THEOREM 4.3. Assume that 1y is distributed according to the Poisson product
measure ;2. For every N € IN, let QN denote the law of the process Y[I(\)I 7] defined

in (4.2.20). Then QN — Q weakly in D(]0, T]; (Cos)*) for any T > 0, where Q is
the law of the stationary Gaussian process Y satisfying the following SPDE
dY; = A*Y; dt + \/2x00y A} + \/20% d¥;. (4.3.1)

Here d#; and d%; are two independent space-time white noises on the space
R x S, and X is the operator working on test functions ¢ € C% as

(Zg)(x,0) = = ) c(o,0) (¢(x,0') = p(x,0)). (43.2)

o'es
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By the assumed symmetry of the rates c(c, 0’), for ¢, p € CZ%5 we have ((Z¢, ) =
((¢,Zy)), and moreover ((X¢p, 1)) > 0. Hence the operator is bounded, self-adjoint
and non-negative and therefore its square root v/X is well-defined. The process
dx d#; is defined as the process of distributions such that for all ¢ € Cgf’s

(0x A4, ¢) = — (AW}, 0x¢) . 4-3-3)

The rigorous meaning of the SPDE in (4.3.1) is defined in terms of a martingale
problem as in [61]. More precisely, the map ¢ — (Y3, ) is the solution of the
following martingale problem: for every ¢ € C(, the following two processes

t
///t¢(Y[O,T]) =Y, ¢) — (Yo, ¢) — / (Ys, Ag)ds,
0

M Yior) = 4] (Yior))? = 2tx0 ((9x¢, dx)) — 2t0 ({9, Z4)) (4-3-4)

are martingales with respect to the natural filtration .% = (Y5 : 0 <s <'t).

4.3.1  Stationary covariance of the fluctuation fields via duality

We will first compare the covariance structure of the limiting process of Y[ON, 7] with
the covariance structure of the process solving the SPDE in (4.3.1). This covariance
uniquely characterizes the process. More precisely, if we can prove that YN — Y;
where Y; is a distribution-valued stationary Gaussian process, then the covariance
E((Y:, ¢) (Yo, ¢)) uniquely determines this process. In that sense, the computation
of the covariance already determines the only possible candidate limit Y;. As
we show below, the covariance is in turn completely determined by the scaling
limit of a single dual particle. This shows that for systems with duality, both the
hydrodynamic limit and the stationary fluctuations are uniquely determined by
the scaling limit of a single dual particle.

PROPOSITION 4.1. For all ¢, € CZ°(R x S)
lim BN, 0) (0, 9)] = B[V 9) (Y0 9)] = o ((¢H9,9)) . (435

Here E denotes the stationary expectation starting from the initial configuration
distributed according to 7o ~ u°.

Proof. If Y is a solution to the SPDE in (4.3.1), then we can write

t
(Y, ¢) = 4! (Vo) + (Yo, 9) +/0 (Ys, Ap) ds, (4-3.6)
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where //4¢(Y[0,T]) is a martingale with respect to the filtration % = o (Y5 : 0 <s < 't)
such that ///g) (Y|o,71) = 0. By the martingale property we have that

E[.4 (Yoo ) (Yo, $)] = E[E[4 (Yo 1) (Yo, §)| o]
= ]E[(YO/¢>1E[///t¢(Y[O,T])|350H =0, (4.3.7)

and so
B[(%, ) (Y, 9)] = B[00, 9) (Y0, 9)] + [ B, A9) (Yo, 9] ds. (439)

Therefore, using that E[(Yp, ¢) (Yo, )] = 0 ({(¢, ¢)) we obtain that if Y is a solution
of (4.3.1), then we have

E[(Y,,9) (Yo, )] = E[(Yo,e"9) (Yo, 9)] = o (9, ¥) ).  (43.9)

On the other hand, for any N € IN we have that

E [N, o) (08, ¢)]

=
2
3
=
B
q\
—_— —
&
=
=2
=
S
|
&
)
=
q\
|
=
Q.
£
=)
=

(4.3.10)

where we used duality for the second equality and Fubini for the last equality.
Now note that, because u¢ is a product of Poisson measures, the covariance term
is equal to ¢ if and only if (X;,0;) = (y,0”) and zero otherwise. Therefore

s 95,0V E o) [Covye (n(Xe, 00, 1(y, )|
yo')ev
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Here SA{\] is the semigroup of the Markov process (%,fn), for which we have
the following uniform convergence §{\[ ¥ — et4"y (see Section 4.2.2) . By now
combining (4.3.10) and (4.3.11), we find that

E [0, 9) 08 9)] = o % L L @G
x,0)eV (y,0')e
e << “v))
=o-((epp)), (4.3.12)
which concludes the proof. O

REMARK 4.2. In Proposition 3.2, the only place where the independence of the
particles is manifest is in the pre-factor ¢ which corresponds to the limiting
variance of the fluctuation field at time zero, because 7y is distributed as #¢. When
considering any other system which satisfies duality, when A is the scaling limit
of the single particle generator, and x(0) is the limiting variance of the fluctuation
field at time zero, we find that the limiting covariance is given by

E[(Y:, ) (Yo, #)] = x(o) ({c“g-4) ). (4:3.13)

E.g. for the exclusion process studied in the section below, x(0) = o(a — 0).

4.3.2 Interacting case: the multi-layer SEP

The multi-layer symmetric exclusion process, or multi-layer SEP, is a generalization
of the symmetric exclusion process on Z to the multi-layered setting on Z x S. For
this process we look at configurations 77 € {0,1,...,a}" with « € N, i.e., there are
at most « particles per site v € V. Instead of having an active component on every
layer o € S like the run-and-tumble particle system, multi-layer SEP switches to a
different diffusion coéfficient, denoted by «,, between the layers. The generator of
this process is then as follows

EPf =N ¥ & ¥ n(x0) (a—1ly,0)) (Fn™0) - £(n)

(xo)eV  |x—y|=1
+ ¥ ¥ cloo)nxo) @ —n(xo) (f® ) = f).
(x,0)eVa'eS
(4.3.14)
In Chapter 3 we proved that this process is self-dual and has ergodic measures

given by product Binomial measures v, = @,cy Bin(a,0) where ¢ € (0,1) is
constant.
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The corresponding single-particle generator is then given by

L p(5,0) = v (9 + )+ 9l — 3,0 — 29(x,0)
+ ) cle, ) (¢p(x,0') = p(x,0)), (4.3.15)

o'es
and .23t ¢ — B¢ uniformly, where

(B9)(x,0) = 5000 (x,0) + 1 ac(o,0) (p(x,0') ~ p(x,0). (4316)

o'es

Since we took the rates ¢(o,0’) symmetric, this operator is self-adjoint in the
Hilbert space L?(dx x | - |s).

Using the same line of proof as in Section 4.5 below, we obtain the following
SPDE for the stationary fluctuation field,

dY; = BY;dt + \/20(x — 0)Kdy A% + \/20(ax — )= d¥. (4-3.17)

Here K is the operator given by (K¢)(x,0) = x,¢(x,0). Note in the noise terms
the appearance of the terms o(« — ¢) instead of ¢ as in (4.3.1). This comes from
the fact that for (x,0) # (y,0’)

Ey, [s(x,0)(a — s (y,0'))] = 0(a — 0), (4.3.18)

which plays a role in the calculation of the expectation of the Carré du champ
operator.

4.4 SCALING LIMITS OF THE TOTAL DENSITY

If we sum over the layers, i.e., over the o-variables, then the resulting configuration
which gives the total number of particles at each site is no longer a Markov process.
Therefore, both in the hydrodynamic limit as well as in the fluctuations we expect
memory terms to appear in the form of higher order time derivatives in the limiting
equations. The stationary fluctuations of the empirical distribution of the total
number of particles will then become a non-Markovian Gaussian process which
we can identify explicitly.

Next, we consider the small-noise limit of these fluctuations. We then obtain
a large deviation principle via large deviations of Schilder’s type for Gaussian
processes (i.e., small variance limit of Gaussian processes, see e.g. [30] p. 88, and
also [73]), and we have memory terms in the corresponding large deviation rate
function. We will make these memory effects explicit in the simplest possible
setting where ¥ = 0 in (4.2.1). To our knowledge, this is the first example of an
explicit expression for a large deviation rate function of the empirical distribution
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of particles in a non-Markovian context. In general such rate functions can be
obtained from the contraction principle of the Markovian multi-layer system, but
this expression in the form of an infimum is implicit, can rarely be made explicit,
and therefore does not make manifest the effect of memory terms.

In the whole of this section, for notational simplicity, we further restrict to
S = {—1,1} (two layers) and put ¢(1,—1) = ¢(—1,1) =: . The aim is then to
study the fluctuations of the total density of particles, where we sum up the
particles in both layers. This produces an empirical measure and fluctuation field
on R given by

1
M=t T o

(x,0)eV

ZN = ¥ (p(x0) - )6

\/N (x,0)€V % . (-2

x,
N
4.4.1  Hydrodynamic equation for the total density

From Theorem 4.1 we can deduce that {}¥ converges in probability to ¢:(x) dx,
where the density ¢;(x) is the sum of the densities on both layers, i.e., 0;(x) =
0t(x,1) 4+ 0t (x, —1) with ¢¢(x, o) the solution to the hydrodynamic equation ¢; =
A*0;. We can rewrite this equation as a coupled system of linear PDE’s given by

01(x,1) = (50xx — A0x) 0r(x, 1) +v(0t(x, =1) — 0:(x, 1)),
(4-4-2)
0¢(x, —1) = (50xx + A0x) 0t (x, —1) + v(0r(x, 1) — 01 (x, —1)).
Summing up both equations gives us a PDE for the total density o;(x) depending
on the difference of the densities, denoted by A(x) := 0;(x,1) — 0¢(x, —1).
0(x) = 50xx0t(x) — AdxAr(x),
(4-4-3)
Ap(x) = 50xxAs(x) — Adx0r(x) — 27A¢(x).

From this system we can actually find a closed equation for ¢(x). Namely, by first
taking a second derivative in time of the upper equation we find that

0¢(x) = 50ux0s(x) — Adxe(x)

= J0uc0r(x) = Ay (S0 (¥) = Adxer(x) —20M4(x) ). (444)

Now we use that from the first equation in (4.4.3) we have —AdxA¢(x) = ¢¢(x) —
50xx0¢(x). Substituting this in (4.4.4), we find the following closed equation for
the total density

KZ
) = (D + 20)0(6) = (2 =000 = 00 00 Ga)
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4.4.2  Fluctuations of the total density

For the analysis of the fluctuation field of the total density we first define the
fluctuation fields of each layer, and then by taking higher order derivatives as in
the previous subsection, we obtain a second order SPDE for the fluctuations of
the total density (cf. (4.4.17) below). We first set up a framework where we can
rigorously deal with the various distributions coming from the SPDE given in
(4.3.1) corresponding to both layers. We start by defining a fluctuation field for
each layer individually.

1
N _ - X - 4.
Yip = i erz: (1e(x,0) Q)5Nf ce{-1,1} (4.4.6)

The relation between these fluctuation fields and Z} is as follows: for every ¢ € C®
we have that

(zV,9) = (¥N9)+ (¥ 19). (447)

However, there is also a direct relation between the fluctuation fields on both layers
and the fluctuation field Y on R x S defined in (4.2.20): for every ¢ € Cs the
following holds

(x9) = (¥ o0 1) + (¥ 190, -1). 448)

In this way Y}, but more importantly its limiting process Y, can be interpreted as
a row vector of distributions, Y; = (Yt,l Yt,—l)/ working on a column vector of

functions, ¢ = (¢(-,1) ¢(-, —1))T. With this in mind, we can look at the vector
representation of the measure A*Y;. We have that

(A", ¢) = (Y1, Ad)
= (Yi,1, (50xx + A0x)$(+, 1)) + (v (Vi1 — Yi1), ¢(- 1))
+ (Ye-1, (50xx — A0x)P(+, —1)) + (v(Ye1 = Yi-1), (-, —1))
= ((50xx = A0)Yi1 + (Vi1 — Y1), ¢(-, 1))
+ ((50xx + A0x) Y1 +v(Yi1 — Y —1),¢(-, —1)) . (4-4-9)

Therefore A*Y; corresponds to the following vector of distributions

(5000 — A0) Vi1 + 7 (Y1 — Yi1) \ |
AYY; = (4-4.10)
( )

%axx + )\ax)Yt,—l + ')’(Yt,l (P
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In a similar way we can find a vector representation of the noise part in the SPDE
(4.3.1), namely

T ~ T
/25005 A% + /205 A = /2xody [ V1) 4 2o [ WV
dwt,fl th’,1
~ ~ T
{ V/2rea. AW, + 7 (olwt,_1 - dwt,l)
V/2x00x dW; 1 + /70 (thll — th’71> ,
(4.4.11)

where all the dW; ;, th,i are independent space-time white noises on IR. Denoting
W, = ﬁ(th,l — VNVt,l), then W; is again a space-time white noise in R. In this
notation, the SPDE in (4.3.1) actually gives us a system of SPDE’s given by

dYi1 = [50xxYi1 — A0xYir + 9 (Ve 1 — Yi1)] dt + /2x00: dW; 1 + /70 dW;,

dy; 1= [gaxth,,l +A0Y; 1+ (Yt,l — Yt,fl)] dt +./2x00xdW; _1 +,/70 th
(4.4.12)

Now we are able to sum up these equations to get an SPDE for the fluctuation
process of the total density Z;. Just like in the hydrodynamic limit, this will again

depend on the difference of the two processes above, denoted by R; := Y; 1 — Y; ;.

This gives us the following system of coupled SPDE’s

dZt = [%axxzt — /\axRt} dt + 2, /Kan th,Z/

(4-4.13)
dR; = [%axxRt — A0y Zs — 2’)/Rt] dr + 2\/@8;( th,R +2,/2v0dW,,
where
Wiz = = (Wit + Wi 1), Wir=—= (W1 —W; 1) (44.14)
tZ = ﬁ £1 t—1)/ LR = V2 1 t,—1 4-4.14

which are independent space-time white noises on R.

4.4.3 Covariance of the total density

The process Z; introduced as in (4.4.13) is a (non-Markovian) stationary Gaussian
processes. Therefore, we can characterize Z; through its covariances. Using (4.4.7)
and (4.4.8), we can actually relate this covariance to the covariance structure of
Y;, which we have already calculated in Proposition 4.1. In order to do so, for
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a given ¢, ¢ € CZ we define the functions ¢, € C via ¢(x,0) = ¢(x) and
P(x,0) = P(x). The covariance can then be computed as follows

[(th ¢) (Zo, )]
[(<Yt 1/ > <Yt 1/ >) (<Y0 1, ¢> + <YO,711 lP>)]
E[((Ye1, ¢ 1)) + (Yi,—1,0(, 1)) ((Yo1,9(-, 1)) + (Yo,-1,¥(-, —1)))]
= IEKYt/ ¢) (Yo, ¥)]
=0 ((¢¢.9)). (4.4.15)

This covariance strongly resembles the covariance of a stationary Ornstein-Uhlenbeck
process, but notice that the semigroup e works on the “extended” functions @, ,
which corresponds to the non-Markovianity of the process {Z;, t > 0}.

Notice that the formula for the covariance obtained in (4.4.15) is solely based
on duality, and is therefore valid as long as we have duality for the multi-layer
system, i.e., beyond the case of two internal states and including also interacting
cases such as the multi-layer SEP.

4.4.4 Closed form equation and large deviations for the case x = 0

In the case of ¥ = 0 the noise term vanishes in the upper equation of (4.4.13) and
therefore we we can solve the system explicitly. Namely, we then find that

dZ; = —AdxR; dt,
(4.4.16)
dR; = — [A0xZ; + 2yR¢] dt + 2, /70 dW:.

Just like for the hydrodynamic limit of the total density, by now taking a second
derivative in time in the first equation we find that d?Z;, = —A9,dR; dt. By now
filling in dR; from the lower equation, we have that
d’z dw,
F; = A204x Zp — 29A0c Ry + 21, Wgaxd—tf (4-4.17)
dz dw,
- /\Zaxxzt + Z'Yditt + ZA‘/,Yandit_t

From the expression above we are also able to obtain the rate function for the
large deviations of Zt('g) in the small noise regime, i.e., where we add a factor ¢
before the noise W; which we will send to zero. Le., we are interested in the large
deviations of Schilder type (see [30], [73]) for the family of Gaussian process given
> 2(¢) (e) 7

d dZt;- = 720,21 + 27% + szA\/ngax%. (4.4.18)
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We use that

( 3xth = r(t,x)) = exp( 2/ T (¢, )3 , dt) (4-4.19)

which has to be interpreted in the sense of the large deviation principle in the
space of space-time distributions. The rate function in the above equation can be
derived from the log-moment-generating function of a space-time white noise on
R, which for a test function ¢ € C®(]0, T] x R) is equal to

. 9 el <¢,ax %> 1
Alp) = 51_13%8 log | Ele ]) = 5 (9x¢, 9x9) 12 (R x[0,7]) - (4-4.20)
The Legendre transform of A then yields the rate function,

AT (I(t,x)) = sup {<¢' D) 1201 xR) — <aX¢rax¢>L2([o,T]x1R)}
peCe([0,T] xR)

2/ [T(t, )71 dt. (4.4.21)

As a consequence, we obtain the large deviation principle for the random space-

€)

time distribution Zt( , namely from (4.4.18) it follows that

P (ZF) = r(t,x))

=P (ea d;;]t = 2/\\1/; ( (t,x) —29T°(t, x) —)\Zaxxl"(t,x))>

2
—29T(t, ) — Azaxxl"(t,-)HH dt).
-1

(4-4.22)

xexp( 4)\

4.5 PROOF OF THEOREM 4.3

In this section we prove Theorem 4.3, following the line of proof of Van Ginkel
and Redig in [117]. For the readers convenience we sketch the main steps.

We start by introducing the Dynkin martingales of (Y}V, ¢). For every ¢ € Cs
and N € NN, let {ﬁtN : t > 0} be the filtration generated by {YtN :t > 0}
Because the configuration process {#; : t > 0} is a Markov processes the following
processes

t
AN () = (,9) = (94) = [ L g0 as,

t
%qu)( [0 T]) ///tN'q)(Y[I(\)],T])Z _/0 N (YY) ds, (4.5.1)

89



90

STATIONARY FLUCTUATIONS OF RUN-AND-TUMBLE PARTICLES

are ZN-martingales, where T2 is the so-called Carré du champ operator given

by
NO(YN) == Ly ((Y, ¢)%) — 20N, ¢) Ln (Y, ¢). (4.5.2)

The aim is then to prove that as N — oo, the martingales in (4.5.1) converge to the
martingales from (4.3.4). This fact, complemented with a proof of tightness and
the fact that the martingale problem (4.3.4) has a unique solution, then completes
the proof. In Section 4.5.1 we prove the convergence of the martingales, in Section
4.5.2 we prove the tightness, and in Section 4.5.3 we prove the uniqueness of the
solution of the martingale problem (4.3.4).

4.5.1  Substituting the martingales

Our goal for this section is to show that in the limit as N — oo, we can sub-
stitute //Ztlp(Y[OI\’, T]) and JVt(P(Y[ON, T]) (with ///[P and JﬁfP defined as in (4.3.4)) for

j/tN"P(Y[ON, T]) and ¥} N’(P(Y[](‘)], T]) respectively. We do so in the Propositions 4.2 and

4.3. We recall the reader that the expectation [E stands for the stationary expectation
starting from the initial configuration distributed according to 79 ~ u®.

PROPOSITION 4.2. For all ¢ € C°s we have

2
fim E |4, 0 ) - 0] =0 (453

N—o0
Proof. First of all, note that by definition
2]

2
|40 - )| =

t t
‘ /0 Ly (Y, ¢) ds — /0 (YN, Ap) ds

(4.5.4)
For a given (x,0) € V we have that
Lyy(x,0) = xkN23[y(x +1,0) +y(x —1,0) — 257(x,0)]
+AN[y(x —0,0) = 7(x,0)]
+ ) cle,d)n(x,0") —n(x,0)], (4-5.5)

o'es

and so in particular we find that

LY (L, 0) (3, 0) =

1
Iy, ) =—= —=
’ \/N (x0)eV \/N (x0)evV
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where we remind the reader that .y is the generator of a single run-and-tumble
particle on the rescaled space %Z x S. Now, using that for any ¢ € C2%; we have
that

Y. o (g (§.0) =0, (45.7)
(x,0)eV
we are able to write
LY g) = = ¥ ((x0)—0)- (Z)(3,0).  458)
N (xo)eV N

Since Zn¢ — A¢ uniformly, where A is defined in (4.2.4), we have that

Ln(rN,9) = — Y. (1s(x,0) —0) - (A)(F,0) + Ri(¢,N,s),  (4.5.9)
\/N(

x,0)eV
where Rq(¢, N, s) is an error term produced by the Taylor approximations. Since
¢ is compactly supported, if we define qu,\] = {(x,0) € V,¢(5,0) # 0} then
|V$\’ | = O(N). Furthermore, the error term is bounded in the following way

1
[Ri(¢,N,s)| < N3/2 2 (115 (v) — @) (|| Oxxx ] oo +A‘72Haxx4’||oo)- (4.5.10)
UGV(I?’

Therefore we find that for every ¢ € C35 and > 0,

E [R1(¢>, N,s)ﬂ

1
< W]E ZVN(US(U) —0)(ns(w) — 0) (x[|9xxxP||oc + )\‘72||axxgb‘ ‘00)2
v,we )
1
= N3 ZVN COV(’?S(”)zUS(“’))(KHaxxX‘PHoo + /\0'2||BXX47||00)2~ (4.5.11)
v,we )

Since we are starting the process 7; from the invariant product measure u¢, we
have that

Cov (15(v), ns(w)) = 0-I(v = w). (4.5.12)
Therefore,

1
E [Ri(¢,N,5)%| < 51V o(x]1dxxdlloo + 107 Bregll)? = 0, (4513)
where we used the fact that |V4€\I | = O(N). Note that the above convergence is

uniform in s, and therefore by dominated convergence we find that

N—o00

. N N ovoN N f 2] 4. —
lim E U///t (YN) — (Y[O,T])‘ ] = lim ['E [R1(¢,N,s) }ds =0,

(4.5.14)
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which concludes the proof. O
The substitution of ,/Vt(P(Y[I(\)I T]) is a bit more work and requires a fourth moment

estimate. We start by proving two lemmas. The proof of the substitution result in
Proposition 4.3 immediately follows from these lemmas.

LemMA 4.1. For all ¢ € C7% we have the following

2
lim [ [(/@N@(ywﬁﬂf — ! (Y)?) } =0. (4.5.15)

k—o0

Proof. We start with the following application of Holder’s inequality
N, 2
| (0 - (02

:lE[(///th)(Y[ o) =t o)) (A (Y[OT])+///([OT]))2]

NI—

< (B[ (™ 0k -t oy)| B[ (4™ 0+ 08 )
(4.5.16)

We will first show that the first expectation in the last line vanishes as N — oo, and
afterwards we will show that the second expectation is uniformly bounded in N.

Note that by (4.5.9)
t 4
([ rato. v 91 a5) ]

T
<P /0 E [R1(<P, N,S)ﬂ ds. (4.5.17)
Using the bound in (4.5.10) we find that

m{(%w(y[ ) = (Y [OTl)ﬂ =k

1 4
{Rl((i’ N, 5)4} N6 Z E 1—!(775(01') - Q)] (x| OxxxP| oo +)“72||axx4’||oo>4-
v; EV(;\] i=
1<i<4

(4.5.18)
Since we start from the product Poisson measure y¢, we only get non-zero contri-
butions in the expectation on the right-hand side when all v; are equal or when
we have two distinct pairs, given by

E|(1:(0) —0)*] =3¢ +0, E[(55(0) —0)*(ns(w) —0)*| = > (45.19)

Therefore, it follows that

1
E [Ri(¢,N,5)*| < <5 (1V1302 + ) + V' 26?) (] Bxxaepl oo + A2 Dl eo)*,
(4.5.20)
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and so Ri(¢, N,s,0) 54% 0 uniformly in s. From this we can conclude that
N¢ N ¢ (N 4 3 [ 4
E | (4 () =t () | <t /0 E [Ri(g,N,5)!] ds = 0. (4521)

To now show that the second expectation in the last line of (4.5.16) is uniformly
bounded in N, note that

4
E | (4 ) + )|

<8 (]E R///tN"P(Y[%’,T]))T +E {(//f(y[g’ﬂ))q) , (4.5.22)

(/Ot<YéV,A¢>d>4D-

(4.5.23)
Now we need to show that three expectations on the right-hand-side are uniformly
bounded. For the first expectation, we find that

and similarly

|4 () | <27 (JE (9] + B[ 9)*] +E

4

[ 10 (o) - Q)] [1¢1co- (4.5-24)

i=1

1
vleV(’i\’ U4EV4€\]

E|0F, 0 <

Similarly as in (4.5.20), we find that

1
E[(YN,9)'] < o5 (17166 + ) + [V Pe?) [|9llo = O(1),  (45:25)

hence it is uniformly bounded, and similar approaches can be used for E [(Y}, ¢)*]
and E [(YN, Ap)*]. The fact that the last expectation in (4.5.23) is uniformly
bounded now follows from an application of Holder’s inequality, namely

([ o a0) ds)4

Therefore we know that [E {(///;P(YN ))4} is uniformly bounded. The proof for

[0,T]
N,
E [(‘/{t "o

E < /OT]E (v, 4g)*] ds. (4.5.26)

))4] works the same way if we use that

B|(tn00) | =8 (B[00 404 +E[RilpNb0)]), sz

where by (4.5.20) we already know that E [R;(¢, N, t,0)*] is uniformly bounded.

Hence we can conclude that (4.5.15) holds. O
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LemMA 4.2. For all ¢ € CZs we have the following

Iim E

N—oo

t 2
([ T000) ds — 21w (220, 210)) 210 (19, 201 ] =0, (4529

with X defined as in (4.3.2).

Proof. First we recall that for a Markov process with generator L determined by
the transition rates r(7,7’) the carré du champ operator is computed as follows.

LFA) =2 () - Lf () = X r(n) ((£20r) = £2m) =2(F ) f ) = £2(m) )
n'e
2

= Y ra)(F() = F(n)”, (4.5.29)

n'eq)

Translating this to our setting with L = Ly and f = YN we obtain

INAOY) =xN Y s(x,0) (@55 0) = 9(%,0))2 + (9(57E 0) = 9(3,0))?)

(x,0)eV
+A Y n(x0) (95, 0) — p(3,0))?
(x,0)eV
1
ty L X co,0)s(x0)(9x0)) = o(x,0)) (4.5.30)
(x,o)eVa'es

Using Taylor expansion with rest term, we can write

FN<P YN 2 ns(x,0) xfp(%,o))z
(XU’ )ev
+* Y Y el o ns(x o) (¢(,0') — (3, 0)?
(xU)EVU’eS
+ R2 (¢/ S, N)/ (4531)

with Ry(¢,s, N) the error term, which is bounded as follows

1 1
N3 Z WS(x/U)KHaxXCPHOO"‘ﬁ Z ’75(35/‘7))“7||4’/||00~

(x,0)e Vgg\’ (x,0)e V(IIJ\]

[Ra(¢,s,N)| < x

(4.5.32)
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2
Following the line of thought leading to (4.5.11), we obtain that Ry(¢,s, N) o

Therefore, for the expectation we find that

E[0M)] = 22 T 03,007+ 22 8 clo,0)0(3) ~ 9(5,0))°

(x,0)eV o'es
+E [Ra(¢, 8, N)]
— 20 ((9x¢, 0x¢)) + 20 ({¢, Z¢)) , (4.5.33)

and for the variance

Var [FN"P(YSN)} < C(gés) Y. Cov(ns(v), 115(w))
v,weVlII,\’

C(op,s
= %IVJN lo =0, (4-5:34)
with C(¢, s) some constant and where we have used (4.5.12) for the equality. Since

the variance converges to zero, this means that N (YN) converges to its mean in
L. Therefore

Iim E

N—oo

2
(/Ot PN/(P(YSN> ds — 2tk ((0x¢p, 0x¢)) — 2to ((¢, Z‘P>>) ]

t
< tim [ | (PO ~ 260 (09,2, ~ 2010, 7)) | &5 4539

=0,
where we used dominated convergence for the last equality. O

PROPOSITION 4.3. For all ¢ € CT

. N, 2
Z\IIILnoo]E U% 4’(Y[()1\{T]) _E/K‘P(Y[OI\],T])‘ ] =0. (4.5.36)
Proof. We have that
2
E || 0 - 42 0[]

<2E

2
(A (2 = ()|

+2E K /ot TN (YN) ds — 2tx0 ((9x, dxh)) — 2t0 ({9, 2¢>>>} s

The proof now follows from Lemma 4.1 and 4.2. O
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4.5.2 Tightness

In this section we will show the tightness of the collection {Y[I(\)] "k N e N}

PROPOSITION 4.4. {YN . : N € N} is tight in D([0, T]; (C%%)*).
0,T] & ¢S

Proof. Since ng’s is a nuclear space, by Mitoma [83, Theorem 4.1] it suffices to
prove that for a fixed ¢ € Cs we have that {(Y[Ia] T],4>> : N € IN} is tight in the

path space D([0, T];R). Aldous’ criterion, as stated in [2, Theorem 1], tells us that
it suffices to show the following two things:

A Forall t € [0,T] and € > 0 there exists a compact K(t,¢) € R such that

sup P((Y}\,¢) ¢ K(t,¢)) <e. (4.5.38)
NeN
A.2 Foralle >0
lim limsup sup P(|(Yy,¢) — (Y24, ¢)[ > ¢) =0, (4-5:39)
0=0 N—oo 197
9<s

with It the set of all stopping times bounded by T.

Fix t € [0, T] and ¢ € CZ. Then, for every o € S we have that

1
E[(YY,¢)] = — E [n:(x,0) — 0] ¢(§,0) =0, (4-5-40)
t 4) \/N(x’§ev [Wt Q]¢ N
and
1 1
Var[(YV, = — V. X,0) — X,0)=— 2(X 7).
ar[(Y}", ¢)] m(xg:ev ar [17:(x,0) — o] p(5, 0) NQ(){/JX)J@(P (%,0)
(4.5.41)

By the central limit theorem, we therefore see that every (YN, ¢) converges in
distribution to the normal distribution N (0, ¢ ((¢,¢)) ). This implies the tightness
of the real-valued random variables {(Y",$) : N € N}, and therefore also A.1.

To prove A.2, we note that for every bounded stopping time T € J7 we have
that

(YN, g) = )+ X0+ [N s, G542)
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with .z "P(Y[ON, T]) the Dynkin martingale of (Y, ¢). Using the Markov inequality,

we can then deduce that

P, 9) = (Yeio 0)| > ¢)

\ AN

1 2
: [(<Y¥,¢> (X))’
2 N 2
2 ( { T OT]) ///T+9(Y[(JI\],T])) ]
T+6 N 2
( /T Ln(Ys, ) dS> - (4543)
For the integral term, note that by the Cauchy-Schwarz inequality and Fubini
we have that
1
T+6 2 2
<o <JE [/ (L (Y, 9)) dsD
0

( / o LN<YSN,4>>dr)2
—Ve- (/OWJE {(LMY?’AP))Z] dS)%- (4-5.44)

In the proof of Lemma 4.1 we have shown that {Ly (YN, ¢) : N € N} is uniformly
bounded in L%, hence it is also uniformly bounded in 12, ie

| AN

+ E

E

C:=sup E {(LNO@N, qb))z] < oo. (4-5.45)

NelN

Combining (4.5.44) and (4.5.45), we find that

T+0 2
lim lim sup sup E (/ Ly (YN, gb)dr) < lim véCT = 0. (4.5.46)
=0 N te Tr T 6—0

0<6

For the martingale, by the martingale property we have that

N, N,
E [ 4 4’(YﬁT]>J/fT+‘5(YﬁT0] —E

(vl T}))z] : (4-5.47)

hence we see that

N, N, 2 2 N, 2
E [(//T ¢(yﬁT])—//zT+4;(Y@{T])) } —E [(///TH(Y[OT])) _( 2 ‘P(Yﬁﬂ)) }
(45-48)
Since E {///0 (P(Y )} = 0, we can use that

t
E |:(j/tN,¢(Y[ON,T])>2:| =E [ /0 ey N )} ds, (4-5.49)
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because f N4 (YN) ds is the predictable quadratic variation of the process .#, N (Y[N

Furthermore, E [(FN P(YN)) ] is uniformly bounded since TN?(YN) converges in

L?, hence
N, N, ?
sup E {(J/lr ¢(Y[0N,T]) - //ZT+(2(Y[()I\[,T])) ]

NeN
T+60
= suplE[/ N (YN
NeN &

T+6
<\/§</ sup E
0

ds,

NelN

(FNKP(YSN))Z} ds) ’ < o0, (4-5.50)

where we used Cauchy Schwarz in the second line. From this we can again
conclude that

o N, N, 2
lim limsup sup E [(///T (p(Y[ON,T]) —///TJr‘g(Y[()I\”T])) } =0. (4.5.51)
—0 N—oo 197

<o

Combining (4.5.46) and (4.5.51) with (4.5.43), we indeed find that (A.2) holds. O

4.5.3 Uniqueness of limits

By the tightness, there exists a subsequence Ny and a process Y € D([0, T}; (CZ%)*)
such that YN« — Y in distribution.

LEMMA 4.3. For each ¢ € C2 we have that t — (Y}, ¢) is a.s. continuous.

Proof. We define the following functions

ws(X) = sup |Xi—X|, whi(X)= inf max  su X — X/,
5(X) |t_s£§\ t s 5(X) 0 t0t<j<1<<§t’—1 1S 1 l<£t<t | Xt s
(4.5.52)
then we have the following inequality
ws(X) < 2wy(X) +sup [X; — X |. (4-5.53)
t
From A.2z it follows for all ¢ > 0 and all o € S we have that
lim lim sup IP (w5 ({Yg 71, 9)) > ¢) = 0. (4-5.54)
—0 N—o0 !
Now note that
sup | (Y, ¢) — (YN, 9)| < sup —r= |(¢(0) = 1~ (0))p(v)| < |[@llec — 0,
c o)< g 5 7

(4-5.55)
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where we used that there can be at most one jump between the times t and ¢~ for
the second inequality. Therefore, by combining (4.5.54) and (4.5.55) with (4.5.53)
we can conclude that

lim lim sup ]I)(ZIJ5(<Y[I(\)IT],(P>) >e) =0. (4.5.56)
0—0 N—oo .
Therefore we find that t — (Y}, ¢) is a.s. continuous. O

Finally we show that Y solves the martingale problem in (4.3.4).

PROPOSITION 4.5. For every ¢ € CZ the processes ///;P(Y[O,T]) and JK(P(Y[O,T])
defined in (4.3.4) are martingales with respect to the filtration {.%; : t > 0}
generated by Y.

Proof. Fix arbitrary n € IN, s > 0,0 <51 < .. <55 <5, ¢y, 1,Dn e C% s and
Y € Cy(R"), and define the function Z : D([0, T]; (C{%)*) — R a
Z(X) =Y (Xs; (1), s X, () - (4-5.57)

To show that ///;P(Y[O,T]) and JK‘P(Y[OIT]) are .#i-martingales, it suffices to show
that

tim E [ (v )TN )| = B [ (o m)Z (Yo

k—o0
. N,
lim E [ 4" (vgh (gl ] = B[4 (Yom)Z(Yom)] (4.5.59)

with ///tN’(P and 4] N® the Dynkin martingales defined in (4.5.1). Namely, by the
martingale property we then have that

E |4 (Yo )T (Y] = lim E [ (Ygh)Z(V) |

T Nie (4Ni
= kh—>nolo E [///S (Y[O,T]

=E [///s¢(Y[O,T] )I(Y[O,T])] / (4-5-59)

and analogous for JI/t(P(Y[O,T] ).
We start by proving //lf(Y[O,T]) is a martingale. First of all, note that from

Proposition 4.2 we can conclude

o) T 0| = fim B [ (O TGS 4560

k—o0

lim E [///Nk (P(Y

k—o0

Furthermore, in Lemma 4.1 we have shown that the process /// (Y, [ is uniformly

or)
bounded in L?, hence it is also uniformly bounded in L2, therefore

2 2
sup E U///” Yo IOk ] < ||‘I’||§Oiu]§ Y E [(///4’( ) } < oo,
€ €N geS

(4.5.61)
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This implies that we have uniform integrability of /// (Y, 0, T])I (Y[O"T]) It now

suffices to show that .#, q)(Y[OkT] )Z (Y[O"T]) converges to ///t (Yo,r)Z(Y[o,77) in dis-
tribution. One usually concludes this using the Portmanteau theorem, but because
the path space D([0, T}; (C{%)5) is not metrizable, we cannot directly use this.
Instead, using the exact same method as introduced in [117, Proposition 5.2], one
can work around the problem of non-metrizability via the continuity of ¢ — (Y}, ¢).

The proof that /Vt‘P(Y[O/T]) is a martingale works in the same way. First we note
that by Proposition 4.3 we have that

lim E [JV N (y Nk

i o Z00)] = lim E (AP0 TOE)] . Gs62)

k—o00
Therefore we only need to show that

E | |42 (YN YT(v e ? 6
sup ’ OT}) ( [O,T])‘ < oo. (4.5.63)
keIN

Afterwards the convergence of Jl/t(P(Y[ON,"T])I (Yﬁ’}]) to Ji/t(P(Y[O/T] )Z(Yjo,r)) in distri-

bution follows from the same arguments as above.
To see that (4.5.63) holds, note that

[ ()] < 28 (i) | + 762 e (0t 2ma) + 102000
(4.5.64)

In the proof of Lemma 4.1, we have already shown that E [((//Z;P(Y[I(\)] T}))ﬂ is
uniformly bounded in N, hence the result follows. O

46 HYDRODYNAMIC LIMIT

In this section we give the proof of the hydrodynamic limit, i.e., of Theorem 4.2.
We follow the standard methodology of [104].

4.6.1  Preliminary results

Before we start the proof of Theorem 4.2, we first show the following lemma which,
using duality, provides uniform upper bounds for the first and second moment of
the expected particle number when starting from the local equilibrium distribution

(4.2.14).
LEMMA 4.4. For all N € IN, t > 0 and (x,0) € V we have that

Ey (18 (x0)] < llelle, (46.1)
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and
B, [ (0] <llali2 + llall~ 062)
Proof. For (4.6.1), note that by duality we have that
b / Epx )| (o)
/ (%, a)rUN)] dp (7™)
=E, )[Q(N/fft)] < llo]leo- (4.6.3)

Similarly for (4.6.2), we have that
Eyg, [ (o)’
— [ By [0, 1) + DG e, )] il (")

= [ Blxo),(x0) {@(5&(%}1)) + 5()252),352))/’7N) + 9(5(&(1),@(1))/771\1)} duf, (1)
_ 0 1. %D o 2
~ Eeaiom [ 7 0eCi o) + o2l < el + el
(4.6.4)
O

Now we define the processes /// (7 o, T]) and /// ( o, T]) as in (4.3.4) and
(4.5.1) respectively, and show that we can exchange these processes in the limit.
PROPOSITION 4.6. Forallt > 0 and ¢ € C;’f’ , we have that
i ¢ N N N —
Jim B [ (7 ) = ™ ()| = 0 (4.6:5)

Proof. Through similar calculations as in the proof of Proposition 4.2, we find that

Ln(rl, ¢) = (Y, Ag) + Ra (¢, N, ). (4.6.6)
Here R3(¢, N, s) is the error term of the Taylor approximations, which is bounded
as follows

1
Ra(@,N,s)| < 57 2 1 (6. 0) (Kllpenalloo + A% lpall), (4:6.7)
(x,0)eVyN
and so by (4.6.1)
. N’
lim I H///;P(ﬂfg,ﬂ) — M, ¢(”[I(\J],T})H
t

= lim | E[|Rs3(¢,N,s)|]ds

N—oo J

. 1
< lim Vx| - [[elleo (] [gruxlloo + A0% | |puxl[o0) =0 (4.6.8)
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which concludes the proof. O

Lastly we will prove that the martingale ///tN’(P(n ) actually vanishes in the

[0,7]
limit.

LeMMA 4.5. For any ¢ € CZs we have that

Iim E

N—oo

2
sup ’//l ’¢ 7'5[ ,T])‘ ] =0. (4.6.9)
te[0,T]

Proof. First of all, by Doob’s maximal inequality, we have that

sup ’/// Al T])‘z < 4E

te[0,T]

('///%\I'(P(”%,T] ))2] . (4.6.10)

Since ., ’¢( T, T]) is a mean-zero martingale, this expectation is equal to the

expectation of the predictable quadratic variation of //{tN’Qb(nfg 1) ), ie.,

E [(///%\]’4’(71%11))2] =E [/OT N (7N) ds] = /OT]E {FN"”(NS{V)} ds, (4.6.11)

where Fé\]’(P is as defined in (4.5.2). By using the same calculations to get (4.5.31)
we find that

P = 20T (o) (09, 0))
(xa)eV

Y, Y cle )l (x0) (9%, 0) — ¢(F,0))
N2 O A
+ Ry(¢,s,N,0), (4.6.12)

with Ry(¢,s, N) bounded as follows

1
Ra(p,s, N)| <rag o 1 (x,0) (k]9 oo + Ar][heeo). (4.6.13)
(X,U’)EVN

By dominated convergence and (4.6.1) we can then conclude that

2 T
lim E {(/f#"”(nﬁ)’,ﬂ)) } = lim | E {FN"P(HSI)] ds =0, (4.6.14)

N—o0 N—oo JO

and the result follows. O
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4.6.2  Tightness

We now prove the tightness result for the sequence {nfgﬂ :N e N}

PROPOSITION 4.7. {n[hoer] : N € N} is tight in D([0, T]; M).

Proof. In the space D([0, T|; M) we can prove tightness by showing that the
following two assertions hold.

B.1 Forallt € [0, T] and € > 0 there exists a compact K(t,¢) C M such that

sup P(n ¢ K(t,e)) <e. (4.6.15)
NeN
B.2 Foralle >0
lim lim sup]P(w(nfg’T],(S) >¢) =0, (4.6.16)

=0 Nooo

where
w(a,6) = sup{d(as,a) :s,t € [0,T], |t —s| <6}, (4.6.17)
and d is the metric on M given by
d(a,B) = Y27 (1A [a(gy) = B(#1)]) (4.6.18)
j=1

for some specific choice of test functions ¢; € CZ%.

We start by proving B.1. Fix ¢ > 0 and t > 0, and for some C > 0 let K¢ be the
following set

Ke = {pe Mip([~k K x §) < C2k+1)k forall ke N} (4.6.19)

By [104, Proposition A.25], this is a compact set in M, and by Markov’s inequality
we now have that

PN ([—k K] x §) > C(2k +1)i2)
1
S CRkF DR
1

= Y E |7 (x,0)
CRE+ 1IN (e RN xs [ }

E [ngv([—k,k] x 5)]

1
< —I5|- o .6.
< ISl llel (4.6.20)
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Here we have used the inequality in (4.6.1). Therefore

ad 1 =1
P ¢ Ke) < Y PG (= H) > CRE+ 10 < G| lelle X < o
k=1 k=1
(4.6.21)

By now taking C big enough, we then have that for all N € N that P(7rN ¢ K¢) <,
which finishes the proof of B.1.
In order to prove that B.z holds, note first that

w8 = sup 3227 (14 (2, 9)) - (93
s,t€[0,1] j=1
[t—s|<é
<oy 2 sup ’(nf\[, ;) — (rN, (pj)’ ) (4.6.22)
j=1 s\,te[?ﬂ}
t—s|<

Here we have taken m arbitrarily, so the first term can be made as small as we want.

We now want to show that the expecation of the sum vanishes as we let N — o

and ¢ | 0. Afterwards, the claim can be shown by using the Markov inequality.
Note first that we have the following,

2
E | sup ‘(7{{\],49]) - <7T5Nr¢j>’

5,t€[0,T]
[t—s|<o
Ngj N N 4’; ?
=E | sup |4, (n[o,T]) — M / Ln (7, /4’])
s,t€[0,T]
[t—s|<o
41 2
< 4E | sup (Q///t ](”[0 T])) +2E | sup / Ly (7, ,¢]> dr (4.6.23)
te[0,T] s‘tte ? 7;5
s|<

By Lemma 4.5, the first term goes to zero as N — oo.
For the second term in (4.6.23), by filling in (4.6.6) we find that

/t LN<7T,{\I,¢]‘> dr

2 ; R
_ (/s (<nrN,A4>j> +R3(¢j,N,r)) dr>
2 2
<2 (/t(ﬂi\[,A(l)j) dr) +2 (/tR3(¢].,N,r) dr) . (4.6.24)
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By the upper bound on R3(4)j, N, r) in (4.6.7) and by (4.6.1), we can see that the
last term vanishes in expectation when N — co. For the other term we have that

Eoy 2 1
(/S (nr,Aqyj)dr) -

Using that |t —s| < ¢ and applying Holder a number of times, we find that

2

/s Y (x0) (Ag)(f,0)dr| . (46.25)

(x,0)eV

t 2
([ agpar) < Glvio-llagle £ [ (o) ar. o9
’ (

x,0) GVN

Using the inequality in (4.6.2), we find that

t 2 1
E | sup ([ a0 ar) | < VRO Aglin(llel + llell) = OG)
s,t€[0,T] \’$
|t—s|<d

(4.6.27)

Therefore

2
limlimsupE | sup <7Tf\1,47j> - <7T£\114)j>‘
o0 Nooo 5,t€[0,T]

[t—s|<d

¢ 2

= limlimsupE | sup (/ <7T£\],A¢]-> dr) =0. (4.6.28)
M0 N—eo 5,t€[0,T)
[t—s|<d

So, by going back to (4.6.22) and using the Markov inequality, we get the following:

1
P(w(ryp,0) > ) < - FYE| sup () = (7| | |- @620
j=1 S\,tE[\O,Té]
t—s|<

By now taking m such that 27" < ¢? and using (4.6.28) we see that

lzsiﬁ)l lim sup ]P(w(rcfg,ﬂ,é) >e) <eg, (4.6.30)

N—oco

which ultimately proves the tightness result. O
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4.6.3  Proof of hydrodynamic limit
Now we have everything needed to prove the result.

Proof of Theorem 4.2.
From the tightness of the sequence {PN : N € IN} we know that there exists a
subsequence {PNk : k € IN} that converges weakly in the Skorokhod topology, i.e.,
PNe & P for some probability measure P on D([0, T]; M). If we can show that
every convergent subsequence converges to the dirac measure P = J; with 7t the
unique continuous path solving (4.2.19), then the result follows.

First of all, by B.2, we immediately know that P is concentrated on continuous
paths in D([0, T]; M). Now define for ¢ € C7%;, ¢ > 0 and T > 0 the following set

(4.6.31)
Analogously as in [104, Lemma 8.7] one can prove that this set is closed in the
Skorokhod topology. Since the set H(¢, €) is closed, we can apply the Portmanteau
Theorem to see that

P(H(¢,¢)) > limsup PN (H(¢,¢))

H(g,e) = {ﬁeD([o,ﬂ;m: sup [(61,0) — (o, 0) — [ s, Ag) o] <

te[0,T]

k—o0
t
= limsup P ( sup | (1%, ¢) — (0", ) —/ (2, Ag) ds| < s)
k—o0 telo,T] 0
= limsup P < sup ///tq’(nfgkﬂ)‘ < s)
k—oo t€[0,T] !
= limsup P < sup ///tNk"P(nfng])’ < s) . (4.6.32)
k—c0 te[0,T]

Here we have used Proposition 4.6 for the last equality. By Lemma 4.5 and the
Markov inequality we then have that

2
sup "/// klp [0 T})’ ‘| - 0/ (4'6'33)
te[0,T]

(s ol <

te[0,T]

so P(H(¢,€)) = 1. Since we took ¢ > 0 arbitrarily, we indeed find that P = ;. O



LARGE DEVIATIONS OF THE MULTI-SPECIES STIRRING
PROCESS

In this chapter’ we deviate from the multi-layer setting and consider a multi-
species particle system, namely the multi-species stirring process. We prove a
large deviation principle for the trajectory of the vector of densities of the different
species. The method involves extending the method of the paper by Kipnis, Olla
and Varadhan [62] based on the superexponential estimate to the multi-species
setting. This requires a careful choice of the corresponding weakly asymmetric
dynamics, which is parametrized by potentials depending on the various species.
We also prove the hydrodynamic limit of this weakly asymmetric dynamics,
which is similar to the ABC model in [49, 12]. Using the appropriate asymmetric
dynamics, we also obtain that the mobility matrix relating the drift currents to
the potentials coincides with the covariance matrix of the reversible multinomial
distribution, which then further leads to the Einstein relation.

5.1 INTRODUCTION

Interacting particle systems [76, 107] are used to study how macroscopic equations
emerge from microscopic stochastic dynamics, as well as in the study of driven
non-equilibrium systems and their non-equilibrium steady states. Among these, a
well-studied process is the so-called Symmetric Simple Exclusion Process (SSEP),
where particle interactions are governed by an exclusion constraint that permits
at most one particle per site. This model (and various modifications of it) has
been extensively studied in the literature, both in the study of scaling limits
[61, 21, 104, 108] as well as in the understanding of microscopic properties of non-
equilibrium steady states [103, 45]. The study of large deviations of the trajectory
of the empirical density field for the SSEP was initiated in [62] (see also [51] where
the gradient method was introduced in the context of Ginzburg-Landau models).
The method developed there, valid for so-called gradient systems is based on the
superexponential estimate, which allows to replace empirical averages of local

1 This chapter is based on [18].
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functions by functions of the density field. This implies that one can prove with the
same method at the same time the hydrodynamic limit of the weakly asymmetric
exclusion process as well as the large deviations from the hydrodynamic limit for
the SSEP.

The study of systems with multiple conserved quantities and their hydrodynamic
limits has gained substantial interest in recent times see e.g. [12, 16, 49, 98] and
references therein (see also e.g. [95] for an earlier reference). In particular, these
results constitute rigorous versions of fluctuating hydrodynamics or mode coupling
theory, see e.g. [108, 109, 110]. Another motivation for multi-species (and also
connected multi-layer) models and their scaling limits is the phenomenon of uphill
diffusion [17, 37] and systems of active particles.

The process we study in our paper is the multi-species analogue of the SSEP,
known as the multi-species stirring process [15, 119, 125], on the geometry of the
torus. In this process, at every site there is at most one particle, which can be of
typea € {1,...,n}. The absence of a particle is called a particle of type zero. To
each nearest neighbor edge is associated a Poisson clock of rate 1, different Poisson
clocks being independent. When the clock of an edge rings, the occupancies of
that edge are exchanged. An exchange between a particle of type a € {1,...,n}
at site x and an empty site at site x + 1 is of course the same as a jump of the
particle from x to x 4 1. It is well-known that the hydrodynamic limit for the
densities of the n types of particles is a system of uncoupled heat equations, and
in [16] it is also proved that the fluctuations around this hydrodynamic limit is
an infinite dimensional Ornstein-Uhlenbeck process. Other results on the multi-
species stirring process include duality, and exact formulas for the moments in the
non-equilibrium steady state of a boundary driven version using duality combined
with integrability [15].

To our knowledge, no explicit formula exists for the large deviation rate function
for the density profile in the non-equilibrium steady state, as is the case e.g. for
the SSED, see [29]. In the setting of the macroscopic fluctuation theory, the rate
function in the non-equilibrium steady state is strongly related to the rate function
for the trajectory of the empirical density profile, i.e., the large deviations around
the hydrodynamic limit. Therefore, in order to make progress in the understanding
of non-equilibrium large deviations in multi-species models, it is natural to study
the large deviations around the hydrodynamic limit for the multi-species stirring
process. To the best of our knowledge, no rigorous results have been established
in the context of dynamic large deviations for the multi-species stirring process.

In this paper we implement the method of [62] for gradient systems, based on the
superexponential estimate, (see also [61, Chapter 10]) in our multi-species setting.
The study of the large deviation principle for the multi-species stirring process
relies on the introduction of a well-chosen weakly asymmetric process, where the
rates are deformed by an exponential tilting, i.e., by introducing weak and slowly
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varying (in space) external fields that introduce a drift on the particles of various
types. To understand the probability of deviating trajectories for the densities, one
has to choose these potentials governing the asymmetry in such a way that in the
modified dynamics the deviating trajectory becomes typical. The large deviation
rate function is then roughly the relative entropy of the modified dynamics w.r.t.
original dynamics which can be computed with the Girsanov formula. In particular,
exactly as is done in [62] for the single species case, we also prove as byproduct the
hydrodynamic limit of this weakly asymmetric multi-species process, which is a
system of nonlinear coupled parabolic equations, closely related to the ABC model
[49]. In this limiting partial differential equation (PDE), in addition to diffusion,
a drift term is introduced into the currents, which makes this system appealing
for describing multi-component diffusion processes in applications [100, 19]. The
relation between the drift currents and the fields is via the symmetric Onsager
matrix, which coincides with the covariance matrix of the multinomial reversible
measures.

As a perspective towards further research, this work could serve as a starting
point for various questions. These include exploring the extension of large de-
viation principles and hydrodynamic limits to boundary-driven systems in the
multi-species setup, as previously done for the single species case [43]. Addition-
ally one can investigate the density field fluctuations in the weakly asymmetric
multi-species stirring process, analogous to what has been done for the ABC model
in the context of the Kardar-Parisi-Zhang (KPZ) universality class [12]. Moreover, it
would be of interest to apply these techniques to the multi-layer exclusion process
defined in Chapter 3.

Starting from the literature, in Section 5.2 we first recall the definition of the multi-
species stirring process, on the geometry of a torus, reporting also its reversible
measure. Then, in Section 5.2.2 we define a weakly asymmetric version of the
multi-species stirring process where the transition rates are perturbed by a family
of potentials, indexed by the species involved in the transition and dependent on
space and time.

Finally, in Section 5.2.3 we state the so-called superexponential estimate. This
estimate turns out to be a useful tool in the proof of the hydrodynamic limit of the
weakly asymmetric model and in the proof of the large deviation principle as well.
The proof of this estimate goes beyond the main scope of this paper, therefore we
report it in Appendix 5.6.

In Section 5.3 we state the hydrodynamic limit of the weakly asymmetric model.
We postpone the proof to Appendix 5.5 since it can be shown by standard methods.
Then, in Section 5.3.1, we make a specific choice of potentials needed for the
proof of the large deviation principle. This choice is further motivated by Einstein
relations between diffusion, mobility and compressibility matrices.
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In Section 5.4, we proceed to state and prove the large deviation principle. With
both the original model and the weakly asymmetric model established, we first
obtain the Radon-Nikodym derivative of their respective path-space measures
in Section 5.4.1. This can be computed using the Girsanov formula and will be
equal to exponential martingale associated with the original model. For the upper
bound, we first establish the exponential tightness of the path-space measures in
Section 5.4.2 (which reduces the proof to verifying the upper bound for compact
sets instead of closed sets). The upper bound is then derived in Section 5.4.3 using
the martingale property of the Radon-Nikodym derivative.

For the lower bound, which we prove in Section 5.4.4, we demonstrate the
relationship between the large deviation rate function and the hydrodynamic limit
of the weakly asymmetric model. Specifically, for every deviating path, we show
the existence of a potential such that this path becomes typical under the weakly
asymmetric dynamics. This leads to a new formulation of the large deviation rate
functional, expressed as the norm of this potential in an appropriate Sobolev space.
Finally, using this relationship, we are able to demonstrate the lower bound.

5.2 THE MULTI-SPECIES STIRRING PROCESS

In this section, we describe the multi-species stirring process. We first examine
the symmetric case, then we define a weakly asymmetric version in which the
transition rates are "deformed" through a potential.

In both cases, we consider the geometry of a one-dimensional torus with N
sites, denoted by Ty = Z/NZ. Additionally, for simplicity, we consider the
scenario with two types of particles, in addition to vacancies, also called holes
(the general case of n types of particles will be considered in Remarks 5.4 and
5.9). The occupation variable is denoted by #(x) = (170(x),11(x), 72(x)), where
a(x) € {0,1} represents the presence or absence of a particle of type a at site x.
For any time ¢ > 0, the configuration of the process is denoted by #;.

As a convention, we use the labels a = 1,2 to distinguish particles of species
1 and 2, and we use the label a = 0 to denote the holes. The term "holes" is
motivated by the fact that its occupation variable is determined once we know
the occupation variable of the species of particles 1 and 2, due to the so-called
"exclusion constraint"

o(x) =1 —n1(x) — y2(x) Vx € Ty. (5.2.1)

Therefore, the configuration space reads

2
Qn = {17 = (10,11, 12) : Z fa(x) =1forall x € TN} . (5.2.2)
a=0
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In the literature, the multi-species stirring process has also been considered with
maximal occupancy per site higher than 1 (see [125, 15]), and also the boundary
driven case has been considered (see [119, 15]).

In this paper, on the same geometry and configuration space, we introduce
two types of dynamics: the symmetric and the weakly asymmetric ones. In the
symmetric dynamics, each transition occurs at the same rate to both the left and the
right. In contrast, the weakly asymmetric dynamics introduces a weak asymmetry
in the rates, resulting in a "drift" in the particles’ jumps.

5.2.1  The symmetric case

In the symmetric case, the dynamics consists in swapping occupancies of nearest
neighbor sites according to independent rate 1 Poisson processes. More precisely,
considering any bond (x, x + 1), any particle or hole present at site x is exchanged
with any particle or hole present at site x + 1. For any a,b € {0,1,2} such that
fla(x)1p(x) = 1 we now define the configuration 7, ~+1 obtained by swapping the
occupancies at x and x + 1, i.e,,

’7; ZH =n—0, +0 — (5;’;“ + 3t (5.2.3)

where +J indicates that a particle or vacancy of type a is added or removed at
site x. If 7, (x)np(x + 1) # 1 then we make the convention that 1, A+l — 4. The
infinitesimal generator of this process given by

Laf) =N T % maom(r 1) (ForsH = fm). (5.24)

x€Ty a,b=0

We denote by T = [0, 1] the one-dimensional torus. For ¢ = (¢1, 02) where ¢, :
T — [0,1] for a € {1,2} are smooth functions, we introduce the local equilibrium
product measures associated to g:

= ® Multinomial(1, 01 (%), 02(37)), (5.2.5)

xeTy

ie., 01(37) and 02(3;) are the probabilities of having a particle of type 1 respectively
2 at x. Furthermore the probability to have no particle at any site x € Ty is equal
to go(77) := 1 —01(5) — 02(5). These measures are called the local equilibrium
measures since for constant proflles these measures are reversible, which follows
from the detailed balance condition. In the following, it will be useful to denote by

1/ 3 the reversible measure with multinomial densities given by 0; = 02 = %

111



112

LARGE DEVIATIONS OF THE MULTI-SPECIES STIRRING PROCESS

5.2.2  The weakly asymmetric stirring process

We introduce a weakly asymmetric version of the multi-species stirring process,
which will play a crucial role in the study of large deviations. We parametrize the
weak asymmetry by three smooth functions H = (Hy;, Hyp, H12). Moreover, we
define for a < b and fixed T > 0

Hpa(x,t) := —Hg(x, t) VxeT, Vtelo,T]. (5.2.6)

The reason for this antisymmetric choice (5.2.6) will be clarified later. The time-
dependent generator of the weakly asymmetric multi-species stirring process
parametrized by H is then given by

LN () =N* ) chfcfch—i-l) (For™ = f), (5.2.7)

x€Ty a,b=0
where
el 1) () = exp (VnHap(§5,8) ) 1a ()7 (x +1) (5.2.8)
Here V denotes the discrete gradient, i.e.,
VNHab(%/ ) - Hab(x+ t) Hah(%rt)' (529)

Later on we will omit the explicit dependence on t in (5.2.7) for notational simplic-
ity.
REMARK 5.1. In this remark we explain the choice imposed by (5.2.6). In general,
the weakly asymmetric rate of exchanging a particle of type « at x and a particle
of type B at y with x ~ y nearest neighbors, determined by the potential H,g, is
given by

exp (Hap(f7, 1) — Hup (R, 1)) 112775 (5.2.10)

However, exchanging occupancy of type « at site x with type B at site y via the
potential H,g has to be identical with exchanging occupancy of type B at site y
with type a at site x via the potential Hg,. Therefore, the following has to hold

exp (Hup(§,1) — Hup (3, 1)) 111 = exp (Hpa (35, 1) — Hpa (£, 1)) mg1a- (5.2.11)
This is satisfied if and only if Hyg = —Hg,.

We introduce some further notation. For all T > 0, we consider the Skorokhod
space D ([0, T],Q2), which consists of the cadlag trajectories taking values in (). On
this space, we define the following path space measures:

. ]P}\,/?’: path space measure of the symmetric process with generator (5.2.4),

initialized with the distribution 1/11\]/ 3,
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. ]Pf\]: path space measure of the symmetric process with generator (5.2.4),

initialized with the distribution Vﬁl.

. ]P%H: path space measure of the weakly asymmetric process with generator

o ey . . . . . o
(5.2.7), initialized with the distribution vy;.

For each species a € {1,2} we introduce the corresponding empirical density field

()= Y, Ma(x)0x, (5.2.12)

xeTy

When considering the process {#; : t > 0}, we denote the empirical measure by
i, := 7t (). This process {7}, : t > 0} takes values in D ([0, T], M;), where
M denotes the space of measures over () with total mass bounded by 1, i.e.,

Sup)|¢<1 <7‘c£\”t, f) < 1. Additionally, we define the row vector of density fields

N = (n{\ft nﬁ‘ft) (5.2.13)

taking values in the space D ([0,T], M; x M;). We consider two functions
G1,Gy € C¥1(T x [0, T]) and we list them in a vector denoted by

 (Gy(x,t)
G(x,t) := (Gz(x,t)) . (5.2.14)
Then, we denote the pairing

(7N, G (-, 1)) = /1r Ga(x, t) 7, (dx) + /T Ga(x, )l (dx). (5.2.15)

5.2.3 Superexponential estimate

In this section we state the so-called superexponential estimate. This is a crucial tool
initially introduced in [51], [62], which allows to replace macroscopic averages
of local observables by an appropriate function of the local density. This is
crucial both in the derivation of the hydrodynamic limit of the weakly asymmetric
model as well as in the large deviations of the symmetric model. In the latter
it becomes important that the replacement is superexponentially good, i.e., can
still be performed e.g. in exponential martingales containing local averages. This
replacement is carried out within a space interval constructed around a microscopic
point. Eventually, the size of this interval shrinks as the system size increases.
We consider a local function ¢ defined on Q) for every large enough N, meaning
that ¢ only depends on a fixed number of sites. For example, in the main part
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of this paper we only consider functions of the type ¢() = #a(x)n,(x + 1) for
a,b € {0,1,2} and x € Ty. Furthermore, we define

$(p) :=Eyp[¢]. (5.2.16)

namely the expectation with respect to the product over sites of multinomial
distribution v¥, with constant parameters p = (p1, p2).

Next, we introduce a function that will play a key role in the superexponential
estimate. This function relates to the behavior of occupation variables in a small
neighborhood around a microscopic point and it reads

Ve =Y | XL Ty4>(11)—$( X mw, XL nz(y)), (5-2.17)

x€Ty ||x—y|<eN |x—y|<eN |[x—y|<eN
where 7, is the shift operator, and we used the averaged sum notation
1
El:al- = o ) 4. (5.2.18)
i€l i€l
The superexponential estimate is then the following result.

THEOREM 5.1. For any 6 > 0, forall T > 0and ¢ : Oy — R

lim lLim -=log Py <N /0 V() dt > 6 ) = —co. (5.2.19)
Since the proof of this Theorem is rather long and involved, and it is not the main
result of this paper, we postpone it to appendix 5.6.

In the following corollary we show that the superexponential estimate also holds
when we start from a local equilibrium distribution.

COROLLARY 5.1. Given a profile ¢ = (01, 02), (5.2.19) holds also for the path space
measure IP?V.

Proof. the proof follows from Theorem 5.1 and from the following upper bound
for all sets A C Qy

vt
PL(A) = T Pl o) <3P, (220
neQy VN

O
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5.3 HYDRODYNAMIC LIMIT OF THE WEAKLY ASYMMETRIC MODEL

In this section we state the hydrodynamic limit of the weakly asymmetric version
of the multi-species stirring model with generator (5.2.7).

REMARK 5.2. Sometimes, in this section and in the following one, in order to
alleviate the notation, we do not explicitly write the space and time dependence of
the densities. Namely, when this dependence is understood we only write g, 01, 02
in place of g¢(x), 01,+(x), 02,¢(x). The same convention is used for the potentials
Hab (x , t) .

THEOREM 5.2. As N tends to infinity, the density fields for the species a = 1,2

converge in probability ]Pf\;H to the unique weak solution (01:(x), 02,(x)) of the
following system of hydrodynamic equations

dt01 = A01 —2V (01(1 — 01 —02)VHy) —2V (0102VHyp),
(5-3.1)
0:02 = ANo2 —2V (02(1 — 01 — 02)VHy) +2V (0102VH12),

with initial conditions 0,0 (x) = 04(x).

For the proof we refer to Section 5.5. In particular in the case where every
H,, = 0, we recover the uncoupled heat equations

9t01 = Aoy,
atgz = AQz. (5‘3‘2)
which in matrix form reads
A
(1) i) :
t (Qz (@1,02) | pp, (533)
where
1 0
D(e1,2) = (0 1) (5.3-4)

is the diffusion matrix.

5.3.1 Potentials for large deviations

In order to prove the large deviations for the trajectory of the empirical densities,
we need appropriate perturbations of the dynamics which make these deviating
trajectories typical. As will become clear in Section 5.4, these perturbations
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correspond to the weakly asymmetric stirring process, with potentials which
we denote by

Hiy(x,t) :== Hyo(x, 1), Hy(x,t) := Hy(x,t) VxeT and t€][0,T],

and where moreover, the potential Hj, satisfies 32
Hya(x,t) = Hy(x,t) — Hp(x,t) VxeT and te€l0,T]. (5.3.6)
Therefore, the resulting hydrodynamic equations read
901 = A01 —2V (01(1— 01)VHi1) +2V (0102VH,),
(5:37)

9102 = Ag2 — 2V (02(1 — 02)VH2) +2V (0102VH) .

The intuitive interpretation of this choice of potentials is the following. Particles of
type 1 and 2 are driven across the holes (particles of type 0) by the force depending
on the potentials H; and H; (namely the external fields are given by the gradient
of the potentials) respectively. When two particles of type 1 and 2 are adjacent, a
competition between the fields generated by the potentials H; and Hj sets in. As a
result, the net field acting on each species is given by £V (H; — Hy) respectively.
Moreover, as we will point out later, this choice of the fields allows the system
to satisfy the Einstein relation connecting diffusion, mobility and compressibility
matrices.

5.3.2 Currents and the Einstein relation

MACROSCOPIC CURRENTS. The hydrodynamic equations (5.3.7) can be inter-
preted as conservation laws. To illustrate this, we compute the macroscopic
currents for each species. These currents represent the net flux crossing an in-
finitesimal volume surrounding a point u € T at any time ¢t € [0, T|. We identify
two types of currents:

1. Fick’s currents: These currents are proportional to minus the density gradients
via the diffusion matrix as given in (5.3.4). The currents are expressed as

r
(%) = —D(01,02) (gg;) . (5-3-8)

Generally, the diffusivity matrix (5.3.4) may depend on the densities, but in
this case, it simplifies to the identity matrix.
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2. Drift currents: these currents are defined as the product of (twice)* the
mobility matrix

_(al—a) —ae
X(erQZ)—( o100 Qz(l_gz)) (53.9)

and the external field, which is the gradient of the potential (Hy, Hy). Specif-
ically, these currents are given by

D
(%) =2x(01,02) @%) : (5:3.10)

It is important to note that the mobility matrix (5.3.9) is symmetric and
corresponds to the covariance matrix of the multinomial distribution with
parameters 01, 02. This matrix also appears in the study of fluctuations as
proved in [16].

We now compute the total currents, which are given by the sum of Fick’s and of
the drift currents for each species. Namely they read

b= (h+(b)

= + . .3.11
Therefore, equation (5.3.7) can be obtained by substituting the total currents (5.3.11)
in the continuity equations of the densities, i.e.

dt01 = — Vi,
0102 = =V (5-3.12)

EINSTEIN’S RELATION. We introduce the free energy functional F, that is
defined as the large deviation functional of a multinomial random variable with
number of trials equal to 1 and probabilities all equal to 1/3. Namely, we have that

F(01,02) = 01l0g(01) + 02108 (02) + (1 — 1 — @2) log(1 — @1 — 02) +log(3).
(5:3.13)
We compute the Hessian matrix of F(01,02), sometimes called the inverse of the
compressibility matrix, obtaining

1" i + 1 1 1 1
F (Q1,Q2) = (Ql 1—Q1—Q2 1 +—Q1—%2 ) . (5.3.14)
I-o1—e e '1-a-a

2 The factor 2 in front is due to the fact that in the generator (5.2.4) both jumps, to the left and to the
right, have rate 1, instead of 1/2.
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Then we see that by combining (5.3.4), (5.3.9) and (5.3.14), the following relation
holds.

D(01,02) = F (01,02)x(01,02)- (5.3.15)

This equality is called the Einstein relation (see [6, 108] for details). Notice that we
used the specific form of the potentials described in (5.3.5) and (5.3.6) to obtain
the Einstein relation (5.3.15), which provides another physical motivation for these
conditions.

REMARK 5.3. We can recover the hydrodynamic limit of the single species weakly
asymmetric exclusion process from equation (5.3.7) as given in [62, Theorem 3.1].
Namely, if we choose the same potential Hj = H; = H, then we obtain the
following.

0:01 = A01 —2V (01(1 - 01 —02)VH),
(5.3.16)
0102 =802 —2V (02(1 - 01— 02)VH).

By now defining ¢ := 01 + 02, i.e., ¢ does not distinguish between particles of type
1 and type 2, then g satisfies

dr0 = Ao — 2V (¢(1 —¢)VH). (5.3.17)

This result is to be expected, since the process defined as 1 := %1 + 2 is a standard
(weakly asymmetric) exclusion process.

REMARK 5.4. At the cost of more notational complexity, but no additional mathe-
matical difficulties, one can generalize the hydrodynamic limit of Theorem 5.2 to
any number of species, i.e., a € {0,1,...,n} for any n € N.

The hydrodynamic limit of the weakly asymmetric model with the general

potentials H;, = —Hp, is now given by a system of n dependent partial differential
equations
0ta = 200 —2 ), V (0a0yVHa), (5.3.18)
b#a

with the convention that o = 1 — Y_;_; 04. For the large deviations of the trajecto-
ries of the densities we only need n potentials. The choice of potentials, which is
the analogue of the conditions (5.3.5) and (5.3.6), then reads

Hga := Hyp, Hgyp = Hy — Hp. (5.3.19)
This choice of potentials then results in the following hydrodynamic limit

9t0a = 80a — 2V (0a(1 — 0a) VH,) — 2 Z V (0a0yVHp) - (5.3.20)
b#a
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In this section we aim to prove the large deviation principle of the multi-species
stirring process. We start by defining the rate function Z¢ : D([0, T], M1 x M;) —
[0, co] which consists of two parts

(&) = h(&o) + I (&), (5.41)

where &) denotes the trajectory @ evaluated at the initial time t = 0. Here h? (@)
is the static part of the large deviation functional, i.e. the one due to the initial
product measure vy as defined in (5.2.5). It is given by the formula

2

h® (&) := sgph"(&o;qb), he (@o; ¢):= ), (a0, ¢a) /log (Z 0a(x)e* )dx,

a=0
(5.4.2)

where the supremum is taken over all continuous ¢ = (¢o, 1, ¢2) and we use that

0o Zzl—Ql—Qz.
T () is the dynamic part of the large deviation functional, i.e., the one due to
the dynamics of the trajectory ¢ over time. It has the following form,

Ty (&) := sup Zy (a; G), Iy (% G) == L(%; G) — %||G||%_[(&) (5.4.3)
G

Here the supremum is taken over vectors of functions G = (G;) where both

Gi1,Gy € C*(T x [0, T]). The operator ¢ is the linear operator corresponding to
the hydrodynamic limit of the multi-species SEP, i.e., it is given by

T
t(@;G) = (ar, G(-, T)) — (@0, G(+,0)) —/O (@, (0t +B)G(-, 1)) dt,  (5.4.4)
which is equal to zero for all G iff @ solves the PDE 9d;¢; = Ag; in the sense of

distributions. Lastly, the norm in the definition of the rate function (5.4.3) is the
norm corresponding to the following inner product

(G, H> *2/ W1 (1 —@q4), VGi(-, t)VH1 (-, 1)) dt
+2 /O (@24(1 — @), VGa(-, ) VHy (-, ) dt

T
—2/0 (@14@02,1, VG1 (- )V Ha (1) + VGa-, hVH (-, 1)) dt. (5.4.5)

Through this norm, and its action on smooth functions, we can then define a
Hilbert space # (&) as the completion of the set of smooth functions.
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REMARK 5.5. In Lemmas 5.3 and 5.4 we give more explicit forms of the functionals
h¢ and Z;, respectively. Namely, we find functions ¢ and G such that 1 (&) =
he(a;¢) and Z () = Zy(a; G). Furthermore, we will see that h¢(&y) can be
written as the limit of relative entropies of multinomials with respective densities
0o and g, with gy the density of @, and Z;»(®) = 3||H| |2 where H € H(Q) is
the unique function such that @ satisfies (5.3.7) in the weak sense

In order for a large deviation principle to hold, we need to show that we have
the following two inequalities:

 Upper bound: For every closed C C D([0, T]; M; x M) we have that

lim —log]P (n[NO,T] € C) < —inf 7%(w) (5-4.6)

N—oo N aeC

* Lower bound: For every open O C D([0, T]; M7 x M) we have that

.1 0 (N . 0~
lim Nlog]PN (n[O/T] € (’)) > — inf 7% (&) (5.4.7)

N—o0 ae0

We give a proof for the upper and lower bound in Sections 5.4.3 and 5.4.4 re-
oH

spectively. First we calculate the Radon-Nikodym derivative tﬁ% of the path
N

space measures of the weakly asymmetric process relative to the original process
in Section 5.4.1. Additionally, we establish exponential tightness in Section 5.4.2
which allows for the substitution of closed sets with compact sets in the derivation
of the upper bound.

5.4.1 Radon-Nikodym derivative and the exponential martingale

The goal of this section is to obtain an explicit expression of the Radon-Nikodym
derivative of the path space measure lPij’H with respect to the path space measure
IPIQ\,. From the literature (see [61, Proposition 2.6] and [78, Chapter 19]) the Girsanov
formula states that

ape? 2 T iy ()
1 N — / 1 (x,x+1) d x,x+1
°8 ( dps, ) LoL sl rry ) Ve )

x€T N a,b=0 0 x)ﬂb,t(x

MYy / e (2)175 (x + 1) (exp { U Hap (%,1)} — 1)dt.
x€Tn a,b=0
(5.4.8)

Here, we represent by |/ erl( t) the number of transitions occurred up to time

t € [0,T] that swap the occupancies of species a,b between sites x and x + 1.
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Under the path space measure IPQ’ the random process { ]x x+l(t) :t>0}isa

Poisson process with time-dependent intensity cH ”b+1)( ). In the following result

we provide an alternative formula for the Radon—Nikodym derivative defined in
(5-4.8).

LEMMA 5.1. For all T > 0, for all N € N and for all Hy, H, € C>(T x [0, T]) under
conditions (5.2.6), (5.3.5) and (5.3.6) we have that

oH
N C]‘]PN

zﬁ,ﬂnm,ﬂ)::ﬂzexp( (e, H(-, T)) = N{re)', H(-,0)))

T
exp <_/O e NEHED) (9, 4 Ly) N H (-/t>>dt),
(5-4.9)

Proof. We consider the first term in the right hand side of equation (5.4.8) and we
write

C H,ab (t)
(xx+1) x,x+1
Z/ lg(’ht ot (x +1) a1

x€Tn a,b=0

[ Onto (50) [0 - arg o)

XETN

[ Ont (1) [0 - g o)

XGTN

Y [ OnHn (50 [0 -ag 0] e

XETN

We use conditions (5.2.6), (5.3.5) and (5.3.6). Moreover, we denote by d,(x) the
infinitesimal net current of particles of type a crossing the site x at time t € [0, T

i.e., it is defined through fot da,s(x) = at(x) — a0(x) for any t > 0.

d771,t( ) d]xx+1( ) xx+1(t) xx+1(t) —|—d xx—l—l
—d]" M)+ dT () +dTy “() dlyy (1),
d772,t( ) d]xerl( ) +1(t) xx+1( )—f—d]x”l(t)
_de 1x<t)+d]x 1x< )+d]x 1x<t) CUx 1x(t), (5.4.11)

and so
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y {/()THl(N )[d]xx+1() AP () — AP (e + A

xeTy
—dJgy )+ dJg ) + Ay ) — g )]
_|_/ Hz d]xx-‘rl() deX-‘rl() d]xx-l-l( )+d]xx+1()

_d]x 1X( >+d]x lx( )+d]x 1x(t) d]x 1X( ):|}

= n G a1 (5 i)

xeTy
= N{mt}'r, Hi (-, T)) + N{m)’r, Ha (-, T)) — N{7t, H1 (-,0)) — N(m30, Ha (-, 0))
T T
N /O (N, 9 Hy (-, 1)) dt — N /O (N, 9, Hy (-, 1)) di, (5.4.12)

where in the last equality of (5.4.12) we have integrated by parts. On the other
hand, by applying the generator (5.2.4) we have that

NN ) HCD) NN ), H(0)

=N LY e+ 1) (oxp (NG, ) N el ), 1)

x€Tna,b=0

-exp{ () (O ™)s), Ha, 1)) = N{my (), (-, 1) } —1)

= L Z Ma(2)1p(x + 1) [exp {VnHap (f,8) } — 1], (5.4.13)

x€Ty a,b=0

where we have used the conditions on the potentials expressed in equations (5.2.6),
(5.3.5) and (5.3.6). Combining (5.4.12) and (5.4.13), we indeed get (5.4.9). O
We can further expand the exponential function on the right hand side of (5.4.13)
by using the Taylor series and the constraint that 7o(x) = 1 —51(x) — #2(x).
Namely, for the functions Hy, Hp satisfying (5.2.6), (5.3.5) and (5.3.6), we obtain

e~ NN ) H() N ), )

N T3 et 1 { Tt (5,0) + (Tt (,0)° |+ 000)

x€Ty a,b=0

= ¥ {maH: (3,0 + m(x)5H (1)

xeTy
() (L= (x4 1)) (VHi (§,6)2 4 12(x) (1= a(x + 1)) (VHa (§,1))?

%
— () +1) +()n (xc+ 1) (VH (7,6) VE (§,1) } +0(1).
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COROLLARY 5.2. The super exponential estimate (5.2.19) holds also for the path
space measure ]Pf\;H.

Proof. Note that from (5.4.14) we have that

o H
dP¢,

ap?, < exp {cN}, (5.4.15)

since 77,(x) < 1 for all 2 € {1,2} and x € Ty and because the functions
Hy(-,+),Ha(+,-) € C>(T x [0, T)).

For any measurable set A C D ([0, T], M1 x M) we have the following chain
of inequalities

oH
dP¥;
Q
dP?,

1 H 1
Nlog]l’g] (A) = Nlog]Ef\, 1a

1
< N log E$; [14] +c. (5-4.16)

Here we have changed the path space measure from ]P?\;H to P§; and we have used
the estimate (5.4.15). Therefore, by taking the limit N — oo and by using Corollary
5.1 we have the result. O

5.4.2 Exponential tightness

THEOREM 5.3 (Exponential Tightness). For any n € IN there exists a compact set
Kn C D([0, T], My x Mj) such that

T 1 Q N
Jim - log Py (7tj 7y & Kn) = —n. (5.4.17)
With exponential tightness, the large deviation upper bound for closed sets
C € D([0, T], M1 x M) follows from the upper bound for compact sets. Namely,
for every n € IN we have that
T 1 N T 1 N N
I\liligo N log]Pf\I(n'[O,T] €() SI\l[lLr(l)o N log []P?\,(rr[o’ﬂ eCn ICn)\/]Pf\,(n'[O,T] ¢ ICn)},
(5-4.18)
where C N K, is a compact set.
We will prove Theorem 5.3 following the same approach as in [61, Section 10.4].
We start with the following Lemma.

LEMMA 5.2. For every e > 0 and G € C%(T) x C(T)

. — 1 N N
lim lim Nlogl’% (;Ij}i& ’<m ,G) — (7 ,G>\ > e) = —oco. (5.4.19)
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Proof. First note that by (5.2.20), it is enough to show that (5.4.19) holds for the

equilibrium measure ]1-)11\]/3. We then use the following inclusion

[T5~]
{ sup ’(n’tN,G> - (7rsN,G>‘ > s} c U { sup ‘(n’tN,G> - <7r%,G)’ > }Ls},
|s—t|<6 k=0 \Kks<t<(k+1)6
(5-4.20)
in order to find that

— 1
lim Nlog]P}\,/3< sup ’(n'tN,G> (7, ,G )

N—o0 |s—t|<d

< lim —log [sup]lP}\,/3 ( sup ’<7TZV/G> — (75, G>‘ = 411‘€>
N—eo N k=0 k6<t<(k+1)6

= lim —log]Pl/3 sup ’(ntN, G) — (né\],G>‘ > le], (5.4.21)
N—eo N 0<t<é

where we used that IP}\,/3 is an invariant measure for the last equality.
Since we are considering every G, we can neglect the absolute value. Fur-

thermore, recalling the definition of ZEN(”[I(\)] T]) in (5.4.9), we have that for any
A>0

IS

P\? | sup (7, G) — (), G) > }e
0<t<é

1
=Pry? <Os<up5N logZ (n'[ ])+N/ e AN(m.G) (0s + L) ANTG) gg > }1/\£>
<t<

<Py? ( sup N1ogZ (71'[ ) = Fhe >

0<t<6
—HP}\]/g’ sup / e~ AN(m,G) —|—LN)e/\N<”SN'G> ds > %)\s . (5-4.22)
0<t<so N
Note that by (5.4.14) and the fact that there is at most one particle per site,
t
sup l/ e AN(,G) (0s + LN)E/\N<HSN'G> ds = O(9). (5-4.23)
0<t<d

Furthermore, by Doob’s martingale inequality

1
Py ( sup Nlogzég(ﬂ[]g,ﬂ) > 51;)‘€> =Py’ ( Sup ZtN(n[OT])
0<t<d 0<t<é

\/
w»—-
Z
&
N———

1
<e 8N, (5.4.24)
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where we used that Z{‘ﬁ(rr[l(\)’ T]) is a mean 1 martingale. Therefore we find that

m Tim < log PY/* (Os:g&w, G) —{m’, G) > e) <-gle (5425

and since we took A > 0 arbitrary this concludes the proof. O
With this Lemma we are able to prove the exponential tightness of the empirical

distributions.

Proof of Theorem 5.3. Consider a countable uniformly dense family { Hy }ren C

C%(T) x C?(T). Then, for each § > 0, ¢ > 0 we define the following set

Croe = {oc € D([0, T], My x My); sup |{at, Hy) — (&5, Hy)| < s} . (5.4.26)
|t—s| <6

First of all, note that Cy 5, is closed. Furthermore, by Lemma 5.2 we know that we
can find a § = é(k, m, n) such that

P (7lo.7) # Cho1/m) < exp(—Nnmk) (5-4.27)
for N large enough. We then define
Ky = m Ck,&(k,m,n),l/m' (5-4'28)
k>1,m>1
Then we find that
H’?\](n[lgﬂ ZKy) < k 12 1e><p(—Nnmk) < Cexp(—Nn) (5.4.29)
>1,m=>

where C > 0 is some constant, and so

— 1
Jim - log P, (7rfg 7y & Kn) < =1, (5.4-30)

Since Kj, is closed, we now only have to show that K, is relatively compact
for every n € IN, i.e., we need to show that the following two things holds [61,
Proposition 4.1.2]

1. {a;: a0 € Ky, t € [0, T]} is relatively compact in My x Mj.

2. lim sup ws(a) = 0 where
5_>ODL€/C7/,

o 1 (e, Hy) — (a5, Hy)|
ws(w) := su — =0. (5.4.31)
(®) 7= U D38 T e, H) — (s, H)| 4

Note here that (1) is satisfied since M; x M itself is compact, and (2) is satisfied
by the definition of K;;, hence K}, is compact. O
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5.4.3 Proof of the upper bound

THEOREM 5.4 (Upper bound for compact sets).
For any compact set K C D ([0, T]; M x M) we have that

=— 1 : .
lim Nlogll’f\, (n'[l(\)lﬂ € lC) < — inf I°(®). (5-4-32)

N—co ack

Proof. For any given G, G, € C>!(T x [0,T]), and & > 0, 6 > 0, we introduce the

following
) 5}

(5-4-33)

b
i [insosr<n

: (Uu,t(x)’?b,t(x‘f‘l)— [ El: Ua,t(y)] [ m,t(y)])dt
|x—y|<eN |[x—y|<eN

Moreover, we denote by

5 Sab
BING = Map1Ben6ocy (5-4.34)

By the superexponential estimate with ¢(#) = #,,¢(x)1 ¢(x + 1), we then have that

lim —log]P (n'[l(\){T] € IC) <lim lim —loglPQ ({K[OT] € IC} N BeNG)

N—oo N 5—0 N—oo N
(5.4-35)
We now define the measures g, := %]l{[,grﬂ]} and g = (qe g¢), and we
introduce the following
Z8 (i a0 =exp (el +05.6) ~ 316 1By )
exp {N((ref *¢), G(-, T)) = N((r}' * 42, G(-,0)) |
‘exp{ N/ 7rt xqe), (0s + A)G(+, ))dt}
coxp { =N [ (el ) 0 = (e ), (VG )7 )
exp { <N [ (e 2001 (8} 200), (VCal-,0)P) e
exp{ ZN/ ﬂlt*qg)(nu*qg) VGi(,, )VGZ(-,t)>dt}.

(5.4.36)
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Recalling the definition of the exponential martingale ZT ~(#N) defined in (5.4.9),
by (5.4.13) we have that for all Nand all {#; : 0 <t < T} € BE’N,G,

Z%N(”[I(\)I,T] *qe) < ZJ(\;I,T(”[I(\)],T]) exp {N(c(e) +9)}. (5.437)

with c(e) a constant that vanishes as ¢ — 0. Using (5.4.35) and recalling the
definition of he(-; ¢) in (5.4.2) we then find that

@ologlﬁ\, ({ﬂ'N € ’C} N Bf,N,G)

= lim —lo ]EQ ZTGN( [I(\J[,T] *qe) - N1 (s )
N N 08 { N ]eIC}nB"NG ZIGN( f}l,ﬂ*qe) oNRe () )

< lim — log]Eg {ZI?I,T(”[I(\)],T]) : eNhg(”év;‘p)} +c(e)+ 0
— Inf {12 (@0; @) + €@ 45 G) = |Gl [3(ang,) } - (5438)
Since ijlT(rcN ) is a martingale with ZgN(TL’N ) =1

N.
ES, [ 28 1 (7 )M 859)] = B0

N

[N )] = 1. (5-4-39)
By taking the limsup for ¢ — 0 and § — 0, by optimizing over G and over ¢ and
by exchanging the supremum and the infimum (by using the argument of Lemma
11.3 of [120]) we obtain that
1 . ~
lim lim Iim Nlog]PQ ({rr[%]/ﬂ € IC} N Bf,N,G) < —ég}fCIQ((x), (5-4-40)

e—0 6—0 N—oo

and the Theorem follows. O
5.4.4 Proof of the lower bound

LEMMA 5.3. Assume that ¢(@)) < oo, then there exists a density gy := d L, with A

the Lebesgue measure, and
dv(’o
log ( ™ )] (5.4.41)

1
he(dg) = lim —E g

N—oo N VN

Proof. If @y is not absolutely continuous with respect to the Lebesgue measure,
then there exists a A C T and a € {1,2} such that A(A) = 0 and 0,0(A) > 0.

Then, for every n € IN we choose a sequence (gbgr;()) keN such that 4)%3 — nly, one
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can show that h¢ (&) = oo by letting n — oco. Hence if 1®(&)) < oo we have that g
exists. The rest of a proof is just a calculation.

2
he(&y) = sup { Y (@a0 $a)r2(T) / log (Z 0a(x)ef?(* ) }

¢ a=0
2
= L (@ log () iz
a=0
dvg]o
~ N N |08 v, )|’ (5.4-42)
where the supremum was attained for the function ¢ = (¢s)s—01,2 such that
$a = log(g”o) and we used that Y2_, 0,0 = 1. 0O

LEMMA 5.4. Assume that Z; (&) < oo, then there exists an H € H (&) such that for
all smooth G we have that

{(; G) = (G, H)yz)- (5-4-43)
Moreover, the following holds
I (&) = I (@ H) = 5| H|3;)- (5.4-44)

REMARK 5.6. Observe that if (5.4.43) holds for all G, then @ has a density ¢ that
satisfies the equations (5.3.7). This will be used in the proof of the large deviation
lower bound. Indeed, by choosing a non-typical trajectory, we can find an H that
makes it typical, i.e. that makes it solve the weakly asymmetric hydrodynamic
equations.

Proof. By definition, we have that

. . 1
Iy(&) = M(%; G) — 5 1[Gl (5:445)
for any A > 0. Optimizing over A we have that

L(; G)

A=
161E,

, (5.4-46)

and so

(& G)* < 2T (&)]|G|3,a)- (5.4.47)
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This means that the linear functional ¢(g; -) is bounded in the Hilbert space H (&)
and so, by the Riesz representation Theorem, there exists an H € (&) such that
(5.4.43) holds for all G. Using this, we find that

T (&) = sup 3 (G, H) 3z — |G| |3, -
(@) g& Ju@) — 3161 Bya |

= sup {311H|30) — 311H Gl }

= 3l[H|[3y)- (5-4-48)
Note that the supremum is uniquely attained for G = H, hence we indeed have
that Z;, (&) =T (&, H) ]

REMARK 5.7. We have shown that if Z; (&) < oo, then there exists an H € H(g)
such that the density of &, denoted @, satisfies the equations (5.3.7). However, for
the proof of the hydrodynamic limit of the weakly asymmetric model we need

a stronger regularity condition on H, namely H,, € C>!([0, T] x T) for each a, b.

We denote the subset of all trajectories that satisfy this extra regularity condition
by D, ([0, T], M1 x Mj). By the convexity and lower semi-continuity of Z, it
can then be shown that every @ € D, ([0, T], M1 x M) can be approximated by
trajectories o, € D ([0, T], M1 x My), such that

nlg{}o Zir(&n) = Lty (). (5-4-49)
A detailed proof of such a result can be found e.g. in [61, Lemma 10.5.5].

LEMMA 5.5. Let @ € D, ([0, T], M1 x M) have density ¢ that satisfies (5.3.7) for
some H € C¥!(T x [0, T]), then

tim LEG |1og (-IPN ) | _ _zeqa
Jim SES |log i || = ~20@). (5.4.50)
dPpPy;
Proof. First note that R R
PP dvd apg! (5050
T = o e 5.4.51
diPy, dvy, dPy
Therefore, by Lemma 5.3 we only have to show that
) 1 _60.H dP% .
I\l]ll’rolo —E" |log 5(1)\er = —Ty (). (5.4.52)
- dPpy;

Recall the definition of the set BS,N’H in (5.4.34). By Corollary 5.2 and the upper
bound on the Radon-Nikodym derivative (5.4.15), we find that

1 el aP® \1 1 g P A
E log (d]l’f:?’H = lim SEy™ |log W Tps wl (5:4:53)

lim —
N—oo N N
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for all 4 > 0 and & small enough. On this set BéN,H, using the explicit form of the
Radon-Nikodym derivative in (5.4.9) and (5.4.14), we can write that

1 dp®
Ni0g<AN>==€(Fﬁn;H)IquﬂngﬂWa%Ohﬂ%O(ﬁ)- (5-4.54)

Since 71[15] 7~ @ in distribution, we find that
jmlim lim SENT |log (<11P§,H Ups | = L@ H). (54-55)
By Lemma 5.4 we have that Z, (a; H) = Z; (&), concluding the proof. O

THEOREM 5.5. Fix @ € D, ([0, T], M1 x M), then for any open neighborhood O
around @ we have that

. 1 .
lim Nlog]PQN (n'[l(\)lﬂ € (’)) > —7°%@). (5.4.56)

N—o0

Proof. If 7°(&) = oo then the result is immediate, hence we can assume that
Z%(9) < oo. Therefore, by Lemma 5.4, there exists a smooth H such that 5.3.7
holds weakly. Fix this H and recall that ¢; denotes the density of @; for every ¢ > 0.
We then have that

dPy,
N

0 N _ o H
Py (”[O,T] = O) =Ey l{n[O,T]eo}d]P@O,H (5.4.57)
N

From Theorem 5.2 it follows that @ is the typical trajectory of the new dynamics,
and so

lim ]P?\?'H (n'[l(\){T] € (’)) =1 (5.4.58)

N—oc0

It then follows that

lim llo PS¢ (. € O) = lim llo ESH dPy
N N OBEN T ] R R P
5 dr¢
> lim S Jlog [N
N—oo N dIPIQ\?'
= —1I°%®w). (5.4.59)

where we used Lemma 5.5 in the last step. O
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THEOREM 5.6. For any open set O C D ([0, T|, M; x M) we have that
. 1 ¢ (N : ~
— > — °(w). 4.
I\ll%rlo N log P, (n[O,T] € (9) > a12(%1 (w) (5.4.60)
Proof. The proof is a straightforward consequence of Theorem 5.5 and Remark
5.7. O

REMARK 5.8. In parallel with Remark 5.3, by choosing the same potential H; =
H, = H we can recover the large deviation rate function of the dynamics of the
single species SEP as given in [62]. Namely, by putting 0 = 07 + 0> the rate
function Zj, (&) from (5.4.48) becomes a function of ¢ only, i.e.,

~ 1 2 T ~ ~ 2
Iir(&) = 5[ Hll3@) = /0 ((@(1—ar), (VH(, 1) ) p2(r) dt. (5.4.61)

REMARK 5.9. In parallel with Remark 5.4, the large deviation result reported
in this section can be generalized to an arbitrary number of species, namely
a € {0,1,...,n}. In this case, we consider a n-dimensional vector of densities
denoted by ¢ = (01,...,0n). Moreover, we consider n-potentials denoted by
H,, that we list in the vector H = (Hy, ..., H,). Therefore, the large deviation
functional reads

70 (&) = 7 (@) + he ™ (ap). (5.4.62)

Here h®(") (&) is the relative entropy between the multinomial distributions with
densities corresponding to the density of @, denoted g, evaluated at time t = 0 and
the original starting density given by ¢ = (01,...,0,). Moreover, we have that

. 1
2 @) = 5 | H B e, (5.4.63)

where the norm is given by
no T
Il =2 1 || (@01 = Bur), (VHa( )P o
a=

n T
_225 /0 (QatQbt) VHa(-, ) VHy (-, 1)) p2(m) At (5:4.64)

For any k < n there exists a relation between the dynamic part of the large

deviation rate function of the n-species model It(,n ) and of the k-species model It(,k ),

Namely, for any partition {A1, ..., A¢} of the set {1, ..., n}, by choosing the same
potentials within each partition, i.e., H; = H, for every j € A;, we find that

It(rn) (a1, e ity) = It(rk)(ﬁcl, wer Bf) (5.4.65)

where &) = Y jc 4, «;. This generalizes the result in Remark 5.8.
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5.5 PROOF OF THE HYDRODYNAMIC LIMIT OF THE WEAKLY-ASYMMETRIC
PROCESS

We consider the Dynkin martingale

ME, i) = (', Gt} — (), GO, 00) = [ @+ L) (e, 6 ) s

G G
= Mlj\f,t(n[l(\)],T]) + MZ,%\I,t(n[I(\)],T])I (5.5.1)

t
Mﬁw,t(ﬂfg,n) = (134, G(-, 1)) — (70, G(-,0)) —/0 (3¢ + LY o) (7as, G(-,5)) ds.
(5-5-2)

We see that we need to apply the generator Lg,t to the density field <7'[a G-, 1)),
This can be derived from the effect of the generator applied to the function
f(n) = na(x). We start in the case of a = 1. If we look at Lll\{,,tm(x) we get a
positive (resp. negative) contribution of the rates where a particle of type 1 is

added (resp. subtracted) at position x, i.e.,

L{\ll,s’ﬁ (x) = Cgﬁgin (s) + Cﬁfﬁl)( s) + C(x 1 x)( s) + Cg’izl,x) (s)
H,10 H,12 H,01 H,21
~ Clrat1) (s) = Clax+1) () = €(x—1,2) (s) = Clx—14) (s)- (5.53)

Using that

el () = exp (VnHap(3,5) ) 1a (67 (x + 1)

we find that

LY s (%)
= (1+ VnHoi (%,5)) mo(x)i1 (x +1) + (1 + VNH2 (§,5)) n2(x)m (x +1)
+ (14 VnHio(3Ft9) ) mx = Dio(x) + (1+ VnHia(5gL,8)) 11 (x = 1) (x)
— (14 VnHio(3,5)) m(x)no(x +1) = (1 + VnHia(5,8)) 11 (x)m2(x +1)
- (1+VNH01(X /5)) fo(x — 1) (x) — <1+VNH21(T1 s )Uz(x+1)771(x)
+ R(N, x,s), (5.5.5)

with R(N, x,s) a remainder term which we will show vanishes once combined
with the test function G as we send N — oo.
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First we will focus on the terms that do not depend on H in the above equation.

Using the fact that 179 = 1 — #1 — 172, after some calculation we find that

no(x)m1(x +1) + m2(x)m (x +1) + 71(x = D)o (x) + 71 (x — 1)n2(x)
= ()no(x +1) = 1 (x)n2(x +1) — yo(x = )a(x) — 12 (x + 1)1 (x)
=m(x+1)+mx—1) —2m(x),
: . . (5.5.6)
i.e., we recover the discrete Laplacian of 77 (x).
For the terms depending on the potential Hyg = —Hy; we then have that
(111 (x = V)10 (x) +10(x — 1 (x)) VnHio (5 5)
— (mo(x)m(x +1) + 71 (x)50(x + 1)) VinHio (R, 5)- (5:57)
and the terms depending on the potential Hi = —Hy;
(11 (x = D)2 (x) + 2 (x + 1) (x)) VivHi2 (P57, )
= (m(xX)m(x+1) +m(x)n2(x +1)) VyHia (5, 5)- (5.5.8)
With these calculations, we then find that
LNs<7T1 .+ G(+5))
=N ), (mx+1)+mx—1)—21(x))G(§,s)

xeTy

+N Y ((m(x=1no(x) +n0(x = Dy (x)) VacHro (5L, 9)

xeTy
— (no(x)m1(x +1) + m1(x)70(x + 1))VNH10(%r5))G(£rS)
+N Y (= D) + 1a(x +1)m () VHia (552, 5)

xeTy

= (2 (x)m (e +1) + 71 ()2 (% +1)) Vv Fia(,5) ) G (3,5)
+N Y R(N,x,5)G(%,s),

(5:5.9)
xeTy
where by reordering the terms, we have
LN (s, G (1))
=N Y mx)AnNG(3,s)
xeTy
+N Y (o)1 (x +1) +y1(x)50(x + 1)) VNHio(5,5) VNG(3,5)
xeTy

+N Y (p()m(x+1) +m(x)n(x+1)) VHi(§,5) VNG(F,5)
x€Tyn
+N Y R(N,x,5)G(%,s).

xeTy

(5.5.10)
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The remainder term R(N, x, s) is given by

R(N, %,5) = (go(x)ma(x+1) = i (0ol + 1) (VaHio(5))

~ (ol — 1)) — e = Vpo(x)) (VaHho(3Ls))
R+ 1) - (el +1) (VnHn(3,9)

— O+ ) (0) = (v = () (TnHia(59))
+ O(%), (5.5.11)

and when combined with a test function, we see that

N Y R(N,x,5)G(%,s)

xeTy

=N T (o@mx+1) - mnot+ 1) (VaHio(F,9) VNG(Es)

xeTy

N Y O+ 1)~ (e 1) (InHn(E,5)) VaG(Es)

xeTy
+ 0(%) (5.5.12)
Note that this vanishes as N — oo since the discrete derivative Vy is an operator

of order %
Thus, all in all:

Ly (7l G(-5))

f*Z’h )AG (%)

er

+ L O0(0m(+ 1)+ (ol +1)) Vio(,9) VG ()

xeTy

+% qu; (m2(x) 1 (x + 1) + 71 (x)72(x + 1)) VH12(%,5) VG(5,8) + O(gy).

(5-5.13)

By choosing: ¢() = #1(x)11(x 4+ 1) and ¢(y) = #1(x)12(x + 1) we now use the
superexponential estimate in Theorem 5.1 twice and we replace

Y mne ) — =% ( X m(y)) ( T 171(1/)), (5514)

XGZ X€Z \ |x—y|<eN [x—y|<eN
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and

5 L m@mx+1) — %Z ( X 171(1/)) ( X iyz(y>>~ (5.5.15)
xXeZ XEZ |x—y|<eN

|[x—y|<eN
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Indeed, to prove equation (5.5.14) one writes that, for all G, Hig € C>!(T x [0, T])
and for all 2 > 0, there exists ¢y > 0 such that for all # € (3 and for all ¢ < gy we
have that

;]./(;Tﬁ:(]VG( ) VHo (3
1

N OTVG (%t) VHig (%t) ( D 111(1/)171(y+1)) dt

£) mx)m (x+1) dt

<a.
|x—y|<eN

(5.5.16)

Therefore, using the superexponential estimate of Theorem 5.1 we have that

lim lim —

HowﬁooNlogPQHQ /ZVG 1) Vo (3t) m(x)m(x+1)d

1
Za)

x
“x Ve e v ()
(5:5.17)
With the same argument one can prove (5.5.15) as well. Moreover, using g, =
%1{[%#5]}/ then we can write

X% D ( X 771(y)) ( D 171(y)) dt
X€Z |x—y|<eN
N Z ( X ﬂl,s(y)) ( L nl,s(y)) = (ﬂﬁ*qs) (ﬂi’s*qs), (5:5.18)
Nz [x—y|<eN |x—y|<eN

[x—y|<eN
and

Z( X 171,s(y))( X msy)
er |x—y|<eN

) = (”{\,]t *qg) (7(2]5 *qg). (5.5.19)
|x—y|<eN

Combining (5.5.13) with equations (5.5.18) and (5.5.19), we have that the Dynkin
martingale Mlc N,t(rr[%] T]) i i

= —O0Q.

is written as a function of the empirical density, namely
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M1G,N,t(7r[1(\)l,T]>
= (G 1) - <n%,c<~,o>> ~ [l @+ )G ) ds
- 2/ 771s *qs (7‘(15 * qg) - (né\lls * qg) ),VHlO(-,s)VG(-,s)> ds

- 2/0 7'[1’5 * qg) (712,s * q8> , Vle(',s)VG(-,s)> ds+ R(e,N), (5.5.20)

where the remainder term R(e, N) goes to zero in probability as N — oo and ¢ — 0.

A similar result can be found for Mg’ N,t(”[l(\)[ T] )

Now we show that the martingale M$ ,(r vanishes as N — oo. The

o)
[0,T]
predictable quadratic variation is computed by the Carré-du-Champ formula as

TR, (e (1)
= Ly (7N (), G(-, )2 = 2(m™ (), G (-, ) LR{7™ (1), G (-, 1))

YY) [ o), 60 0) — (i), 6]

x€Ty a,b=0
- x§ (et (0 + ) () (VNG (1))
+ B (i 0+l (0) (TG (Re0)°
+ Z (Iilril +cgil+1)(f))(VNGl (%) = VNGa (§,1))%,

(5.5.21)
which is of order 1/N and goes to 0 as N — co. This implies that for all 5 > 0

lim IPQ sup |M1§1 (77 )| = 5)
N—oo (te[OT] Ao
: _
< lim —E%" | sup |Ml(\;f,t(7r[l(\)],T])‘2]

Lt€[0,T]

.4 oHT
< lim SEY _|M1€I,t(7r[No,T])|2]

.4 [T
= lim 57]E§'&H /O Fﬁ,t(mN)dt] =0. (5.5.22)

Next, one can show tightness of the sequence of random processes 71[1(\)] 7] is tight by
using (5.5.22). The argument is standard and we refer to [61, 104]. By tightness we
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have the existence of convergent subsequences, and by combining this with (5.5.20)
and (5.5.22) we observe that these convergent subsequences are concentrated on
the set of trajectories « € D([0, T]; M1 x M) such that for all § > 0 there exists
an £ such that for all ¢ < & and for all t € [0, T| we have that

(01,6(,0) ~ (w0, G, 0)) — [ (me, (31 + ), G () s

[ 000 (1= (10200 = (0240, VGi (5ol 5)) ds
[ a0 (1= (@1 %00) = (20 %00)), VGal-,5) T Hin(, ) ds

- /Ot<(a1,s*q€) (42,5 * ge) , (VG1(-,8) — VG (- 5)) VHpa(-,5)) ds| < 6.
(5.5.23)

Finally, letting £ tend to 0, we observe that « has density ¢ which solves equation
(5.3.1).

56 PROOF OF THE SUPEREXPONENTIAL ESTIMATE

The objective of this appendix is to prove the superexponential estimate presented
in Theorem 5.1. We follow here the road of the original paper [62], i.e., reducing
the problem to one and two blocks estimates which then boil down to a uniform
equivalence of ensembles. For the convenience of the reader and self-consistency
of the paper, we nevertheless prefer to provide full details.

5.6.1 Equivalence of ensembles

In the following, for 1, y2 > 0 two constants, we denote by VX}’” the measure
v = (X) Multinomial(1, 71, 72). (5.6.1)
xeTy

Furthermore, given ki, ky € INg such that k1 + k; < N, we define the event

ke {,1 € Qy ‘ 1| = ku, 2] = kz} (5.6.2)

where [17a| = Yy, 7a(x) is the total number of particles of type a. Since the

marginals are independent, the measure v{}""* conditioned on this event Qll(\}’kz is

. . ISP.Z
given by the uniform measure on ());"?, i.e.,

N1 oy
’ Kok if n € "2
1/;\/[1 72 (,7 | Ql\} 2) = {éklrkz) el:e N (5.6.3)
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Note that this is independent of the choice of 1, 7>, and so we set
K1,k , kq,k
un ([ OFF) = v (| Ol (564)

LEMMA 5.6. For any ¢ < N let {iy,...,.iy} C Ty, and take my, my; € IN such that
my + my < N. Define {(ix) = (Co(ix), 1(ix), C2(ix)) with {,(ix) € {0,1} such that
Tolix) + Qi) + Za(ix) = 1forall 1 < k < £ and Yf_; {a(ix) = mg, for a = 1,2.
Furthermore, let kq n, ky 5 be such that hTN — 71 and kZTN — 792 as N — oco. Then
lim vy (q(ik) = Z(iy) fork =1,..., (| QI;}'N’kz’N)

N—oo
=1 =y — )M (5.65)

Proof. By (5.6.3), the statement follows from a direct computation,

: . . ki Nk
lim vy <’I(1k) ={(i) fork=1,...,. 0| Q™ LN)

N—oo
N—/¢
= lim 7(1(1_”111?2_”12)
N—oo (klrkZ)
=1t (1—7 — )M (5.6.6)
O

We call a function ¢ : Q3 — R, with Q) defined as in (5.2.2), local if ¢(#) depends
only on 7y, ..., ; for some fixed ¢ not dependent on N

THEOREM 5.7 (Equivalence of ensembles). For every local function ¢, we have that
lim sup E kiky [] —E &Nk [@]| =0 (56.7)
N=00 g<f) k<N : ky+ky <N un(1ON"2) '

Proof. For every finite N, the supremum over ki and k; is reached. Denote by ki
and k3 ; a value of k’s where the supremum is attained. Since

k*
0< ;\'[N <1, (5.6.8)

there exists a convergent subsequence of ki (N)/N. By consequence, as ¢ is local
and by Lemma 5.6, we have

lim |E ( KE NS [¢] = E & /nis o ; [9)| = 0. (5.6.9)
-VN ‘Q 7 4 1) v 7 (]

i—oc0
N; N

k*
This holds for every possible converging subsequence of —* and hence the state-

ment follows. O
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5.6.2  One and two blocks estimates

In this section, our goal is to show that proving Theorem 5.1 can be reduced to
establishing two key lemmas, referred to as the one block and two blocks estimates,
respectively. We hereby follow verbatim the steps of the proof of Theorem 2.1
of [62], with necessary adaptations to cover the multi-species case. The crucial
aspect of this approach lies in the application of the Feynman-Kac formula (c.f.
[61, Proposition A.7.1]).

We focus on the quantity ]P}\,/?’ (% fot Vne((s)) ds > (5) and we apply the expo-
nential Chebyshev inequality, obtaining

11)1N/3< /VNS ds>5> < e N3 [exp( / Ve (s))dsﬂ,

(5.6.10)

where we have denoted by IE}\,/B' the expectation with respect to ]P}\,/B’. To estimate
the right hand side of (5.6.10) we define the operator

K=L+aV, (5.6.11)

ie.,

Kf(n) = Lf(n) +aV(y)f(y). (5.6.12)

Using Feynman-Kac formula (see [61, Proposition A.7.1, Lemma A.7.2])

t
E}3 {exp (a/o VN,S(ijs)dS)] = <1,e”C1>LZ( N

Vi/31/3)

< exp (tAmax(K)), (5.6.13)

where Ay (K) is the largest eigenvalue of the operator K. It follows that

e*‘SN”]E}\,/3 {exp (u /Ot VN,S(q(s))ds)] < exp (N (IiIAmax(]Q) - 5a>. (5.6.14)

Therefore, to prove the superexponential estimate, it is enough to show that

fim EEA%AMAK):Q (5.6.15)

e—+0 N—oo

For the largest eigenvalue we have the variational representation

)\max(lc) = sup {Q<VN€( ) fN>

fn

~NDN(fN)}, (56.6)

1/1/31/3
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where the supremum is taken over probability densities fy, i.e.,, fy > 0 and
Yy fn(7)37N = 1. Furthermore, Dy is the so-called Dirichlet form associated
with the generator £, and is given by

Dn(fn) =§ Y vananLme) (WN(;)—WN(@)Z

’1660

Z D i 1a(X)17p(x + 1) (\/fN (75 ) = \/fN('i))zf

neQyx€Ty a,b=0

(5.6.17)
and where
Vel fnduy, = Z Vive(m) fn ()37 (5.6.18)
Since ¢() is bounded, there exists a positive constant C such that
(Vne(n), fn)yy, < CN. (5.6.19)

/31/3

As a result, we restrict the supremum to the set of densities fy that satisfy
Dy(fn) < C/N. Furthermore, we consider only the densities fy that are transla-
tion invariant (since Dy (+) is convex, for details see Appendix 10 of [61]). Conse-
quently, we obtain the estimate

sup { Z VNE 3_N NZDN(fN)}

fN:Dn(fN)SC/N | 5eQ
< sup {a Y Vne(n) fn(m)3™ } (5.6.20)
fn:Dn(fN)SC/N L 7eQ

This implies that is enough to show that

lim Iim sup { Y Wy, (q)fN(;y)?)_N} =0. (5.6.21)
€20 N=veo o Dy (fn)<C/N N 7eQ) E

Writing out the definition of Vi (1) given in definition (5.2.17), we obtain, using
translation invariance of f and recalling the notation of the averaged sum in

(5.2.18),

lim lim sup
€70 N2 gy Dy (fy)<C/N

{;} T Tx¢('1)—55< X omx, XL Uz(x))
ne <

|x|<eN
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For any fixed y € Ty, we consider a neighborhood of discrete points {y — k,y —
k+1,...,y+k—1,y+k}. Within this neighborhood, we have the following
approximation

NI =y 2 L e+ (). (5623)

Y |z—y|<k

Next we add and subtract the quantity ¢ (IIZ o<k M(2), Loy 12(2 )) inside
the absolute value of equation (5.6.22), obtaining

T ol ( L on, L Wz(y))|

[x[<eN WZeN =N
< L ol ¢( L ome X ’72<Z>>|
|x|<eN ||z—x|<k [x—z|<k |x—z\§k
+ X ¢7< X m@, XL 172(2)) —47( X mw., X Wz(y))|
|x|<eN |x—z|<k |x—z|<k ly|<eN ly|<eN
k
+0 (N) . (5.6.24)

We consider the second addend in the right-hand-side of (5.6.24). By exploiting
the multi-variable mean-value theorem and (5.6.23) we have that

i)

|x|<eN

47( X m@, Y 172(Z)) —47< T mw), Y ’72(]/))‘
|x—z|<k <

[x—z|<k

(508w (£005 m0)

[x—z|<k |x—z|<k

<IVélo Y X

[x|<eN |y|<eN

< [Vl X

|x|<eN

2

( L one ¥ nz<z>)—( £ one ¥ nz<z>)

[x—z|<k [x—z|<k y—z|<k ly—z|<k

2

k
+0 (N) . (5.6.25)
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Using furthermore that ||x||z < ||x||1, it follows that

L woly ( X mw). X nz(y))

|x|<eN ly|<eN Iy\SFN
<X | X Tz4>(11)—¢7( X m@, X 172(Z))|
|x|<eN ||z—x|<k [x—z|<k [x—z|<k
Qe T X ( e, X nz<z>)—( T one X nz<z>)
|x|<eN |y|<eN —z|< k |x—z|<k ly—z|<k ly—z|<k 1
k
+0 (N) ) (5.6.26)

Arrived at this point, in order to obtain (5.6.21) it is sufficient to prove the following
two lemmas:

LEMMA 5.7 (One block estimate). For all ¢ > 0

fim Tm sup
k—o0 N~>oof :D(fy)<c/N

5 Lo i Lo Zo)

neQ)
LemMa 5.8 (Two blocks estimate). For all ¢ > 0

()3~ =0. (5.6.27)

lim lim lim  sup sup
k—o00 e—=0 N—oo ‘V‘S2€N+1fND(fN)SC/N

(zljm<z>,§l:nz<z>)—( L m@, L me )

|z| <k |z|<k |z+r|<k \z+r\<k

N3N =o0.

neQ) 1

(5.6.28)

5.6.3 Proof of the one block estimate

Fix k € N such that k < N, and consider the set {x € Ty : |x| < k}. We introduce
the subspace ()1 C 3, which represents the state space restricted to these 2k + 1
sites. Then, for any function g : (yx11 — R, we define the "restricted" Dirichlet
form as follows:

1

Dia(8) =5 ), 3 & T Y moml) (\/g (1) = \/g(ﬂ)>2-

17602](+1 x——kab 0

(5.6.29)
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Next, we define the marginal of the density fn over Q1 as

flGg) =37 NN (). (5.6.30)

n(x) : x>k

Using the following inequality

(VT VEn) <E(va-\B)s e

we have that

D31 (fN)
2
Ly aNY Y e nbx+1)\/ Y At \/ > )
€M1 x=—ka,b=0 (1) x>k (1) 12>k
2
N xx+1
17;3 X—Z—kabzoﬂa ety <\/f o \/fN(ﬂ)>
2
N 01y
X_Z_k’gf abZOmb (\/fw(ﬂa,b) \/fN(n)>
= ZT\II{D(]CN) (5.6.32)

Here, in the up to last equality we have used the translation invariance. All in all,
we obtain the upper bound

Dy (fR) < %D(fw)- (5:6.33)

As a consequence

sup T¢(1y iz n2(z) || ()3

IN:D(fn)<e/Nye ;Ek (lzzlgk ZEIEk )

< sup ¢ | X m@, X m )3~
8k Dy 1 (8k) <(2ck) /N2 Q) \z\<k |z|<k |z| <k

+0 <Z]il) . (5.6.34)
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Taking the limsup as N — oo and using the compactness of the level sets of the
Dirichlet form (for details see Appendix 10 of [61]), we have

z\@o sup Yy, 2[: (2[:,71 2[:,72 ) )32

8k D1 (k) <(2ck) /N2 7€Q | |2 <k |z|<k |z| <k

< sup VX we(n) (2]:771 Inz) )3 >,

8k: D31 (8K)=09€Q ||z| <k |z|<k |z <k
(5.6.35)

The set of probability distribution with density gi such that D7, ,,(gx) = 0 is the
set of uniform distributions over 1 with fixed number of particles ki, ko of
species 1 and 2 respectively. Therefore, taking the supremum in equation (5.6.35)
is equivalent to taking the supremum over all configurations # in the space )y
with fixed number of particles k1 and k; of the two species. As a consequence, by
taking the limsup for k — oo, we have that

k—o0

im  sup Y| X wely (El: mz), X 2(2)) g(m)3 !

8k D51 (8K)=07€Q | |z]<k |z| <k |z|<k
_ Tm ’I|z\<k (1 (I|z\<k 1(2), Xy <k 12 )) ’
= l1m sup
2k+1
k—roo k1,kp=0,...,2k—+1 kq/ko (k1,kz)

k1+k2<2k+1 VS O

= lim sup E Kk @] —E Kk (0]
k=co ) ky=0,...2k+1 V(1 1) V2T 2T
kq4kp <2k+1 Vakt1

=0. (5.6.36)

Here, in the last step, we used Theorem 5.7.

5.6.4 Proof of the two blocks estimate

In analogy to the approach used in the proof of Lemma 5.7, we now consider two
blocks of size 2k + 1: the first centered around the microscopic point 0 € Ty and
the second centered around the microscopic point r € Ty. The centers of these
two blocks are separated by a distance of at most 2eN + 1. We denote by , ¢ the
configurations in the first and second block respectively, both belonging to the
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sub-space (1. We consider an arbitrary function g : OQppiq X Oy — R and
we define the following "restricted" Dirichlet-forms:

D;l(g):% y, 3% kil Gigy <\/g (S )—\/g(€,€)>2

00€Mk i x=—ka, b—

Bw=1 T L ¥ aat (Ve - ¢g<m>)2

06€M 1 x=—ka,b=0
B9 =g T (Ve@er - seo) (5637
6€ 4

where (Z,&)° indicates the configurations where the occupation variables at the
center points of the two blocks have been exchanged. Intuitively, the first Dirichlet-
form concerns the first block; the second Dirichlet-form the second block; the third
Dirichlet-form takes into account the transfer of particles from one block to the
other. We now introduce the marginal over the two blocks

) = 37N Y, () (5:6:38)
n(x) : |x|>k, |x—r|>k

Arguing as in the proof of Lemma 5.7, one can show the follwing estimates:

k
DHf) < %5 D(fx)
Di(f) < %D(fm (5:6.39)

We now aim to find an upper bound for the Dirichlet-form Ai(-) in terms of e.
Obtaining the configuration (g, &)° from the configuration (g, &) is equivalent to
permuting the occupation variables #° and 5". We introduce the permutation
operator Py, between sites x and y, defined as follows:

Peyn = ((0),..,n(x = 1), 5(y), y(x + 1), 5y = 1), y(x), y(y +1),...,.4(N)).

(5.6.40)
By applying (5.6.31) and by the definition of the marginal over the two blocks
written in (5.6.38) we obtain

NGRS 3—4k—2(mk<z,g>0—mk@,af

0,81

< ;ﬂ;ﬁN (\/fN(PO,r’I) - \/fN('i))z- (5.6.41)
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This permutation operator satisfies the property3

PipP3oP1 = PioP 1P 3 = Pijs. (5-6.42)

Therefore, we have that

(\/fN(Po,r’i) - \/fN('I))2
= (\/fN(PO,lﬂ) - \/fN(’?) + \/fN(Po,lpl,zﬂ) - \/fN(Po,M)
+ \/fN(P2,3P1,2Po,1'7) - \/fN(Pl,zpo,lﬂ) +

2
+ \/fN(Pl,O'"Pr—l,r—zpr—l,r“'P0,1'1) - \/fN(PZ,l"'Pr—l,r—ZPr—l,r'"P0,177)>

< (2r—1) { (\/fN(PO,l’i) - \/fl\l('1))2 + (\/fN(Po,lpl,z’i) - \/fN(Po,lﬂ)>2

+ (\/fN(P2,3P1,2P0,111) - \/fN(Plfzporm))z +...

2
+ <\/fN(P1,0"'Pr1,r2Pr1,r“'Po,1’7) - \/fN(PZ,l"‘Pr1,72Prl,r"'PO,l’1)) }

6.
Consequently, we find that (5:6-43)
2
5 Z 37N (\/fN(Po,rﬂ) - \/fN(’i))
1160
2
< (2r-1)%5 Ly sy Z oy <\/fN(11212) - \/fN(ﬂ)> . (56.44)
neQ) a,b=0
where we used the translation invariance of fy. Therefore, using (5.6.41), it follows
that
2r—1
A (f) < ! D(fn)- (5.6.45)
Finally, for fixed ¢ > 0, e > 0 and N € IN, we define the set
2ck 2ck
ANje i= {g Di(8) < 1z- DE(8) < Tz A(8) < szc} : (5.6.46)

Arguing as in the proof of Lemma 5.7 it follows that

{fN : D(fN) <c¢/N,}n{r : |r|]<eN} C{g : g€ Ane}. (5.6.47)
3 that can be proved by using the fact that P;; = P;; and P;;Pjx = PjxPix.
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The above inclusion relation implies that

sup sup
[r|<eN fn : D(fn)<c/N

(2[: mz), X 772(Z)> —( Y me, L ’72(2)) Sz~

7€Q || \ |z|<k |z|<k |z-+r| <k |z-+r| <k 1

< sup ). (2]: a X é%‘) - ( L& XL Cé‘) g(g,&)3 %2,
8EANELTEM i || \|x|<k  |x|<k Ix|[<k  |x|<k

! (5.6.48)

By taking the limsup for N — oo and ¢ — 0, and by exploiting the compactness of
the level sets of the Dirichlet-forms we eventually take the supremum over all g in
the following set

A:={g:Di(g) = DY(8) = Mi(g) =0} (5.6.49)
The set of distributions that satisfy this is the set of uniform distributions over

Mogr1 X Opy1, with fixed numbers ki and k; of particles of species 1 and 2

respectwely Choosmg $1,¢2 : Qo1 — Roas ¢1(8) = 1(0), $2(0) = £2(0), we
find ¢! (71,72) = 11, $*(11,72) = 72- As a consequence, we obtain

(E50) - (g
(Ea0) - (g em)

(£ 1) = 9" (2 a32) |

lim sup Z (¢, &)3 42

k
TOgEA Oy,

+ limsup ) (¢, &)3742

k
TOGEALEE My

< m sup

4k+2
k—o0 0<kq,kr<4k+2 ze le,kz (kli,—i_kz)
kl +k2<4k+2 2k+1
=1 (_k ky
— (El:\x|§k Cl(x)) —¢ (4k+2’4k+2)
+ lim sup YT
k=00 0<ky ko <dk42 . Fyky ( K kz)
ky+ky<ak42 $€hi ’
72 ( _ko ky
— (Zl:mgk Ga(x ) ¢ (4k+2’ 4k+2)
+ lim sup yT)
k=0 0<fe) ky<ak+2 cafik (k1 kz)
ky+hky<ak+2 S€K4T ’
) ko
— (I\x|§k Ga(x > ¢ (4k+2' 4k+2)
+ lim sup T =0. (5.6.50)
k—o0 0<kq,kp<4k+2 le,kz (k1 kz)
Ky ko <ak+2 SE€i4T ’

The last equality follows from Theorem 5.7.
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LARGE DEVIATIONS OF MEAN-FIELD RUN-AND-TUMBLE
PARTICLES

In this chapter' we return to run-and-tumble particles, considering particles on
two layers that only perform active jumps. We furthermore introduce a mean-field
interacting to the process, where the rate to jump to the other layer depends on the
magnetization of the process. We then study the large deviations of this process,
for which we again need to introduce a weakly perturbed process. As a first step
towards establishing a large deviation principle for the total density, we apply the
contraction principle and characterize the multi-layer trajectories with finite rate
function that are compatible with the given trajectory of the total density.

6.1 INTRODUCTION

Run-and-tumble particles serve as simple models of active matter [105]. Systems
of active particles constitute an important class of non-equilibrium systems where
at the microscopic scale energy is dissipated in order to produce directed motion.
They show a rich phenomenology such as clustering and long-range order [20, 102,
105].

In the mathematics literature on interacting particle systems, results on active
particles are not very abundant (in contrast with the physics literature). To our
knowledge, the first rigorous result on hydrodynamic limits for active particles
is [64], where a system of locally interacting active particles was studied. In [65],
[64], the authors prove the hydrodynamic limit (using the non-gradient method)
and identify a motility-induced phase separation and a transition to collective
motion from the equations obtained in the hydrodynamic limit. See also e.g. [86]
for recent results in the physics literature on locally interacting active particles and
collective effects therein.

In this paper we consider a simpler model where the interaction between the
run-and-tumble particles is of mean-field type, i.e., via their empirical distribution.
For this model we can then both prove the hydrodynamic limit and the large

1 this chapter is based on [CITE].
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deviations from the hydrodynamic limit. In our model, the particles move on
the one-dimensional torus, and have an internal state which takes values 1 and
determines the direction of motion. The interaction between the particles arises
implicitly via the flip rate at which particles flip their internal state which depends
on the magnetization.

First, we start by deriving the hydrodynamic limit, which is a coupled system of
partial differential equations for the densities of particles with internal state +1,
and an ordinary differential equation for the “magnetization”. Second, we consider
a weakly perturbed model where the influence of an external field which weakly
depends on time and (microscopic) space and is added. This field influences the
rate at which particles flip their internal state and the rate at which they jump in
the direction of their internal state. This is reminiscent of the weakly asymmetric
exclusion process [62] which is an essential tool to study the large deviations for
the trajectory of the density in the symmetric exclusion process (SEP). Contrary
to the situation of the SEP, in our model, the perturbation does not act on the
direction of the motion, which is always in the direction of the internal state.

We prove the hydrodynamic limit of this weakly perturbed model and use it to
prove a large deviation principle for the trajectory of the densities in the original
model. The technique of proof is based on a change of measure between the original
and the weakly perturbed model and the associated exponential martingale (the
Radon-Nikodym derivative of the perturbed model w.r.t. the original model). Due
to the mean-field character of the interaction, no super-exponential replacement
lemmas are needed, i.e., the quantities appearing in the Radon-Nikodym derivative
between the perturbed and unperturbed model are a function of the empirical
densities and the magnetization.

The rest of our paper is organized as follows. In Section 6.2 we introduce the
model, the weakly perturbed model and state the hydrodynamic limit of both. In
Section 6.3 we prove large deviations for the trajectory of the densities. In Section
6.4 we provide the proof of the hydrodynamic limits stated in Section 6.2.

6.2 RUN-AND-TUMBLE PARTICLES WITH MEAN-FIELD SWITCHING RATES

In this section we describe the run-and-tumble particle model with mean-field
switching rates. Later on we will also define a weakly perturbed version of this
model which we will need for the large deviations. For both models, we will
consider particles on the two-layered torus Vy := Ty x S, where Ty = Z/NZ is
the discrete torus, and S = {—1,1} which we will call the internal state space. We
then say that a particle (x,0) € Vy has position x € Ty and internal state o € S.
The parameter N is a scaling parameter, and we will be interested in the limiting
dynamics when N — oo.
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We will consider processes of particle configurations {#) : t+ > 0} on the
state space Qy = INWN. We denote by 1N (x,o) the number of particles at site
(x,0) € Vy at time t > 0. The Markovian dynamics is then described as follows:

i) Active jump: with rate N a particle jumps from (x,0) to (x + o, 0).

ii) Internal state flip: a particle jumps from (x,0) to (x, —o), with a mean-field
rate denoted by c(o, my(17]Y))

We assume ¢(0, -) to be continuous in the second variable and bounded from above
and below (away from zero). Here by “mean-field” we mean that the flip rate
c(o,my(n7N)) depends on the whole configuration 7 only via its magnetization
my(nN). For 7 € Qy, this magnetization is defined via

1
my(n) = ﬂ 2 (77(35,1) —1(x, —1)), (6.2.1)
17 xeTy
where || := ¥y ¢)ev, 71(x,0) denotes the total number of particles in the configu-

ration 7. Here we also use the convention that if || = 0 then my(y) = 0.
More precisely, the process is defined by its generator working on functions
f: Oy — R as follows.

Inf) =N Y (o) [f(0 700y — ()]

(X,U)EVN

+ Y clomym)y(x,e) [f™ 7T — fn)], (6:2:2)

(x,0)eVN

where (@)= (¥") denotes the configuration 77 where a single particle has jumped
from (x,0) to (y,0’), if possible.

REMARK 6.1. If we choose the rates c¢(c,m) = 1, then the particles do not interact
with each other, and we recover the run-and-tumble particle process, studied, for
instance, in [105, 97, 98, 118, 23]. An actual example of mean-field rates where
particles do interact with one another is, for instance, given by the Curie-Weiss
Glauber rates c(o,m) = e~7P" with g > 0.

6.2.1  Hydrodynamic limit

For N € IN, we define the empirical measure of a configuration # € Qy by

1
N == Y n(x 7)0(% 0/ (6.2.3)
(x,0)EVN
where § denotes the Dirac measure. For a given 5, 7V (#) is a positive Radon

measure on the macroscopic space V := T x S, where T = [0, 1] is the torus. We
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denote the space of positive Radon measures on V by My. Given t > 0, we further
denote the empirical measure of the configuration 77 as

1
=N =5 T aN e

(X,U’)GVN

% o) (6.2.4)
For every N € IN, this produces a process {7r)¥ : t € [0, T]} with trajectories in
the Skorokhod space D([0, T]; My ). The corresponding space of test functions is
given by,

CO(V):={¢p:V =R | ¢(,0) € C°(T) forall ¢ € S}. (6.2.5)
For ¢ € C*®(V) we now denote the pairing
1
(o) =% L m'xo)9(0). (6.2.6)
(x,0)eVN

For N € N and smooth o(x,0) : V — R we define the product Poisson
measures
‘uf\, = ® Pois(0 (%,0)), (6.2.7)
(x,(T )EVN
which is the local equilibrium measure for the non-interacting (c(c, m) = 1) case
(see [97]). We assume that the process {#N : t > 0} starts at t = 0 from the
configuration 7V = 5{¥ distributed according to yf\], which fixes the initial density
profile. More precisely, 7\ converges as N — oo to the positive measure with
density o(x,0) : V. — R, i.e., we have that for every ¢ € C*(V) and ¢ > 0

I\lfim]l’%(no, Z/(j)x(r (x,0)dx
—00

ces
Here IP?V denotes the path-space measure of the process with initial distribution
yf\], where we omit the dependence on the terminal time T since we assume that
this is fixed.
The question of the hydrodynamic limit is to find the limiting PDE for 7Y as
N — co. We start with the following preliminary computation

L (N (), 9)
=N Y gx,0) (2N (200, 9) — (7N (), )

(x,0)EVN

+ ¥ n(xo)ele,my(n) ((=N (@)= 00),¢) — (2N (), 9) )

(x,0)eVN

> £> =0. (6.2.8)

= Y o) IN@CSE, 0) — p(E,0)) + (o, ma () ((x, —0) — p(x,0))]

(x,0)€VN
(6.2.9)
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From this computation, we observe that the evolution of the empirical measure
depends on the evolution of the magnetization my (#7}). Note however that the
magnetization, defined in (6.2.1), can be expressed in terms of the empirical
measure as follows,

(N (1), Lo=1 — To——1)
mn(n) = m(7N(y)) = . (6.2.10)
! ! (), T)
This representation of the magnetization motivates the following definition of the
magnetization corresponding to a density o(x,0) : V — R>q as

(0 Tg=1 = To——1)12(v)
(0, 1)12(v)

m(o) := , (6.2.11)

where (-, )2 (y) denotes the inner product of L?-functions on the space V, given

by

(W P2 Z/I,Dxa (x,0)dx, (6.2.12)

oes

for any ¢, ¢ € L2(V).
THEOREM 6.1. ]Pf\](nfg,ﬂ € -) — Jq, where a € D([0, T]; My) is the trajectory of
measures with density o;(x, o) which solves the following equation,

0(x,0) = =090t (x,0) + (=0, m(er))es(x, —0) — c(o,m(er))er(x,0),  (6:2.13)
with initial condition gg(x,0) = o(x,0).

This theorem will be a consequence of a more general hydrodynamic limit of a
weakly perturbed modification of the model, which we will introduce in Section
6.2.2. Apart from the hydrodynamic limit of the empirical measure, we can also
find a limiting equation of the magnetization.

COROLLARY 6.1. ]Pf\,(m(nfgﬂ) € ) = Opu(o.), where g; solves (6.2.13). Furthermore,
my := m(o;) solves the following equation,

my =c(—=1,m) - (1 —my) —c(1,my) - (1+my), (6.2.14)
with initial condition my = m(g).

REMARK 6.2. When considering the Curie-Weiss Glauber rates c(c,m) = e~ 7f"
with inverse temperature § > 0, the evolution of the magnetization is given by

1y = 2sinh(Bm;) — 2my cosh(Bmy). (6.2.15)
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As t — oo the process m; converges to a solution of the mean-field equation
m* = tanh(pm™). (6.2.16)

For B <1 the only solution is m™ = 0. However, for > 1, there exist two nonzero
solutions, and if my # 0, the process m; converges to either the positive or negative
solution, depending on the initial value mg. This simulates a type of flocking
behavior of the particles, where particles tend to move in the same direction.

6.2.2  Weakly perturbed model

We furthermore introduce a weakly perturbed version of our model, which will
be a key tool for the study of large deviations. The weak perturbation will be
parametrized by a time-dependent potential H : [0, T] x V — R, which we will
assume to be differentiable in time and continuous in space, and which we will
denote by H € C'0([0, T] x V). The time-dependent generator of this model,
acting on functions f : Qn — R, is given as follows:

L) =N Y p(x,0)ethCF D= H(§0) [f ()=o) _ f ()]

(x,0)eVyN

+ ) n(x,0)c(o,my ()t )R [f (RO 0m0) - f()].
(X,U)EVN
(6.2.17)

Note that for H = 0 we recover the original model. We will denote by ]PIQ\’,H the

path-space measure of this process, where 7)) is distributed as yf\] (cf. (6.2.7)). We

further abbreviate H;(x) := H;(x,1) — Hy(x, —1). The hydrodynamic limit of this

process is then given in the following theorem.

THEOREM 6.2. ]P%,H(rrfg,ﬂ € +) — 6,1, where af! € D(]0, T]; My) is the trajectory

of measures with density of!(x, o) which solves the following equation,

of! (x,0) = —0dx0f (x,0) + (0, m(g}"))e™Vof! (x, —0)

—c(o,m(ef")e M Wofl(x,0),  (6.2.18)

with initial condition ¢} (x,0) = o(x, 7).

Note that Theorem 6.1 follows from this Theorem 6.2 by choosing H = 0. The
proof of Theorem 6.2 will be postponed to Section 6.4. Below we give the evolution
of the magnetization under the perturbed dynamics.

COROLLARY 6.2. ]P%,H(m(nfgﬂ) € +) = Oyy(on), Where ol solves (6.2.18). Further-
more, m}! := m(oH) solves the following equation,

. H 1 H —oH;(x) H
= — , —20 t ag, . 6. .
m <Q'1>L2(V) <Qt e C( i )>L2(V) ( 219)
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with initial condition my = m(o).
Proof. Note that if ay — a in D([0,T] : My) then m(ayn) — m(a) in D([0, T] :
[—1,1]), hence m(ﬂfgﬂ) 2 m. under IPZ%}H. Therefore, we can find an equation

for the evolution of the magnetization from the evolution of ¢f. First note that

(o', 1)12(v) = (0,1)12(v) for all t > 0, which is due to the conservation of particles.

Therefore, using the definition (6.2.11), we find

o <Qg{r10:1 - 10:71>L2(V)

Ty = (6.2.20)
(@ 1) 12(v)
By the periodic boundary conditions, we have that
(—o0yol, 1g—q — 10:—1>L2(V) =0, (6.2.21)
hence (6.2.19) follows by filling in (6.2.18) into (6.2.20). O

Corollary 6.1 follows from Corollary 6.2 by choosing H = 0 and using that for
any density ¢ we have that

Jro(x,0)dx
<Qr1>L2(V)

Note that, unlike in the unperturbed model, under the perturbed dynamics the
evolution of the magnetization is not a closed equation, but depends on the density
ol. This is because under the these dynamics the magnetization process is no
longer a Markov process on its own, and additional information on the positions
of the particles is required.

=11 +om(o)). (6.2.22)

6.3 LARGE DEVIATIONS

In this section we will prove a large deviation principle for the run-and-tumble
particle process with mean-field switching rates. We start by defining the rate
function Z¢ : D([0, T]; My) — [0, ], which is given in two parts

Z%(®) = hg(Qo) + Zir(R) (6.3.1)

Here K (@) is the static part of the large deviation rate function, only depending
on the measure at time ¢t = 0. It can be informally written as

hg(Ro) = pi () ~ o), (6.3.2)

i.e, it corresponds to the large deviation principle of the initial density profile
nt) under the starting distribution yg\]. Since yf\] is given by a product Poisson
measure, the corresponding rate function is known, and given by

hg (%) = sup g (@o; ), g (@0; ) = (R0, d) — (0, — 1) 12y)- (6.3.3)
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Here the supremum is taken over all ¢ € C®(V).
The term Z;,(®) in (6.3.1) is the dynamic part of the rate function, and depends
on the whole trajectory @. It is given by the following:

Iy (a) = sup I (2; G), (6.3.4)
G
where
T -
Ty (@ G) = (®C) — [ (& clo,m@)) (7O ~1) )t (63.5)
0
Here the supremum in (6.3.4) is taken over all G € C*([0, T] x V), and we recall the

notation G¢(x) = G¢(x,1) — G¢(x, —1). Furthermore, ¢(%; G) is a linear functional,
defined as follows

T
0(&;G) = (&1, Gr) — (@, Go) — /O (&, (3¢ + 09y)Gy) dt, (6.3.6)
and m(@;) is the magnetization of the measure, defined as
o~ o <Zx\tl ]]-0':1 - ]]'0':—1>
m(ay) = 1) (6.3.7)

REMARK 6.3. In Lemmas 6.4 and 6.5 we derive more explicit expressions of the static
part 11§ (%)) and the dynamic part Z;, (). Specifically, we identify the functions ¢
and H for which hi (@) = I (ao; ¢) and Ty (%) = T (%; H).

In order to prove the large deviation principle with rate function Z, we need to
establish the upper and lower bound.

i. Upper bound: For every closed set C C D([0, T]; My ) we have

lim %logﬂ’ﬁ,(nfgﬂ €C) < —inf Z°(w) (6.3.8)

N—o0 aeC

ii. Lower bound: For every open set O C D([0, T]; My ) we have

lim —logP% (7§ 1) € 0) > — inf 7°(@) (6:39)

N—o0 ae0

6.3.1 Radon-Nikodym derivatives

The goal of this section is to obtain an explicit form for the Radon-Nikodym
derivative of the path-space measure of the weakly perturbed process d]Pf\’,H with
respect to the path-space measure of the original process lef\]. This Radon-
Nikodym derivative is given by the so-called exponential martingale of the process,
and is given in the following lemma.
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LEMMA 6.1. Forall T > 0, N € N and H € C®(V), we have that

oH
dpry;

Q
dP%,

= ZE,T ( ﬂﬁ)],T] )

T
= exp <N<n¥, Hr) — N(m}Y, Hp) — /0 e NLH) (9, 4 )eN i He) dt).
(6.3.10)

Proof. By Palmowski and Rolski [90], the exponential martingale Z%{T(ﬂ[lg,ﬂ)
dPy
dp§,’
measure (up to time T) of the process corresponding to the time-dependent
Markov generator on 0y given by

is equal to the Radon-Nikodym derivative where Py is the path-space

Duaf () = e N OHD [y (£(y) - NEOVHDY £ e HD)
(6.3.11)

N now denotes the empirical measure as a function of 7 € 0y, as defined

where 7
in (6.2.3). We will prove that Py = ]P%H by showing that gﬂ;,t is equal to the
generator of the weakly perturbed process Eﬁ ; as defined in (6.2.17). We compute,
using (6.2.2)

e NN (), H) o (f(n) .eN<ﬂN(17),Ht>)
=N Y p(x0)[f(y) o) - HRa)  fp)]

(x,0)eVN

X

+ Y n(x,0)e(e,mn)) [f (070 ) RO — £()],
(x,0)eVN
(6.3.12)
where we used that
(Xn(&=2 W), Hy) — (Xn(p), Hy) = Hi(§,0') — Hi(§,0).  (6.3.13)
Similarly we compute
e*N<7TN(Vl)th>gNeNUTN(U)IHQ

=N Y gx,0)[PCR O HF0) _q]
(x,0)EVN
+ Y n(xo)e(o,m(y)) [ MO HED 1] (63.14)

(x,0)eVN

Substituting (6.3.12) and (6.3.14) into (6.3.11), we indeed find that %,t = Diﬂz{f,t,
completing the proof. O
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COROLLARY 6.3.

1 H_(-N N

N log <ZN,T(7T[0,T])) = Itr(rf[o,T]/ H) + O(%) (6.3.15)
Proof. Making use of the following approximation

R 0)—Hi({0) _q = 0o Hi (3, 0) + O(%) (6.3.16)

we are able to write (6.3.14) as
e N H) g N Hi) — N(rN,00,H;) + N <nf\],c(a,m(nf\l)) (e*‘”qf(x) - 1)>
+ O(1). (6.3.17)
By now plugging this into (6.3.10), we find that
ZII\{I,T(”[IBI,T])
= exp (N(n?, Hr) — N(m, H) — N/OT<n{V, (3¢ + 00y ) Hy) dt + (9(1))

X exp (N/OT <7'cf\],c(a,m(7'cf\’)) (e—oﬁf(x) - 1)>dt>

T _

= exp (NE( 0,1} H) — N/o <7T{\’,c((f,m(7r{\])) (e*”Hf(x) - 1)>dt + (’)(1)) ,
(6.3.18)
finishing the proof. O

6.3.2  Upper bound

In this section we will prove the large deviation upper bound (6.3.8). A crucial
ingredient is to prove that the path-space measures of ”[o 1) are exponentially tight,
which then reduces the proof of (6.3.8) to compact sets.

THEOREM 6.3 (Exponential Tightness). For any n € IN there exists a compact set
Kn C D([0, T], My) such that

I\l{lir})o log]PQ (N 7o, 7] ¢ Ky) =—n. (6.3.19)

Before proving exponential tightness, we first give the proof of the upper bound
for compact sets.

THEOREM 6.4 (Upper bound for compact sets). For every compactset L C D([0, T]; My)

we have that

Bl e < — ow
I\E)nw log P}, (7'([0 7 € K) Dclg}fCI (@). (6.3.20)
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Proof. We start with the following computation

1
N log ]P?V(nfg,ﬂ €ekK)

1
= Nlog]E%,

NS (2 9) ZAG,,T(nfgﬂ) ]
]171

N .
on  Nig(e) 2§ (7N )

. N (R; G (» 1 o [ Nng(rl; G N
< _alglfc Nlog {e o). ZN,T(“)} + Nlog]EN {e o7 4) . ZN,T(”[O,T])} ,
(6.3.21)
where we recall the definition of hg in (6.3.3) and of ZI(\;,T in (6.3.10). Since

Zﬁ,T(nfng]) is a martingale with Zﬁ,o(”ﬁ)’,ﬂ) =1, we actually find that

hQ N; G . hg N;
IE?\[ [gN 0(770" ) . ZN,T<7TN )] — IEyf‘\] [@N 0(7 4’)}

(0,T]
_E |:€N<<7T6\],¢><Qfe¢1>L2(V)):| =1, (6.3.22)

oY
where we used that ‘uf\, is a product Poisson distribution. Therefore the second
term in (6.3.21) vanishes. For the first term, note that we took ¢ and G arbitrarily,
so we have

i L oo P8 (7N _sup Tim inf - log [NH @) . 26 (3
I\%l_rgoNlogH)N(n[O,T]eK)S Zugﬁ%lg}ﬁlg}fc log [e 0 ZN’T(zx)]

(6.3.23)
using Corollary 6.3, we find that

_— 1 .
—sup lim inf = log |eNfo(®i#) . ZC (@) = — sup inf hS(@o; ) + Tir (&;
P Atk N 18 s $r@] sup fnf hy(807¢) +Zr(®;C)

= — inf Z%®), (6.3.24)
nel

where we were able to interchange the supremum over ¢ and G with the infimum
over & using the argument of Lemma 11.3 in [120], using that K is compact. ~ [J

In order to prove the exponential tightness, we want to use the method used in
[61, pages 271-273]. However, since we do not know the invariant measure of this
system, we first turn to a perturbed model of which we do know the invariant
measures, namely the independent run-and-tumble particle system, as defined
in [98] (without diffusive jumps). The generator of this process corresponds to
setting c¢(o, m) = 1 in the generator %y defined in (6.2.2), and we will denote it by
ZRIP_ For this process, we know that the Product Poisson measures with constant
density g, are invariant. We denote the path-space measure of this process, started

from p3, by IPI;,TP’Q.
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LEMMA 6.2. There exists a constant C > 0 such that

2
dP§, oN
]E]PIR\]TP,Q |:<d]PRTPQC> ] <e . (6.3.25)

Proof. Note that we can split the Radon-Nikodym derivative in the following way

dPY duy  dP
d]PRTP,QC dyf'\j d]PRTP,Q

(6.3.26)

The Radon-Nikodym derivative of the Poisson distributions can be bounded in the
following way

du g\? x,0)EVyN Qc

<exp (log <||Q| ) 7N +2QCN) . (6.3.27)

Q X
dpy (7) = exp (( Z n(x,0)log <Q(N’0)> _( Z (o(%,0) —Qc))

Since the jump rates of the processes corresponding to IPETP’Q and ll’i, only differ at
the internal state jumps, by the Girsanov formula, we find that the Radon-Nikodym
derivative is given by

dP}, _
—xivo =eXP< Y. / log (c(e, my(t))) djf 1)

d]P (x,0)€VN

- Z /nt x,0) amN())—l)dt>,

xa GVN

(6.3.28)

where ]t(x’a)_)(x’_a) is the number of jumps made from (x,0) to (x, —¢) up to time
t. Since c(o, my(t)) is bounded from above and below, we can find constants

¢1,¢2 > 0 such that

2
dP§, o
< RTPg) < exp (cl( Z ]gx,a)%( —0) +c2T|17N|) ) (6.3.29)

dP x,0)EVN

where we recall that || is the total number of particles in the configuration 7.

Note that ¥, »)cvy ]%x’g)ﬁ(x’fg) is the total number of internal state jumps up to



6.3 LARGE DEVIATIONS

time T, which under ]PI;ITP’Q is a Poisson process with intensity | |. Combining
(6.3.27) and (6.3.29), we can find a constant c3 > 0 such that

2
dP§
N < 4QCN N
]E]PETP,Q [(d]PIIi,TP’QC) ] <e ]E]PIIETP,Q [exp (C3T|77 |>}

< exp (4QcN +2|l0]]co (eC3T - 1) N) , (6.3.30)

hence (6.3.25) holds. O
Now we can proceed with the proof of exponential tightness, using the approach
from [61]. We will need the following result.

LEMMA 6.3. For every ¢ > 0 and G € C®(V)

}i_r)r(l”\}ig})o%logll’%, <SSU:|25 ‘<7rf\],G> — <7T£\],G>‘ > s) = —oo0. (6.3.31)

Proof. Let ¢ > 0 be given. First note that we have the following

(s [(76) = (706)] =)
<, ( sup (',G) — (n¥,G) > )

|[s—t]<o

+]P§\] ( sup <7I{V,—G> — <7‘(£\I,—G> > s) . (6.3.32)

[s—t]<o

Since we are considering every G € C*(V), we can neglect the absolute value in
(6.3.31). Furthermore, by Holder’s inequality we have that for a general event A

1
0 2 2
dPP¢, .
PP

(6.3.33)

diP?
0 B N

N

1
RTP, o, 2
< (]PN ¢ (A)) (IE]I)RTP/Q

Therefore, by Lemma 6.2, it is enough to prove the result for ]PI;TP'QC.

Using the following inclusion.

(T5~1]

€

{ sup (7,G) — (e, G) > } c U { sup (1, G) — (7}, G) > 4},
|[s—t|<d k=0 |0<t<sé

(6.3.34)

161
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we are able to find that

lim Nlog]PRTP’Q” ( sup (n),G) — (nN,G) > e)

N-—reo |s—t| <6

1 [Téil] N N 1
< hm —1lo ma ]P Qe su 7T ,G — (7T ,G > €
=N N g <0§t1<)5< ko—+t > < ko > = 4

= lim —loglPRTP’QC sup (), G) — (nlY,G) > le (6.3.35)
N—eo N 0<t<s

where in the last step we used that y3; is invariant for the RTP system By denoting
the exponential martingale corresponding to .Z5'" as ZE,EP C(n 4 T]) (recall the

definition of the exponential martingale in (6.3.10)), and multiplying both sides by
a constant A > 0, we find that

PR sup (N, AG) — (md,AG) > LAe
0<t<d

0<t<é N ’

N/ NG (3, 1 RTP)N(TNAGS) g5 > }1A5>

1
<P sup ZRTPAC (7N ) > ebVie
0<t<s T

RTP, ¢ AGs) RTP N G 1
+ Py <os<1:E§N/ (! ) (05 4 ZRTP)eN{r ) ds > 8)\5) .
(6.3.36)

Recalling that Zy; RIE. )‘G( T, T]) is a non-negative martingale, by Doob’s martingale
inequality we can upper bound the first part by

]PI;]TP,QC sup Z%\{]Ttp,)\c (”fgﬂ) > e8NAe < El;]TP,gc [ ZZI\{]TJP,AG} e~ 8§NAe _ ,—gNAe
0<t<s ’ ’
(6.3.37)
For the second part, using (6.3.17), we are able to find the following upper bound
for the integrand

lefmng.\’,)\cg( gRTP) N{(7N,AG;) <

N ] (A11:Gl oo + M (MG — 1))

(6.3.38)

z| =



6.3 LARGE DEVIATIONS

Therefore, using that || is Poisson distributed with parameter No, under IPI;]TP’QC,
we find that by the Markov inequality,

]PI;]TP/QE ( Sup N/ 7T5 ,/\Gs a +$RTP) <7T£\]'/\GS> dS Z é/\g) = 0(5)

0<t<so
(6.3.39)

Combining (6.3.37) and (6.3.39), we find that

}%Allgnwﬁlogﬂjml’& <|551jz§‘<n{\],c> — <7r£\],G>‘ > e) = —%/\s, (6.3.40)

and since we can take A arbitrarily large, this concludes the proof. O
We are now ready to give a proof of the exponential tightness.
Proof of Theorem 6.3. We start by defining the following set

Ek = {& € D([0, T|; My) : sup ax(V) < K} (6.3.41)
For this set, by the Chernoff inequality, we find that

7

PR (7l 1) & Ex) = P, ( sup 7N(V) > 1<> < e NKE
te[0,T)

exp < sup Nnﬁ(V))

te[0,T]

(6.3.42)

where the expectation can be upper bounded in the following way

EY, = EY, {GXP (IWN\)] < eNlell=le=1) - (6.3.43)

exp ( sup an’(V))

t€[0,T]

Combining (6.3.42) and (6.3.43), we can find a sequence of numbers (K;),en such
that for every n € N

— 1
lim Nlog]Plg\](n[lgﬂ ¢ E&k,) < —n (6.3.44)

N—o0

Next we consider a countable uniformly dense family {¢;}jen € C*(V) and
define for each § > 0 and & > 0 the following set

Cise= {& e D([0,T); My) : sup |(a, ;) — <ﬁs,¢j>| < s} . (6.3.45)

[t—s|<é
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Note that for any choice of the parameters the set C; 5, is closed, and by Lemma
6.3 there exists a 6 = J(j, m, n) such that

PR (7lo.7)  Cisa/m) < exp(—Nnmj) (6.3.46)

for large enough N, and so

P}, ”%,T]é N Cis(jmmi/m | < Y exp(—Nnmk) < Cexp(—Nn),

j=1,m>1 j21lm=1
(6-3-47)
for some constant C > 0. By now considering the set
Kp=E&nN m 7,6(j,mmn),1/ms (6.3.48)

j>1,m>1

it follows that (6.3.19) holds for this choice of IC;,. Since we furthermore know that
it is closed we only need to show that it is relatively compact, which can be done
by proving the following two things [61, Proposition 4.1.2]:

1. {@¢: @ € Ky, t € [0, T|} is relatively compact in My.
2. lim; 0 supgc i, ws(@) = 0, where

ws(®) = sup Z (LA (@1, ¢y) — (@ 45)]) = 0. (6:3.49)
[t—s|<d k=1

Here item 1. is satisfied since K;; C &k, and closed balls are compact in My, and
2. follows from the definition of the sets Cj s .. O

6.3.3 Lower bound

In this section we will prove the large deviation lower bound, as given in (6.3.9).
The main idea is to show that if Z¢(@) < co, then there exists a function H such
that

- g

o, H
dip%
Q
Py,

(6.3.50)

To achieve this, we have to show two things. First we have to show that if
hg (®y) < oo, then @y has a density 0y, and hg can be written as the relative
entropy of product Poisson distributions with the respective densities ¢ and 0y.
After that, we have to show that if Z;(®) < oo, then there exists a measurable
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H :[0,T] x V — R such that @ satisfies the hydrodynamic equation of the weakly
perturbed model, given in (6.2.18), and that H is then a function for which the
supremum in the definition of Z;, in (6.3.4) is attained.

The first step follows from the following Lemma

LEMMA 6.4. If (@) < oo, then @) has a density 0 : V — R, and

h(@o) = lim lJE lo iy (6.3.51)

Proof. Assume hg (@p) < oo If @y is not absolutely continuous, then there exists
a Borel set A C V such that @p(A) > 0 and Ay(A) = 0, with Ay the Lebesgue
measure on V. By the definition of 1§ () in (6.3.3), we have that for ¢ € C*(V)

(@, p) < hS@o) + {0, ef — 1>L2(V)' (6.3.52)

For n € IN now take a sequence (‘P}En))ke]N C C®(V) such that (p,gn) — nly
pointwise as k — co. It then follows that

~ n ~ (”)
(@, ") = mio(A),  (o,e% — 1)) =0, (6.3.53)

as k — oco. By taking n large enough this contradicts (6.3.52), hence we can
conclude that @y has a density 0p.
The rest of the proof of (6.3.51) follows then from calculating the supremum.

hg (@) = Slql)P {<QOI¢>L2(V) — (g, ¢ — 1>L2(V)}

= (00,108(%)) r2(v) — (G0 — €, L) 121
. iy
= 1%13%0 N]E i log dyf\, . (6.3.54)
where the supremum is attained for ¢ = log(@) O

By a similar argument as in the previous lemma we can show that if Z;, (@) < oo
then there exists a density ¢ : [0, T] x V — R for the whole trajectory @. In the
following Lemma we prove an alternative formula for the dynamic part of the rate
function in the case that 0;(v) > 0 forall t € [0, T|,v € V.

LEMMA 6.5. If 7}, (&) < oo and ¢ > 0 then there exists a bounded measurable func-
tion H such that @ satisfies the equation (6.2.18) in the weak sense. Furthermore,
Itr (bZ) = Itr (&, H) and

T (@) = /0 ! <at, (e’”Hf(")(—aﬁt(x) —1)+ 1) c(a,m(at))> dt.  (63.55)
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Proof. By the definition of Z, in (6.3.4), we have the following

T N

sup {é(ﬁ;G) — g, c(o, m(@y)) e~ Gt(x) 1 dt} < Iy (®)

P I ( )
[|Gllo<1

(6.3.56)
and so
T
sup e(a;c)gzﬁ(aw/ @1, c(o,m@)) (e — 1)) dt < co.  (6.3.57)
GeC®([0,T]xV) 0
11Gllew<1

Consequently, by the Hahn-Banach theorem, we can extend the linear functional
£(w;-) to a bounded linear functional in C([0, T] x V). Therefore, by the Riesz
representation theorem, there exists a signed measure v € Mg 1}y such that

(@, G) = (v,G) := /[o T]Xdev. (6.3.58)

Again, since we assume that Z;, (@) < co, this measure v has a density g : [0, T] x
V — R. By then plugging in the definition of /(&;G) in (6.3.6), we find that &
satisfies

T T
(@1, Gr) — (&, Go) — /0 (@, (3¢ + 09,)Gy) dt = /0 (80, Gapy dt, (6.3.59)

i.e., it satisfies the following PDE in the weak sense
Zzt(x/ U) = _Uaxat(xl U) +gt(x/ J) (6360)

We can now split up g:(x,0) = o fi(x) + hi(x), and we will show that i = 0 almost
everywhere. To see this, note that

T T
Ly (®) = sup { /0 (ft, Gl‘>L2(V) dt + /O (ht, Gt>L2(V) dt
G

- /OT <&t,c((7,H1(5Zt)) (eia@m B 1) > dt}

T - T _
—sup{/o <ft,Gt>L2(']r) dt+/() <ht,Gt>L2(']r) dt

GG
- /OT <at,C(U,m(at)) (efaét(x) B 1) > dt} (6.3.61)

where G(x) = G¢(x,1) + Gt(x, —1). By considering functions where G¢(x,1) =
Gt(x, —1), it follows that if i # 0 almost everywhere then the last supremum is
infinite, which contradicts Z¢(a) < co. Therefore,

ai(x,0) = —00yq(x,0) + o fi(x) (6.3.62)
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holds weakly, with f : [0, T] x T — R some bounded measurable function.
Setting ¥¢(x,0) = e 0H (%) in (6.2.18), we solve the following equation for ¥,

ofi(x) = c(=o,m(@r))er(x, —o) = ¥i(x,0)c(o,m@))ai(x,0)  (6:3.63)

‘I’t(x,a)

This is a quadratic equation in ¥;, with the following positive and bounded
solution

¥i(x,0) = —0fi(x) + V/fi(x)* + 40t (x, 0)c (o, m(@r))ae (x, —0)c(—0, m(@))
¢(x, 20:(x,0)c(o, m(ay)) '

(6.3.64)

It is a straightforward calculation to show that ¥(x,0) - ¥(x,—c) = 1, and so
(6.2.18) holds for Hy(x) = —log(¥(x,1)).
Now, assuming that @ satisfies (6.2.18) we find that

Z+(®) = sup {E(&;G) - /0 T@, (e—@x) _ 1) (o, m(@y))) dt}

G
T _ _ -
= sup {/0 <&t, (—e“’Hf(x)aGt(x) — 7Gx 4 1) c(a,m(&t))> dt}
= / o, sup ‘Tﬁf(x)ap —e P+ 1) c(o, m(ﬁt))> dt, (6.3.65)
peR

where we can interchange the supremum in the last integral by dominated
convergence. This supremum is attained for p = H;(x), indeed showing that
Iy (&) = Iy (a; H). After filling this in, it follows that (6.3.55) holds. O

We now have a clear formulation of the rate function when @ has positive density,
however if the density can be zero then the formulation in (6.3.64) is not well-
defined. Furthermore, in order for the hydrodynamic limit of the weakly perturbed
model to hold in Theorem 6.1, we need to assume that H € C10([0, T] x V). We
therefore define the following space

D= {a e D([0, T}; My) : 0 > 0, @ satisfies (6.2.18) with H € C10([0, T] x V)} .
(6.3.66)

We will now show that the rate function of trajectories outside this set can be
approximated by the rate function of trajectories within this set.

LEmMA 6.6. Let @ € D([0, T); /\/lv) such 7y (k) < oo, then there exists a sequence
(@x)ken C D such that @y — @ weakly and

T,y (&) = lim Tor (&), (6.3.67)
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Proof. We first show that @ € D([0, T]; My ) can be approximated by trajectories
with positive density. We define the following measure for any ¢ > 0

we=(1—¢)a+el (6.3.68)

where 1 on the right-hand side denotes the measure with constant density equal
to 1. It follows that @, has positive density and that 2, — ¥ weakly as ¢ — 0.
Therefore, by convexity and lower semicontinuity of the rate function Z¢, we then
find that

=0 e—0
Hence we have indeed found a good approximation.

Now assume that @ € D([0, T]; My ) has density ¢ > 0 and that Z;,(a) < co. By
Lemma 6.5, there exists a bounded measurable H : [0, T] x V — R such that (6.2.18)
holds weakly. Now find a sequence & with densities 0y € C>'([0, T] x V) such
that oy — 0 pointwise as k — oo. It then follows that &y — ¥ weakly and, by (6.3.62)
and (6.3.64), each @y satisfies (6.2.18) for some function Hy € C°([0, T] x V) where
Hy — H pointwise. By the formulation of Z; (@) in (6.3.55), we can then indeed
conclude that (6.3.67) holds. O

THEOREM 6.5. Givena a € D([0, T]; My), for every neighborhood O C D([0, T]; My)
of @ we have that

lim NlogIPQ( o1 € 0) = —I%®). (6.3.70)

N—oo

As a consequence, for every open set O C D([0, T]; My ) we have that

.1 0/ N . s
A%oﬁlogPN(n[O'T] €0)> —&12(1;Ig(zx). (6.3.71)
Proof. If Z9(&) = oo, the result is immediate, therefore we can assume that

Z°(@) < oo. By Lemma 6.6 it is then enough to prove it for ¥ € D, and so by
Theorem 6.2 there exists an H € C10([0, T] x V) such that

]PQO’ ( 1) € = 6. (6.3.72)
where 0y is the density of @y. Therefore, we have that

du®  apPH

. 1 00, H
li 1 ]PQ = — 1 —1 ]EQO, 0
lim S log P () € 0) = — lim - logEY o< duf apg
d @0 leaO'H
> _ lim %JEQ"H log g — &
N—co BN dPN
— _T@), (6.3.73)

where we used Lemma 6.4, Corollary 6.3 and that Z;,(a) = Zy(a; H). O
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In this section we prove the hydrodynamic limit of the weakly perturbed process
defined in Section 6.2.2. We first prove that the PDE given in (6.2.18) is well-posed,
and afterwards we prove Theorem (6.2).

6.4.1  Well-posedness of the PDE

The approach is to define a sequence of densities o™ through the following
incursive relation

30"V (x,0) = —0ax0!" ™ (x,0) + c(—, m(g{"))e” )"V (x, —0)

— c(o,m(g{"))e Mo (x,0), (6.4.1)

where every o) starts from Qé") = 0. Setting T (o) = o("*1, it is enough
to show that 7 is a contraction (up to some finite time T > 0) in the space
L®([0, T]; L'(V')). First note that for every trajectory ¢("), the trajectory o("*+1)
solving 6.4.1 satisfies the conservation of particles, hence for any t > 0 we have

that HQ;HH)HU(\/) = HQ||L1(V) with ¢ the initial profile. Therefore, we indeed

have that 7 : L*([0, T]; LY(V)) — L*®([0, T]; L}(V)). Now let 01, 0> be any two
trajectories of densities, and denote the following

1 ="T(01), o = T (02),
mye = m(01,), My = m(02,)- (6.4.2)

Furthermore, denote 6 = ¢; — ¢ and ¢ = my — my. For [m] = {m; : t € [0,T]} a
deterministic trajectory of magnetizations, we define the mapping

Quu[¥](x,0,1) = c(=0,m)e” Dy (x, ~0) — c(o,mp)e "1y (x,0). (6.4:3)
Note that this mapping is linear in . We then have that
0101(x,0) = —00x6¢(x,0) + Qpy) [Y1](x, 0, 1) = Qpy) [$2] (x, 0, ). (6-4.4)

We can rewrite the difference of the last two terms in a linear and non-linear part
as follow

Qg [¥1] = Qg [$2] = Qpy [¥1 — 2] + (Q[ml][lﬁz] = Qpmy] [le}) . (645)

For the linear part, we have that

[1Qu (01 ) vy = |[e(=0ma,)e e 061 (x, —0) = c(o,my e M Den(x,0| |

< Gl |1 (vys (6.4.6)
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with C; some constant depending on the bounded functions ¢ and H. For the
non-linear part, we have that

Q) [W2](x, 0, £) — Qpny (2] (x, 0, 1)

= [c(—0,m1) — c(—0,mpp)]e” Dy, 4 (x, —0)
— [e(,m) — (o, may)]e "y (x, 0). (6.4.7)
By the Lipschitz-continuity of ¢(c, m) we now have that

HQpuu [W2l (1 ) = Qg 2] 1+ )11 vy < Llet] - Col[9a ][ 11y (6.4.8)
with L the Lipschitz -constant and C; some constant depending on H. Here

24|11y = llel|1(vy by conservation of particles. Furthermore, we have that

1
ler| = [m1p —mop| = - llove — 02l (v)- (6-4.9)
||Q||L1(V)

From (6.4.6) and (6.4.8), we find that

Otl10l [ 11 (vy < 11Qpmy) ]G O vy + Qg [$2] (-1 1 ) — Qpuuy (2] - D) 111w
< Cll6t]| 1 vy + LCallo1t — 0211w
< Gl I vy + LCallo1 — 2/l (0,1 (v))- (6.4.10)

Note that the transport term vanishes since [1.0x|d:(x,0)|dx = 0 by periodic
boundary conditions. We can rewrite this in integral form as

el vy = /Ot Cillds|l 1 vy ds + LCatl[o1 — Q2| (o, 1y;01 (v))- (6.4.11)
By Gronwall’s inequality, we find that
10t |1 vy < LCate™! |l@1 — 2l o,y (v))- (6-4.12)
and so we can conclude that
1T (e1) — T(Q2)||L°°([O,T];L1(V)) < LCZT@ClT“Ql - QZ||L°°([0,T};L1(V))' (6.4.13)

Taking T > 0 small enough, this is a contraction on L*([0, T]; L'(V)), hence the
sequence (") converges locally to a unique solution of the PDE (2?).

6.4.2  Proof of Theorem (6.2)

Recall that a'! E D([0, T]; Mv) denotes the process such that for every t € [0, T|
the measure a!? has density o/ (x, ), which is the solution the the PDE given by
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(6.2.18). In this way, a!? is the unique trajectory of measures measure such that for
every G € C*([0,T] x V) and t € [0, T] we have that

t *
M) = (ol Gy ) — (ol Go ) —/O (alf, (3, + (a14)") Go) ds =0,
(6.4.14)
where (Afa H)* is the differential operator given by
(Afaﬂ) Gs(x,0) = 09xGs(x,0) + (o, m(al))e™H) (Gy(x, —0) — Gs(x,0)),
(6.4.15)

which is the action of the adjoint of Afa » on smooth functions, with Afa u given

by
AgXHG(x, ) = —00:G(x,0) +¢(—0, m(ucf))e”ﬁs(")G(x, —0)
—C(U,m(ucf))e“’ﬁs(x)G(x,U). (6.4.16)
For a given G € C®([0, T] x V) we define the Dynkin Martingale
t
,///gff(nfgﬂ) = (7N, Gy) — (), Go) — /O (9s + L) (N, Gs) ds. (6.4.17)

LEMMA 6.7. For every G € C*(V) we have

. H
lim E¥
N—o0 N

tSI[éF;] ‘///II\?,}G(”%,T]) - ///tH'G(”fE)],T])‘] =0. (6.4.18)
€lo,

Proof. Note that

HEC (N ) — () = (24 (', Gs) — (i, (Al * Gs ) )ds
AN [0,T] t [0,T] 0 N,s\’ts s s S’”ﬁ)],T] s ’
(6.4.19)

So we need to calculate .Zﬁls(ﬂg\’ ,Gs). In order to do that, we start with the
preliminary calculation

z]ﬁﬂng\]/ Gs)
=N Y g ()OI [N (g2 (40), G) — (7, G
(x,0)EVN
+ L mo)e(om))e B (N ()7 00), G) — (7, o)
(x,0)€VN
= ) 7N (x,0)etsCN V)*HS(%'”)(G (5%, 0) — Gs(%,0))
(x,0)€VN
1 ~
+ N ) 7N (x, o)c(o, m(mN))e oHs(x) (Gs(x, —0) — Gs(x,0)), (6.4.20)
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Using Taylor approximation, we can now write

fl\l;ls<7f£]/ Gs)
;[ Y 1 (x0) [00:Ga(§,0) + (o, m(m))e P (Go(x, —0) — Ga(x,0))]
(x(T)EVN
+R(N,H,G,s)
= < (AH m}) Gs> +R(N,H,G,s), (6.4.21)
where
R(N,H,G,s)
1 /
<3 1(x,0)[0xGlleo sup |Hs(Y"~,0") = H(f,0")]
(x,0)EVN (y,o')eVN
tz L 10|l lee i
(x,0)eVyN
1
LA (llaxcm sup |Hi(457, ") — Hi( !+||axxc|ooezH"°°>‘
(yo')evy
(6.4.22)
We then conclude that
]EQ/H _%H,G N
N | Sup ‘ ”[O,T]) t (n[O,T])‘]
te[0,T]
—EZ" | sup / R(N,H,G,s) ds]
tefo,T] 10
T 2/|Hlloo \ g2 H [|,,N
<Gl sup [Hs(457,0")~Ho(H,0") [+ xcl 3Gl oo 1= JES [1yV]]
(vo')eVN
— 0, (6.4.23)
where we used that IE%,H [I7N]] < |lel|eoN and that H; is continuous on T. O

LEMMA 6.8. For every G € C*([0, T] x V) we have that

. H
lim EY
N—oo N

2
sup ('//]I\}{}G(n[](\)],ﬂ)) ] =0. (6.4.24)
te[0,T]
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Proof. By Doob’s maximal inequality we find that

H , 2
E¢ sup (///I\I}I,f(nfgﬂ ))

2
< 4" | (AL )|
t€[0,T]

T
,H
= 4% { /0 rﬁf(n?’)dt], (6.4.25)

where in the last equality we use that the predictable quadratic variation of the
martingale ///I\I?’tc is given by the integral of the carré du champ operator sz

defined by
The () = (N, Gi))? = 2N, Gy) - L (N, Gy). (6.4.26)

For a general jump process generator Lf(n) = ¥, r(n, 1) (f(n') — f(n)) we have
that

Lf2(n) —2f(n) - Lf(n) = L_r(n, ") (F (') — F()?, (6.4.27)
;7/

and so we find that

1

R =5 L ne)et (0T mE0 G, 0) = Gi(3,0))°
(x,0)eVN
1 -
+ N Z nt (x,0)c (‘Tfm(ﬂg\]))e_UHt(x)(Gt(x, —0) —Gt(x,a))z.

(x o GVN

(6.4.28)

By the mean value theorem and since ¢(c, m) is bounded, we can find an upper
bound given by

TEE () < O() - Iy (64:29)

Using again that IE?\,H [I7N]] < |le]|oN, we then find that

H , 2
Ey" | sup (%ﬁtG(nfg,T]))

te[0,T]

<4TO(L) EY! {|17N|} 0. (6.4.30)

O

PROPOSITION 6.1. {nOT] N € N} is tight in D([0, T]; My).

Proof. By Aldous’ criteria, we have to show the following:
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B.1 Forall t € [0, T] and € > 0 there exists a compact K(t,¢) C My such that

sup ]P%]H(nf\] ¢ K(t,e)) <e. (6.4.31)
NeN
B.2 Foralle >0
lim hmsuplPQ (w (nng],J) >¢) =0, (6.4.32)
0—0 N—oo ’
where
w(nfgﬂ,é) = sup{d(n}, nl)| :5,t € [0,T], |t —s| < &}, (6.4.33)

with d the metric on My defined for o, f € My as
B =127 (1A (we) — (B ). (6.434)
=1

We start with proving B.1. For every C > 0, we have that the set

Kc:={pe My :u(V)<C} (6.4.35)

is compact in My. Furthermore,

SES A ), (64:36)

where we used the Markov inequality in the last step. Here

P (N ¢ Ke) = PR (Y (V) > €) <

1 1

,H JH
EY I (] =B | WL, 1 ED g V)| = G < el
x,0)EVN
(6.4.37)
Therefore
1
P (N ¢ Ke) < =]l |- (6.4.39)

Since we took C arbitrarily, we can take C > ||o||e™!, and B.1 follows.
To prove B.2, take ¢’ < € and note that by the Markov inequality we have that

hmhmsup]PQ/ (w (nfgﬂ 6)>£)<hmhmsup ]EQ { w(rm fgﬂﬁ)]

=0 Noo 020 Nooo

< lim lim sup ]EOH{ (7‘[{6]1],5)}. (6.4.39)

0=0 Nooo
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Now for w(nf\’ J) we have that

0,1)’

Wy, 0) = sup Y27 (1A (Y, ¢) — 7 (¢y)])
S,te[O,T] ]:1
[t—s| <o

m
<27+ sup Y [nl,¢) — N (¢))],
s,te[0,T] j=1
[t—s|<d

(6.4.40)

where we took m € N arbitrarily. Using the martingale ./ I\If ';Pj (7 ]), we find that

N
orT

B[, 9p) — 7 (9y)]]

H H,pj H4>
= EY; H'ﬂN,tj(nfg,T])_//Ns] 7T / L (Y, ¢p) dr }
H )
<2E}" | sup ‘//lN n[oﬂ)‘ +1EQ H/ Al (] ,@)dr] (6.4.41)
te[0,T]

By Lemma 6.8 the first expectation vanishes as N — co. By (6.4.21) we can upper

bound the second expectation by
H[| [
Jomt [ = () )]

+EGH H/s R(N, ¢, 7) dr]. (6.4.42)

t
,H
IE?V H/S "%I{]{,s<7.[y/¢j> dr

From (6.4.23) we see that the second expectation also vanishes as N — oo (uni-
formly in s and t). For the first expectation note that

HI| [ '
| (= (at,) )]
1
<]E§7\}H N Z qﬁ\](x,a') (sn )([)] dr
§ (x,0)eVN

6 —s|-ES [17V]

*
AH N ) 4)
sn[O,T] ] o

*
AR ) o;
$7Tjo.1) ] o

IA
\
N

[]ood. (6.4.43)

IA
—_— ZI=
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Combining all of the above, we find that

hmhmsup]PQ (w (nfg’T],(S)>£)

6—0 N—o0

1 m
< 27" + lim lim sup IEQ’ sup Z |<7‘L’tN,(P]'> — 7'[5N(¢]-)|
€ 090 Nooo € s,t€[0,T] j=1
[t—s|<o

*
AH ;
< Snf(\]’rﬂ) (P] o0
1

= ?2*’”. (6.4.44)

1 1
—27" L lim =
¢ 5—0 ¢

IN

|lefleod

2

Since we took m arbitrarily, we can choose it such that 27" < (¢/)%, i.e.,

lim lim sup ]PQ’ (w(rcfgﬂ,é) >e¢) <€, (6.4.45)

020 Nooo

and since we took ¢’ arbitrarily small, we indeed find that B.z holds. O
We are now ready to give the proof of the hydrodynamic limit of the weakly

perturbed model.

Proof of Theorem 6.2. By Prokhorov’s theorem, the tightness of the sequence

{n[l(\)],T] : N € IN} implies that the sequence is sequentially compact. If we then

prove that every convergent subsequence converges to J,, then the theorem holds.

Take such a convergent subsequence ]P%]f(rcfgﬂ € -) — P*, with P* a probability

measure on D([0, T]; My ). For a given ¢ > 0 and G € C*(V), define the set

EHG {/3 € D([0,T]; My) : sup ‘///HG ﬁ)‘ < e}, (6.4.46)

te[0,T]

which is closed in the Skorokhod topology. By Portmanteau’s theorem, we now
have that

P*(H6) > lim ]Pf\}k (e € 5HG)

k—o0

= lim ]PQ sup ’//ItH’G(n.N") <
koo™ N te(0,T]

= hm]PQ sup ///HG( e
kvoo” D (tE[OT]’ Nt

< e) , (6.4.47)
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where we used Lemma 6.7 for the last step. Now by using Chebyshev’s inequality
together with Lemma 6.8, we find that

H N, 1 oH Niy |
]Pf\,k ( sup ’///I\Ii?(n > 8) < ?ngk sup ‘///I\I}if(n ) 1 — 0, (6.4.48)
te[0,T] te[0,T]
and so indeed
% (= . ,H N;
p*(aHo) > khm ]Pf\]k ( sup ’///I{Iif(rc k)‘ < g) =1. (6.4.49)
- te[0,T)

Since this is true for all e > 0 and G € C®(V), it follows that P* = §,x. O

65 A NOTE ON THE TOTAL DENSITY OF THE RTP PROCESS

For this section we focus on the case where c(o, m) = 1, where particles evolve
independently. We are interested in the evolution of the total density of particles,
i.e., we consider the process 7N (x) := N (x,1) + 1N (x, —1). The empirical measure
of this process is given by

Ine=y L N5, (651)

xeTy

which has trajectories in D([0, T]; M), with M the space of Radon measures on
the torus T. We will give a result on the hydrodynamic limit of the total density of
the weakly perturbed model and find a large deviation rate function through the
contraction principle.

6.5.1  Hydrodynamic limit of the weakly perturbed total density

We can deduce that the empirical measure {y converges in probability to the
measure of! (x) dx, with o (x) = o (x,1) + o (x, —1) where o (x, ) solves the
hydrodynamic limit of the weakly perturbed multi-layer model in Theorem 6.2
with c(o, m) = 1. We can rewrite this as a coupled system of linear PDE'’s given by

0F (x,1) = —axof (x,1) + e H (x, 1) — e ) (x,1),
B B (6.5.2)
0H (x,—1) = dxo (x, —1) + e FX)gH (x,1) — eH()gH (x, 1),
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From this, we obtain a PDE for the total density of’(x) = ¢
depending on the difference of the two densities A (x) = o
given by
0,(x) = —0:Af!(x),
(6.5.3)
AP (x) = —9y0H (x) +2sinh(H;(x))oM (x) — 2 cosh(H;(x))As(x).

The goal is to obtain a closed equation for ¢/ (x). Taking a second derivative in
time in the first equation and substituting the second equation gives us

611 (x) = daxof! (x) — 20 (sinh(H (x))of!(x) )
+2 (ax cosh(ﬁt(x))) Ar(x) +2 cosh(H (x))d:A¢ (x) (6.5.4)

Here 9,Af (x) = —6H(x) and so if 9, cosh(H;(x)) = 0 then we have a closed
equation for o (x) given by

61! (x) = Baxof! (x) — 20x (sinh(Fy(x))of! (x) ) — 2cosh(Hi(x))ef! (x).  (65:5)
On the other hand, if 9, cosh(H;(x)) # 0, then we can find from (6.5.4) an equation
of A'(x) written in terms of ¢ (x), given by

1

Hy) _
AP x) = 20, cosh(H;(x))

(6f(x) — xxof! (x) + 205 (sinh(Hy(x) o (x) )

— 2cosh(Hj(x))o! (x)).
(6.5.6)

Substituting this back into the equation g, (x) — dxA¢(x), we find that

. 1 ; o
N T AR OB N CLG )
— 2cosh(H(x))oH! (x))).
(6-5.7)

6.5.2 A large deviation principle for the total density

For this section we assume that we start from a deterministic sequence of config-
urations 7V such that {y ¢ converges to 9(x) dx for some density 9(x). We are
then interested in the dynamical large deviations of the trajectory {n;, with rate



65 A NOTE ON THE TOTAL DENSITY OF THE RTP PROCESS

function J3 : D([0, T]; M) — [0, 00]. Given that in the multi-layer case the rate
function is only finite for trajectories of measures with density, the same must also
hold for the total density.

Let B € D([0,T); M) have density g;(x). For & € D([0, T]; My ), we denote
@ ~ B if @ has a density g;(x,0) such that g;(x) = 0¢(x,1) + 0¢(x, —1). The
contraction principle then tells us that

Tir(B) = jnfg Zir (). (6.5.8)

However, for most @ this rate function will be infinite. Therefore we would like to
restrict this infimum to only those trajectories for which the rate function is finite.

-~

By Lemma 6.5, we know that if J;,(B) < oo, then the density 0;(x) must satisfy
the hydrodynamic limit from Section 6.5.1 for some Ht(l) (x). However, a priori,
this function Ijlt(l)(x) is not unique. Therefore we need to establish a relation
between the different possible solutions.

Given a trajectory 0;(x), then by (6.5.3) a corresponding multi-layer trajectory
0t(x, o) has to satisfy

~

0r(x) = 0t(x, 1) + 0r(x, —1),
(6.5.9)
0;(x) = —0x(@i(x, 1) — 0 (x, —1)).

Let @fl) (x,0) and @Ez) (x,0) be two such trajectories that satisfy this. We then find
that

’Q\El) (xfl) - @\1{2) (x,l) = @\1{2) (xr 71) - dl) (xl 71)/

(6.5.10)
o (a1 -7 1) = o (@ (v -1 - g (v - 1))
Combining both, we find that
Ox (@\El)(x,a) - @ﬁz)(x, U)) =0, (6.5.11)

meaning that the difference between two solutions can differ at most by a time-
dependent constant, i.e.,

@52)(3@ o) = Agl)(x, o)+ oc (6.5.12)

for some function ¢; : [0, T] — R such that @\51) (x,0) 4+ oct > 0 (the last part since

we can not allow for negative densities). Furthermore, for the rate functions to
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be finite, both trajectories have to satisfy the weakly perturbed hydrodynamic
equation, i.e.,

o (x,0) + e 5V

o (x,0) = —00,8! o (x, —0) — e~oH @ (

X,0),
o (x,0) = ~00:8" (x,0) + e 0 (3, —0) - =T 0 (1,0
(6.5.13)
for some H) and H®. Plugging in (6.5.12), we find that
oér + Zacosh(ﬁt(z) (x))ct
_Qﬂﬁm_wﬁmvéwxﬂﬂ—GWWWmﬂwWWQéWLw
(6.5.14)

This has the following solution for Ith(Z) (x)

Hpuj__bg-%mw+Vhwﬁ+MéWmU+axéWm—D—a),
28" (x 1) + 1)

(6.5.15)
where
be(x) = ¢ + e WM (x, —1) — A @50 (3, 1), (6.5.16)
The large deviation rate function of the sum 0;(x) is then given by
. T - .
Jiw(B) = inf / <@§l)(x, o)+ act,e_”Hf<2>(x)(—aHt(2)(x) -1+ 1> dt
. 0 L2(V)
0; ' (x,0)+0c >0
(6.5.17)

where @El) (x,0) is any trajectory satisfying the weakly perturbed hydrodynamic

equation and such that 0;(x) = @El) (x,1) + @El) (x,—1).
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SUMMARY

In this thesis we study scaling limits and other properties of multi-layer particle
systems. The idea of a multi-layer particle system is to consider particles on
multiple copies of a spatial domain, where particles can exhibit different behavior
on each layer. In this way, the layers represent internal states that a particle can
have and transition into or out of.

The multi-layer particle systems we consider are a multi-layer version of the
Simple Exclusion Process (SEP), a multi-layer version of the Simple Inclusion
Process (SIP) and run-and-tumble particles. The latter serves as a toy model
for active particles, i.e., particles that generate their own motion through energy
consumption.

In the run-and-tumble particle model, particles tend to move in a certain direc-
tion on each layer. This active component of the dynamics drives the system out
of equilibrium, which motivates the study of such systems. Moreover, when we
sum over the layers to obtain the total number of particles at a given location, we
obtain a new process which is no longer Markovian. However, after having derived
scaling limits for the multi-layer model, we can extract results on the total density
of particles by summing the equations over the layers and deriving a closed-form
equation.

In Chapter 3 we aim to characterize the ergodic measures of multi-layer particle
systems on multiple copies of the lattice Z“. The particle systems we consider are
the multi-layer versions of the SEP and SIP and of the run-and-tumble particle
process. We prove a general result stating that, under the existence of a successful
coupling and a polynomial duality result, one can characterize the tempered (i.e.,
having finite duality moments) ergodic measures of the system. We apply this
result on the aforementioned systems and find that the ergodic measures are given
by product measures with marginals of constant density: binomial measures for
the multi-layer SEP, negative binomial measures for the multi-layer SIP and Poisson
measures for run-and-tumble particles.

In Chapter 4 we further investigate the run-and-tumble particle process, this
time on the multi-layered version of the one-dimensional lattice Z. We derive the
hydrodynamic limit and the stationary fluctuations. For the latter, we consider
the process started from the ergodic product Poisson measures. The results are
coupled systems of (S)PDE’s, one for each layer. We then turn to the case of two
layers and sum up the equation in order to find a hydrodynamic and fluctuation
result for the total density. Finally, by applying Schilder’s theorem, we derive a
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large deviation rate function for the SPDE describing these fluctuations, which
includes memory terms.

In Chapter 5 we consider a multi-species (a concept closely related to multi-layer)
version of the SEP and prove a large deviation principle, generalizing the result
of Kipnis, Olla and Varadhan in [62]. The proof relies on the introduction of a
weakly asymmetric version of the process and a replacement lemma, which is
needed to close the evolution equation for the empirical density under the weakly
asymmetric dynamics.

In Chapter 6 we return to run-and-tumble particles with an added mean-field
interaction. In this model we look at two layers of the discrete torus where the
rate for a particle to jump to the other layer depends on the magnetization of the
system, i.e., the relative difference in the number of particles on each layer. In
this way, we can model particles that tend to cluster. We derive a hydrodynamic
equation dependent on the evolution of the magnetization and afterwards we
prove a large deviation principle. Lastly, as a first step toward establishing a
large deviation principle for the total density, we apply the contraction principle
and restrict the set of admissible multi-layer trajectories corresponding to a given
deviation in the total density.



SAMENVATTING

In deze scriptie bestuderen we schalingslimieten en andere eigenschappen van
meerlaagse deeltjesystemen. Het idee van een meerlaags deeltjesysteem is om
deeltjes te beschouwen op meerdere kopieén van een ruimtelijk domein, waarbij de
deeltjes op elke laag verschillend gedrag kunnen vertonen. Op deze manier verte-
genwoordigen de lagen interne toestanden waarin een deeltje zich kan bevinden
en waar het naar kan overgaan of uit kan terugkeren.

De meerlaagse deeltjesystemen die we beschouwen zijn een meerlaagse versie
van het Simpele Exclusieprocess (SEP), een meerlaagse versie van het Simpele
Inclusieprocess (SIP), en run-and-tumble-deeltjes. Het laatstgenoemde model dient
als een voorbeeldmodel voor actieve deeltjes, dat wil zeggen deeltjes die hun eigen
beweging genereren door energieverbruik.

In het run-and-tumble-deeltjesmodel hebben deeltjes de neiging zich in een
bepaalde richting te bewegen op elke laag. Deze actieve component van de
dynamica drijft het systeem uit evenwicht, wat de motivatie vormt om dit soort
systemen te bestuderen. Bovendien, wanneer we over de lagen sommeren om
het totale aantal deeltjes op een gegeven locatie te verkrijgen, resulteert dit in een
nieuw proces dat niet langer Markoviaans is. Nadat we echter schalingslimieten
voor het meerlaagse model hebben afgeleid, kunnen we resultaten verkrijgen over
de totale dichtheid van deeltjes door de vergelijkingen over de lagen te sommeren
en een gesloten vergelijking af te leiden.

In Hoofdstuk 3 richten we ons op het karakteriseren van de ergodische maten van
meerlaagse deeltjesystemen op meerdere kopieén van het rooster Z?. De systemen
die we beschouwen zijn de meerlaagse versies van het SEP, het SIP en het run-and-
tumble-deeltjesproces. We bewijzen een algemeen resultaat dat stelt dat, onder
het bestaan van een geslaagde koppeling en een polynoom-dualiteitsresultaat,
men de getemperde (dat wil zeggen met eindige dualiteitsmomenten) ergodische
maten van het systeem kan karakteriseren. We passen dit resultaat toe op de
bovengenoemde systemen en vinden dat de ergodische maten worden gegeven
door productmaten met marginalen van constante dichtheid; binomiale maten
voor het meerlaagse SEP, negatieve binomiale maten voor het meerlaagse SIP, en
Poisson-maten voor run-and-tumble-deeltjes.

In Hoofdstuk 4 onderzoeken we het run-and-tumble-deeltjesproces verder, dit-
maal op de meerlaagse versie van het eendimensionale rooster Z. We leiden de hy-
drodynamische limiet en de stationaire fluctuaties af. Voor het laatste beschouwen
we het proces gestart vanuit de ergodische product-Poisson-maten. De resultaten
zijn gekoppelde systemen van (S)PDE’s, één voor elke laag. Vervolgens bekijken
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we het geval van twee lagen en sommeren we de vergelijkingen om een hydrody-
namisch resultaat en een fluctuatie-resultaat voor de totale dichtheid te verkrijgen.
Ten slotte, door gebruik te maken van de stelling van Schilder, leiden we een grote
afwijkingen ‘rate’ functie af voor de SPDE die deze fluctuaties beschrijft, en die
geheugentermen bevat.

In Hoofdstuk 5 beschouwen we een ‘multi-species’ versie (een concept nauw
verwant aan meerlagen) van het SEP en bewijzen we een grote afwijkingen principe,
waarmee we het resultaat van Kipnis, Olla en Varadhan in [62] generaliseren. Het
bewijs is gebaseerd op de introductie van een zwak asymmetrische versie van het
proces en een vervangingslemma, dat nodig is om de evolutievergelijking voor de
empirische dichtheid onder de zwak asymmetrische dynamica te sluiten.

In Hoofdstuk 6 keren we terug naar run-and-tumble-deeltjes, nu met een
toegevoegde ‘mean field’ interactie. In dit model bekijken we twee lagen van
de discrete torus waarbij de sprongkans van een deeltje naar de andere laag
afhangt van de magnetisatie van het systeem, dat wil zeggen het relatieve verschil
in het aantal deeltjes op elke laag. Op deze manier kunnen we deeltjes modelleren
die de neiging hebben te clusteren. We leiden een hydrodynamische vergelijking
af die afthangt van de evolutie van de magnetisatie en bewijzen vervolgens een
grote afwijkingen principe. Tot slot, als eerste stap in het opstellen van een grote
afwijkingen principe voor de totale dichtheid, passen we het contractieprincipe toe
en beperken we de verzameling toegestane meerlaagse trajecten die overeenkomen
met een gegeven afwijking in de totale dichtheid.
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