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In this paper, time-dependent density functional theGFpDFT) calculations of excited state
polarizabilities of conjugated molecules are presented. The increase in polarizability upon excitation
was obtained by evaluating the dependence of the excitation energy on an applied static electric
field. The excitation energy was found to vary quadratically with the field strength. The excess
polarizabilities obtained for singlet excited states are in reasonable agreement with the experimental
results for the shorter oligomers, particularly if the experimental uncertainties are considered. For
longer oligomers the excess polarizability is considerably overestimated, similar to DFT
calculations of ground state polarizabilities. Excess polarizabilities of triplet states were found to be
smaller than those for the corresponding singlet state, which agrees with experimental results that
are available for triplet polarizabilities. Negative polarizabilities are obtained for the lowest singlet
Ay states of longer oligomers. The polarizability of the lowBgtand A, excited states of the
conjugated molecules studied here are determined mainly by the interaction between these two
states. Upon application of a static electric field a quadratic Stark effect is observed in which the
lower B, state has a positive excess polarizability and the uppestate exhibits a decrease in
polarizability upon excitation. All results are explained in terms of a sum-over-states description for
the polarizability. ©2001 American Institute of Physic§DOI: 10.1063/1.1415085

INTRODUCTION valuable information on the nature of molecules in their elec-

tronically excited state, the so-called exciton stateThis is

The elect_rostatlc properties of mplecules n their el_ec-of particular interest in the research efconjugated poly-
tronically excited states are of considerable interest sinc

fhers and oligomers. These materials are intensively studied

they determine many of their observable properties and thegt present because of their semiconducting and light-emitting

contain information on the nature of excited states. Upon : . . . .
excitation both dipole moment and polarizability of a mol- properties which make them attractive candidates for appli-

ecule can change. These changes can for instance result i c_:ation in_ polymgr or molecular ele_ctronic devices SUCh as
large effect of an environment, e.g., a solvent shell, on th |§ht emitting diodes(LEDs) and field effect transistors
absorption spectrut Changes in dipole moment alter the (FETs. The increase in polarizability upon excitati@xcess

electrostatic interaction with the solvent in the ground andPelarizability Aa) can be considered as a measure for the

excited state, which causes a shift in the absorption maxisPatial extent of the exciton. The lowest singlet exciton is the
i in organic LEPsand photovoltaic

mum. These effects are used in solvent polarity scales Sudﬁtermedllzgry state
as the well-known EJ; scale’ A less recognized environ- devices?
ment effect is caused by changes in polarizability, which ~ Finally, the electrostatic properties of excited states are
causes a change in the dispersiwan der Waals attraction important for studying materials, which exhibit nonlinear op-
interaction between a molecule and its surroundiiys  tical (NLO) behavior:* In the two-state model the first hy-
striking example of environment effects on electronic spectraerpolarizability is proportional to the change in dipole mo-
is found in the biologically important retinal where the ab- ment upon excitatiom . In solution,Ax is affected also by
sorption maximum shifts from 450 nm in solution to 568 nmthe change in polarizability since the electric field of the
when it is embedded in bacteriorhodop$in. surrounding solvent induces a dipole moment of a different
Changes in polarizability upon excitation also containsize.
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For the experimental determination of excited state elec- . ] N 7\
trostatic properties there are mainly two techniques avail-
able. The first is the Stark spectroscopy or electro- \ s A
absorption/emission methddn this method the effect of a Tn

strong external electric field on the absorption or emission
spectrum is evaluated. The effect of the electric field is ob-
served as a broadening of the absorption band if there is a
change in the dipole moment upon excitation, which is a
result of the random orientation of molecules with respect to
the applied field. A change in polarizability causes a shift of
the absorption/emission band, which is quadratically depen-
dent on the applied field. The method can be used either in
absorption or emission spectroscopy. In the case of electro-

absorption, information is obtained on the properties of the O \ n=1: DPE
Franck—Condon excited state whereas in electroemission this O n=2: DPB
information is obtained for the relaxed excited state. This " ”=3. DPH
method has often been applied in studies of chromophores in P;gj BES

biologically important systemi® ¢ but also in the study of Diphenylpolyenes
donor—acceptor molecules for NLO applicatic}i"ré? FIG. 1. Molecular structure and nomenclature for molecules studied in this
The second method by which information on the excitedwork, note that OPV?2 is the same as DPE.
state electrostatic properties can be obtained is the flash pho-
tolysis time-resolved microwave-conductiviFP—TRMQ
technique>’*8-2In this technique the changes in molecular conjugated polymers in solution in general have a disordered
properties upon excitation with a short nanosecond lasestructure.
pulse are probed using microwaves. A change in dipole mo-  Density functional theoryDFT) offers a very attractive
ment results in absorption of microwaves while a change irdlternative to the traditional correlategb initio methods
the polarizability (which changes the dielectric constant of Since it can treat very large systems at the correlated level at
the sample causes a phase shift of the microwaves. Thed computational cost comparable to that for Hartree—Fock
information obtained in this way usually corresponds to thecalculations. DFT is in principle a ground state theory, how-
relaxed excited state, generally the lowest singlet state. 1§Ver the recent implementations of time-dependent density
materials with an appreciable singlettriplet transition prob-functional theory(TDDFT)ZG have made the evaluation of
ability such as oligothiophenes also the properties of the low€XCitation spectra possible and it has been shown that reli-
est triplet state can be obtain?d. able reSl_JIts can be obtained from this method_.
While there is a large amount of experimental data avail- " this paper we demonstrate the use of time-dependent

able on excited state properties there have been very fe\g)ensity functional theory combined with a static electric field
theoretical studies, especially for the calculation of exces%oi. the Acalcfulaﬂon_ of tthedchlgnge n p?lﬁ:'zabg.';fy upotrl ex0|j
polarizabilities. This is not very surprising since experimen- ation, Aq, for conjugated oligomers of three difierent types.

tal studies very often involve large molecules not accessibl(% l'?ogr'ggzgn_?ﬁé moolllgtc:)&g(ra';)t/rlscr:]ti\gglgfntise’se 3:1idom2|rgh:r-e
to accurateab initio methods taking electron correlation in ylpolyenes. . gomers a
. shown in Fig. 1, together with the nomenclature used in this

consideration, such as configuration interaction includmgpaper Calculations are performed for molecules in vacuum
single and double excitationéCISD) or complete active and the results are compared to experimental data from both

space multiconfiguration self-consistent-fiellCASSCH g <hectroscopy and FP—TRMC for isolated molecules in
methods combined with large basis sets. This restricts thgolution

applicability of these methods to rather small molecules such
as benzene and polyen@s® Semiempirical methods have
also been used for calculating excited state polarizabilitesT HEORY AND COMPUTATIONAL DETAILS

Such methods have been applied with reasonable success for a|| the calculations described below were performed us-

the calculation of excess polarizabilities in biphenyl poly-jng the time-dependent density functional theory code as

enes, however, considerable deviations from experimentq,lnmememed in the Amsterdam Density Functional Program

results were observed in the case of donor—acceptor SUbSFbackage(ADF).27‘3°

tuted polyenes>>* For the ground state calculations the local density ap-
Recently, Van der Horstt al* have calculated polariz- proximation (LDA) for the exchange and correlation func-

abilities of exciton states of conjugated polymers by apply-tional based on the parametrization of the electron gas data

ing the Bethe—Salpeter equatiBSE) for the description of given by Vosko, Wilk, and NusaifVWN)3! was used, to-

an electron—hole pair. The results obtained from these calcuyether with the generalized gradient approximation correc-

lations were in reasonable agreement with experimental datéipns by Beck& (exchanggand Perdew (correlation.

however they were performed for infinitely long and periodic ~ The basis set used for the calculations below was of

polymer chains. This is a rather crude approximation sincériple zeta quality including polarization functiofi$ZP, ba-
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sis set IV in ADB consisting of Slater-type functions. Polar- 98.0
izabilities of these systems were calculated using response
theory based on time-dependent density functional theory
(TDDFT) as implemented in the RESPONSE code of
ADF,263034iy combination with a static electric fieltsee
below).

TDDFT provides a method for calculating frequency-
dependent(and stati¢ polarizabilities, excitation energies b 97.7
and several other response properties. The calculation of ex-
citation energies and oscillator strengths goes practically 976 -
through the solution of the following eigenvalue equatibn:

©
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1

(x10 “Hartree)
[(o]
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©
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OF,=w’F;, (1) Field strength (a.u.)

where the four-index matrif) has components given by FIG. 2. Excitation energy plotted vs electric field strength for lowest singlet
2 excitation in OPV3. The squares represent calculated values, the line is a
Qiag,ibr= 0570ij Sap(€ac ™ €ig) parabolic fit.

+2\V(ea0— &) Kiag,jbrV(Ebr—€j7)- 2

In this equation the squared differences between occupied The combination of TDDFT with a static uniform elec-
and virtual KS orbital energie&,b refer to unoccupied and tric field makes possible to analyze the electrostatic proper-
i,j refer to occupied ones, while and r are spin indicesare  ties of molecules in their excited state. The dependence of
included as well as a coupling matrix,containing Coulomb  the excitation energy on a static external electric field de-
and exchange correlatiaiXC) parts. The square of the de- pends on the changes in dipole moment and polarizability
sired excitation energies are the eigenvalués while the  upon excitation. A change in dipole moment gives a linear
oscillator strengths are simply related to the eigenvedtors dependence on the applied electric field whereas a change in
The elements of the eigenvectdfsare roughly comparable polarizability causes a quadratic field dependence of the ex-
to the Cl coefficients in a singly excited configuration inter- Citation energy:

action (SEC)) ca_lculation a_nd are a measure to what extent Eod F)=Eqd0)— AuF — A aF?, @)

the corresponding excitation can be interpreted as a pure

single particle excitation or if several such excitations play avhereF is the static electric field. This method for the cal-
crucial role in the transition. The Coulomb part of the cou-culation of the changes in electrostatic properties is in fact

pling matrix is given by analogous to the way in which excited state properties are
obtained in electroabsorption measurements. The advantage
1 p g
Coul , , of calculations is however that there is full control of the
i = [ dr f dr’ ¢, (r) i (r r r'.
oklz f Pio(1) byl )|r—r’| Pl (1) orientation of the system that is studied and therefore a
(©)) change in dipole moment will also cause a shift of the exci-
While the exchange correlation part tation energy as opposed to a broadening of the spectrum
“ which is obtained experimentally because of the random ori-
Kijoxir(@) entation of molecules in the solution or matrix. The mol-

ecules that are considered in this work exhibit only an in-
= f drf dr’ @i (1) dj(NTI(r,r" ) i r") e (r") crease in polarizability upon excitation. Hence, the excitation
energy varies quadratically with increasing field strength as a
(4 results of the quadratic Stark effect. Such a quadratic depen-
is related to the so-called exchange correlation kernel dence is demonstrated by the TDDFT calculations as shown
" in Fig. 2 for OPV3(see Fig. 1 for nomenclatureExcess
vy, t) (5) polarizabilities reported below were obtained by calculating
Sp,(r't')’ the excitation energy at zero field and at three different field
strengths ranging from %10’ V/m(1x10 %a.u.) to 1.5
108 V/m(3x 10 *a.u.) and fitting of a parabolic function
to the results. The only significant contribution to the excess

foa(r,r',t—t")=

In the so-called adiabatic local density approximation
(ALDA) used here the exchange correlation kernel is simpl

given by o ) L
™ polarizability was found to be in the direction along the long
(ALDA a7 11 , O (r,t) axis of the molecules studied. The values given below are
e (nrhe)=oe(r—r’) Sp. - ®)  average values for the increase in polarizability, i.e., aver-
Pr=Po7 r

aged over all three directions. The change in dipole moment
The matrix{) can become rather large, however, since one i$Au) was found to be zero for all studied molecules, as ex-
usually interested in the lowest few excitations, efficient al-pected. The dependence of the results on the size of the basis
gorithms such as the Davidson algorithm can be d8et. set used is shown in Table | for OP\@r DPB. Sizes of the

The TDDFT method as implemented in ADF can be used tdasis set range from a minimal basis $8%, basis | in
calculate accurate excitation energies and has been succesd®F)) to triple zeta plus polarization functiof$ZP, IV in

fully applied to the excited states of oligothiopheri®s. ADF). All basis sets consist of Slater-type functions. The
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TABLE I. Basis set dependence of the excitation energy and excess polar- 300
izability for the lowestB, state of OPV2. ADF basis set names are given in DPD
parentheses in the first column. A
Basis set Eexc (€V) Aa (A3 200 —
sz () 4.46 64 e DPO
DZ (Il) 3.81 46 ‘g A o
DZP (Il 3.68 44 < DPH o
TZP (IV) 3.61 47 100 — DPB Iy
Experimental 3.71
DPE a
A .
0 —
calculated excitation energy decreases with increasing size of ' ! ) ! !
the basis set, however the calculated excess polarizability ! 2 L 3 " 4 5
eng

does not seem to depend much on the size of the basis set,
except for the smallest basis where the polarizability is cONgig_ 3. Trend in excess polarizability of the diphenylpolyenes for the lowest
siderably larger. The differences iha obtained using the singlet excited state. Triangles are calculated values, circles are experimental
other basis sets are very small and are probably due to niyalues from electroabsorption measurements.

merical imprecision in the Davidson algorithm and in the

fitting of the results to parabolic functions. The basis set used

for the calculations reported beloWZP, 1V) can be consid- e considered. For longer oligoméfs, OPV4, and DPD

ered sufficient for accurate results. the polarizability is considerably overestimated in these cal-
culations. This is shown graphically in Fig. 3 for the series of
RESULTS AND DISCUSSION biphenyl polyenes. The calculated results correspond reason-

ably to the Stark spectroscopy values up to DPO. The calcu-
latedA« for DPD deviates considerably from the experimen-
The method described in the preceding section was use@dl value. This overestimate for long conjugated system has
to calculate excess polarizabilities for three series ofalso been found for ground state polarizabilities of polyenes
m-conjugated oligomers that are of interest for application inas reported by Champagre al*! This incorrect behavior
plastic electronic devicesee Fig. 1 for long (conjugated molecules is related to the short-
The excess polarizabilities calculated for the lowest sinsightedness of present XC potentials which mainly feel the
glet excitongof B, symmetry of the molecules in Fig. 1 are local density and are relatively insensitive to polarization
listed in Table Il together with the experimental data col-charges induced by an external electric field at the chain
lected from both Stark spectroscdp§® and FP-TRMC ends™
measurement¥*®?! The calculated results for shorter oligo- For short oligomers this problem does not arise. For
mers are shown to be in reasonable agreement with expel®PV3 the calculated excess polarizabiligsl A) is in rea-
mental data, especially when the experimental error marginsonable agreement with the Stark va{dg0 A%)*° as well as

Singlet B, excitons

TABLE II. Excess polarizabilities for different singlet and triplet excited stdtesA®) compared to experi-
mental data, where available.

Aa'B, Aa'B, Aa(®By) Aa(®By) Aa(lAg) Aa(3Ag)
Compound (Calc) (Expt) (Calc) (Expt.) (Calc) (Calc)
T2 11 125-10¢° 3 4.5 24 34
T3 84 370+ 1007 16 1F -20 12
T4 189 400- 10¢° 47 1 —356 24
T5 567 355- 507 103 23 —425 51
T6 1429 37507 198 23 —1183 84
OPV2 47 <10 66 59
OPV3 351 30@:-50° 63 —273 20
420°

OPV4 1283 53650 205 —-1023 89
DPE 47 <10 66 59
DPB 65 53 14 78 43
DPH 100 of 17 —-61 20
DPO 145 118 21 —-104 24
DPD 265 140 26 —199 25

#FPTRMC, Ref. 19.
PFPTRMC, Ref. 5.
‘Electroabsorption, Ref. 40.
YElectroabsorption, Ref. 39.
‘Reference 21.
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with the FP—=TRMC result (30050 A%),® this shows that substituents on the excess polarizability. The calculations all
for shorter oligomers the results are reliable. OPV3 is theefer to unsubstituted oligomers whereas most of the experi-
only oligomer on which both experimental techniques havementally studied compounds have substituents. In the case of
been applied and the difference can be interpreted as a rougie OPVs this effect is probably not very large since the
estimate of the experimental errors, although the differencsubstituents in this case atdutyl groups at the two outer-
may also arise because of fundamental differences betweéemost rings of the molecufeThese alkyl side chains are not
both technigues. In FP—TRMC the excess polarizability isexpected to have a large electronic effect on the excess po-
measured as the difference between the ground state polariarizability. The same argument applies to the oligoth-
ability in the ground state geometry and the exciton state inophenes up to T5, the experimental results in this case are
its relaxed excited state geometry, whereas in Stark spectrosndcapped by butyl chains connecting #end 8 carbon
copy the unrelaxed, initially excited state is probed. atoms of the thiophene ring.

Oligothiophenes and oligophenylenevinylenes can be Another potential source for differences between experi-
expected to have different excited state properties thamental and calculated results is the environment effect. Ex-
diphenylpolyenes. The diphenylpolyenes are phenylPeriments are performed in solution or in a solid matox
endcapped polyacetylenes in which there exist bound excitofiozen solutionswhereas the calculations correspond to the
states just below the conduction band edge. According to thgas phase. The environment may alter the actual polarizabil-
work of Shibaharat al.these excitons have binding energiesity by intermolecular interactions as it has been shown
around 0.2 e¥? and theoretical studies have shown that theytheoretically but it also complicates the analysis of experi-
are delocalized over a long distarftel low exciton binding ~ mental results from electroabsorption measurements. The
energy for polyacetylene would explain the trend in the ex-change in the excitation energy is related to the local electric
perimental values of the excited state polarizabilities venfield that is felt by the molecule, this field may differ from
well. In this case, for polyacetylenes the relevant excitonidhe externally applied field because of screening by the sur-
states are delocalized, and a linear increase in the excité@unding solvent. This shielding factor is unknown and is not
state polarizabilities with the size of the system can be excorrected for in the evaluation of the results.
pected, which is indeed observed for the shorter polyenes
presented here. The upper limit of the polarizability is prob-Triplet B, excitons
ably determined by the degree of structural disorder in these
systems. The TDDFT calculations give reasonable numerica%he

agreement with experimental results. One indeed observeslf'lag 1. The excess polarizabilities found for the tripi

linear increase of the polarizability up to DPO, for longer excitons are considerably lower than those found for the sin-
chains TDDFT overestimates the excited state polarizabil- y

ities. This discrepancy is inherent to the theoretical methoglet excitons. Experimentally, there is very little information

used and can be attributed to the local character of the XQ SX¢€SS polgrlzab|llt|gs of trlplet. states since these states
. X ! are not accessible by direct excitation from the ground state.
potentials currently used, as it was explained before.

For the oligothiophenes the situation is somewhat Olif_ferTherefore no triplet data is available from electroabsorption
) . I . ‘measurements. Long living triplet states can be studied usin
ent. Much higher exciton binding energigs5-1.0 eV have 9 g fp 9

. . . . the FP—TRMC technique if the quantum yield for intersys-
been reported in this case. Th's WOUId Ie_ad to the format|ort1em crossing is large enough. Triplet polarizabilities have
of a Frenkel-type exciton which is localized over a much

ller lenath than th iton | | Y Th .been published only for thiophene oligonférsihich have
smalierieng an the exciton in polyacetylene. The expert, appreciable intersystem crossing yield and the excess po-

mr(]e_nthal exclzss polanz_;b;lrl]ty seems to s?tu:?teh alrlt(ajagy fortT%rizabilities were found to be almost an order of magnitude
which would agree wi ese arguments. [t should b€ NOte, o than those for singlet excitons which corresponds

howevgr, that the experimental data for the thigphe_nes ar|’*2iicely with the TDDFT calculations presented here. For
not_rellable er]ou_gi(because of a_Ia_\rge uncert_amty_ In the these triplet polarizabilities there is also a reasonable agree-
excited state lifetim€) to draw definite conclusions in this ment between the experimental datand calculated results
respect. Thg TDDFT values are in regsonable ag_reement f%r the shortest oligothiophenes. The polarizabilities for T2
th_e small pllgomers up to T3, there IS a Ia_rge dlscrepanc_:)énd T3 were calculated to be 3 and 186, Aespectively,
with experiment for the larger ones. Oligothiophenes can iy eas the experimental values are 4.5 and 11TAe ex-
general be described as long one-dimensional chains Qferimental results for these triplet states are considerably
weakly interacting monomer units. It should be clear that the,, e rejiable than those for the corresponding singlet states
diphenylpolyenes have a different character because of thejfoca e of the very long lifetime of the triplet excited state.
"?W exmton_ binding energy and may in fact be considered 85  The large difference in excess polarizability between the
simple conjugated entities. For the OPVs the same behaV'QFiplet and singlet exciton can be understood in terms of the

as for the oligothiophenes may be expected, although thg,, ., oyer-states description for the polarizability:
excitonic states have a smaller binding energy and the local-

In Table Il the excess polarizabilities for states other than
lowest singlet state are also listed for the compounds in

ization length of the exciton is somewhat larger. Here again ZE E | nal? ®)
up to OPV3 there is good agreement between experiment %a™3 n AE,.’
and theory. n#a

Differences in experimental and calculated values for thevherea is the state for which the polarizability is calculated
OPVs and oligothiophenes may be caused by the effect aind the sum runs over all states other tlram\E,,, is the
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Singlet Triplet izabilities of conjugated polymers the main contribution
(99%) was due to the mixing with the lowest lying higher
state to which a transition was allow&d.

- JAg g
— B — By Higher excited states
'Ag R 9
% A A Table Il also lists the excess polarizability of the singlet
S 9 3Ag and tripletA, exciton states. ThéA; column in the table
_l__ 1By, shows some very interesting values. For the longer oligomers
? 3B of all oligomer series the excess polarizability becomes nega-
u tive, which implies a decrease in polarizability upon excita-
tion. The decrease in polarizability is of the same order of
——T— 1Ag ——T— Ag magnitude as the increases found for tig state and are
Gg?;';d Gsf?;gd much larger(but negative than the polarizability for the

ground state. A TDDFT calculation of the ground state po-
FIG. 4. Schematic energy level diagram and orbital occupation for singlelarizability of OPV3 for instance gives a value of 613.A
and triplet states of OPV3. Therefore the Iowes’tAg states of longer conjugated oligo-
mers are expected to have a negative overall polarizability.
This can again be understood by using the same arguments
_ _ as used above in terms of a sum-over-states description.
energy difference between statasand n and u,, is the  There is a large negative contribution to the polarizability
transition dipole moment between these states. The loweghat arises from the mixing of tﬁg\ state with thé'B,, state
states for both multiplicities are d, symmetry(see Fig. 4  lying below it. This negative contrlbutlon is counteracted by
for energy level diagram of OPVStherefore only excita- positive contributions due to mixing with all higher lying
tions to Ay states are allowed. Thus the polarizability of alp states.
state of aB,, exciton arises from mixing wit#\, states. For The negative contribution to the excess polarizability for
the lowest triplet states there are only allowed transitions t@he 1A state is the same as the dominant positive contribu-
higher electronic states and therefore all terms in the sumgon to the polarizability for the'B, state described above.
mation give a positive contribution to the polarizability. In This explains why the absolute vaIues of tH, and 1A
the case of the lowest singlet exciton the most importankxcess polarizabilities are so similar. In the short ollgomers a
contributions are also those resulting from mixing with positive value is found for the excess polarizability of the
higher lyingA, states, although there are other contributions'A; state which shows that the negative contribution is not
that can be considered negligifeThe large difference be- dominant yet in these cases. Upon lengthening of the chains
tween singlet and triplet excess polarizabilities can be exthe energy difference between th&, and A, states de-
plained by considering the transition energies to the closesjreases, which leads to two states that are *located in a gap
lying A4 state. As an example, the calculated energies for theetween the ground state and higher lying excited states that
lowest f|ve_ excitations in OPV3 are listed in Table Il for are relatively far away in energy. Therefore the response of
both the triplet and the singlet, and are shown schematicallpoth states to an applied electric field is dominated by the
in Fig. 4. The energy difference between the lowest singletnteraction between them.
B, state and the lowegk, state is 0.24 eV whereas for the Application of an electric field leads to a Stark splittfig
triplet this energy difference is 0.79 eV. If it is assumed thatof the two strongly coupled states in which the energy of the
the allowed transition with the lowest energy 1Is the malnjower state Bu) decreases quadratica”y with the app“ed
contributor to the polarizability of a certain state it can befield, while the energy of the upper stai&, 4 increases with
understood from Eq(8) that this contribution will be con- the field strength. The lowesB() state attains a dipole mo-
siderably higher for the singlet exciton than for the triplet if ment which has a negative interaction with the applied field
the transition dipole moment is similar. Van der Hoestal. (it is directed parallel to the electric fielchence the excita-
have in fact found that in their calculations of exciton polar-tion energy lowers. The upper state shifts to higher energy
since it attains a dipole moment which has a positive inter-
action with the applied fieldthe direction of this dipole is
antiparallel to the electric fie)d This is an example of the
TABLE M. E_xcitation _energy(from ground statefor lowest singlet and  \e|l-known quadratic Stark effect where the upper state for-
triplet states in OPV3 in eV. mally has a negative polarizabilit§.*’
Singlet Triplet Similar splitting of states was found theoretically in sol-
vent effect studies of ethylene in its twisted geom&tJhe

nr Energy Symmetry Energy SYmmety  electric field of the surrounding solvent induces a splitting
1 2.67 B, 1.83 B, between the two lowest excited states and the upper one
2 2.91 Ag 2.61 Ag attains a dipole moment opposite to the electric field and
i 222 gg g'gg gg therefore has a negative polarizability.

5 3.65 A 3.36 A The quadratic Stark effect has been investigated experi-

Q
Q

mentally by Harrisonet al. for a ladder-type poly-para-
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phenylene using nonlinear optical techniqfiéf was con-  “K. Nakanishi, V. Balogh-Nair, M. Arnaboldi, K. Tsujimoto, and B. Honig,
cluded that the quadratic Stark effect observed for the lowestJ. Am. Chem. Socl02, 7945(1980. _
excited state B,) was mainly caused by coupling with the ~G:H: Gelinck, 3. J. Piet, B. R. Wegewijs, K. Men, J. Wildeman, G.
next excited state oA, symmetry, which is in agreement , 2dzioannou, and J. M. Warman, Phys. Re\6B 1489(2000.

) . 9 ! . M. Liess, S. Jeglinski, Z. V. Vardeny, M. Ozaki, K. Yoshino, Y. Ding, and
with the calculations presented here for similar systems andr, garton, Phys. Rev. B6, 15712(1997).
with the earlier results from quasiparticle calculatidns. 7J. M. Warman, G. H. Gelinck, J. J. Piet al, Proc. SPIE3145 142

For the tripletA, state negative polarizabilities might ~ (1997.

have been expected as well since a negative contribution igi‘él"'(-lgg;”d' R. W. Gymer, A. B. Holmest al, Nature(London 397,
present here also due to coupling with the |OW?&§ SFate' .93, J. M. Halls, C. A. Walsh, N. C. Greenham, E. A. Marseglia, R. H.
However, the energy gap between these two states is considrieng. s. ¢. Moratti, and A. B. Holmes, Natuteondon) 376, 498
erably larger than in the case of singlet states as shown above19gs.
(see Table 1l and the negative contribution does not become™T. J. Savenije, J. M. Warman, and A. Goossens, Chem. Phys. 28tt.

dominant. 148 (1998.
11G. U. Bublitz, R. Ortiz, S. R. Marder, and S. G. Boxer, J. Am. Chem. Soc.

119, 3365(1997.
SUMMARY AND CONCLUSIONS 2. Liptay, G. Walz, W. Baumann, H.-J. Schlosser, H. Deckers, and N.
Detzer, Z. Naturforsch. 26A, 2020(1971).

This paper describes for the first time a method to cal<®s, A. Locknar and L. A. Peteanu, J. Phys. Cheml@, 4240(1998.
culate electrostatic properties of excited states of moleculaf's. A. Locknar, Chowdhury, and L. A. Peteanu, J. Phys. Che@085816
systems using time-dependent density functional theory irl15(L20|\(/|’0|-D Beekman. M. Steffen 1 H. M. Van Stodkum. 3. b. Ofsen. . N
combination with a static electric field. The method is shown -~ 1 = Z€Z€Ham T n;eRerl}aﬁ rordolle ;OPh“yrg’ Che}moée;;s L
to give reliable results for increases in polarizability upon (1997 ’ ’ " '
excitation for short conjugated molecules. For longer conjué.. m. p. Beekman, R. N. Frese, G. J. S. Fowler, R. Picorel, R. J. Cogdell,
gated chains an overestimate of the excess polarizability isl. H. M. Van Stokkum, C. N. Hunter, and R. Van Grondelle, J. Phys.
observed similar to the results found earlier for the grounqéhzméBéthl 7593(%992- . A Fort M. B s S R Mard
state. The results for short oligomers are in reasonable agree=: ° 5172 = ©1e: & SUNSEl g;’ll('lgg‘;)z_ou as, 5. . arder,
ment with the experimental values from both electroabsorpssy; p ge Haas and J. M. Warman, Chem. PIR@.35 (1982.
tion measurements and time-resolved microwave conductiv®G. H. Gelinck, thesis, Delft University of Technology, 1998.
ity measurement§TRMC) for the lowest singlet excited 2°J.J. Piet, P. N. Taylor, H. L. Anderson, A. Osuka, and J. M. Warman, J.
state ofB, symmetry. Triplet polarizabilities for the lowest ZlémHCgelf”- ioleZZP'l7t4g(2(10?OM w ot 653195
B, states are found to be considerably smaller than singletg LU 2 B 2L L TR B e
values, in agreement with experimental observations. Thep Norman, D. Jonsson, and Hgren, Chem. Phys. Let268 337 (1997).
triplet polarizabilities for short thiophene oligomers are24s. A Locknar, L. A. Peteanu, and Z. Shuai, J. Phys. Cheri02 2197
found to agree nicely with experimental data for these sys- (1999.
tems, for the longer chains the polarizability is again consid-*J--W. van der Horst, P. A. Bobbert, P. H. L. de Jong, M. A. J. Michels, L.
erably overestimated. For the lowest singhgt states nega- ?hfs' fﬁ?ggfzojé (gﬂdo\j’)varman' G. H. Gelinck, and G. Brocks, Chem.
tive polarizabilities were obtained. The calculated resultssg 5 A van Gisbergen, J. G. Snijders, and E. J. Baerends, Comput. Phys.
indicate that the strong coupling between the lowgstnd Commun.118 119 (1999.

A, states in all oligomers is an important factor which deter-*’G. te Velde, F. M. Bickelhaupt, E. J. Baerends, C. Fonseca Guerra, S. J. A.
mines the polarizability of both states. The quadratic Stark van Gisbergen, J. G. Snijders, and T. Ziegler, J. Comput. CRenB31

" o (2002.
effect causes a large positive polarizability for the lower statgg " 3. Baerends, D. E. Ellis, and P. Ros, Chem. PByd. (1973.

while the higher stateAg) has a negative polarizability. 2C. F. Guerra, O. Visser, J. G. Snijders, G. te Velde, and E. J. Baerends,
This method for the calculation of excited state proper- Methods and Techniques in Computational Chemi¢8YEF, Cagliari,
ties can be a valuable tool in the study of nonlinear optical Italy, 1995.
effects and the nature of electronically excited states in conz—iG- te Velde and E. J. Baerends, J. Comput. PBgs84 (1992.
jugated polymers. The effect of factors such as geometry,> - V0sko, L. Wilk, and M. Nusair, Can. J. Phys8, 1200(1980.
. . . A. D. Becke, Phys. Rev. 88, 3098(1988.
changes and substituent effects can be studied systematically; p perdew, Phys. Rev. 38, 8300(1986.
This will be the subject of a subsequent paper. 343, J. A. van Gisbergen, J. G. Snijders, and E. J. Baerends, Extension of the
ADF program for linear and nonlinear response calculations, with contri-

butions of J. A. Groeneveld, F. Kootstra, and V. P. Osinga.
ACKNOWLEDGMENTS E . R. Davidson, J. Comput. Phy&7, 87 (1975.

- . 36E. R. Davidson, Comput. Phyg, 519(1993.
The Priority Program for Materials resear@APM) of 37B. Liu, Workshop of the National Resource for Computation in Chemistry,

Fhe Netherlands Organizatign for Scientific ResedNWO) _ \ol. 49, Berkeley, 1978.
is acknowledged for financial support. The NCF foundation®R. Telesca, H. Bolink, S. Yunoki, G. Hadziioannou, P. T. van Duijnen, J.
is acknowledged for granting access to national supercom-G. Snijders, H. T. Jonkman, and G. A. Sawatzky, Phys. Re8R55112

puting facilities. (2003). _
39M. Ponder and R. Mathies, J. Phys. Ches#, 5090(1983.
“Op A, Lane, H. Mellor, S. J. Martin, T. W. Hagler, A. Bleyer, and D. D. C.

1P, Suppan and N. GhoneingolvatochromismThe Royal Society of Bradley, Chem. Phy257, 41 (2000.

Chemistry, Cambridge, 1997 41B. Champagne, E. A. Perpete, S. J. A. van Gisbergen, E. J. Baerends, J. G.
2C. Reichardt, Chem. Re®4, 2319(1994. Snijders, C. Soubra-Ghaoui, K. A. Robins, and B. Kirtman, J. Chem. Phys.
3F. C. Grozema and P. T. van Duijnen, J. Phys. Cherh02 7984(1998. 109, 10489(1998.

Downloaded 10 Sep 2010 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



J. Chem. Phys., Vol. 115, No. 21, 1 December 2001 Excited state polarizabilities 10021

423, Shibahara, T. Nishioka, N. Natsume, K. Ishikawa, H. Takezoe, and A. higher lying A4 state since the energy difference that appears in the de-

Fukuda, Synth. Met94, 255 (1998. nominator in Eq(8) is rather much largefTable I11).
43M. Rohlfing and S. G. Louie, Phys. Rev. Le82, 1959(1999. 46p. W. Atkins, Molecular Quantum Mechanic€xford University Press,
44p, T. van Duijnen, M. Swart, and F. C. Grozema, ACS Symp. Bi.220 Oxford, 1983.

(1999. 47J. F. Baugh, D. A. Edmonds, P. T. Nellesen, C. E. Burkhardt, and J. J.

“There is a negative contribution from the mixing of th&, exciton state Leventhal, Am. J. Phys5, 602 (1997.
with the A, ground state, which is counteracted by a positive contribution“®R. W. J. Zijlstra, F. C. Grozema, M. Swart, B. L. Feringa, and P. T. van
due to mixing with a doubly excited state in which a second electron is Duijnen, J. Phys. Chem. A05 3583(2007).
excited from the HOMO level to the exciton level. These contribution are**M. G. Harrison, G. Urbasch, R. F. Mahrt, H. Giessen, Hs®er, and U.
of similar size and both considerably smaller than the contribution of the Scherf, Chem. Phys. Let813 755(1999.

Downloaded 10 Sep 2010 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



