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Abstract
In this Bachelor graduation project, a 16x16 Single Photon Avalanche Diode (SPAD) array is designed
in 40nm TSMC CMOS for diamond single Nitrogen Vacancy center array readout. It includes an active
quenching and recharge circuit (AQC), a hold-off circuit for controllable dead-time and IO electronics
for off-chip communication. The chip is part of a proposed high sensitivity magnetometer based on
single NV center readout with a focus on detecting cancer in biological samples.
From the Quantum Integration Technology (QIT) lab, pre-designed SPADs were received to be imple-
mented into the design together with SPAD quenching, recharge and input-output controller electronics.
A SPAD model is adapted from literature for simulations of the electric behaviour of the electronics. We
present a design and implementation of the Active Quenching Circuit (AQC), a design and implemen-
tation of the recharge and hold-off circuits, Input-Output (IO) interface design and implementation and
the final top-level implementation ready for the next tape out.
Post-layout simulations show negligible speed slowdown and distortion. The AQC has a 12ns quench-
ing time and a 1ns recharge time, leading to a theoretical maximum count rate of 76Mc/s. The hold-off
circuit has a tunable dead-time for afterpulsing reduction and 16, 16 bit parallel-in-serial-out (PISO)
modules allow per-row readout of the array.The electronics are co-located with the SPADs and pixel
pitch is 24𝜇m. The final chip design meets the single NV fluorescence count rate requirement of above
3 Mc/s, the 1.1x1.1 𝑚𝑚2 area requirement, the 32-pin IO requirement, the 16x16 SPAD pixel require-
ment and, steps have been taken to ensure acceptable crosstalk levels in the array.
Finally, the SPAD array chip is designed to run on a 1GHz clock. It should interface with an FPGA that
configures the hold-off circuit and reads out the SPAD status bits.
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1
Introduction

The field of single photon detection is decades old and detectors have been realized using different
technologies. Photomultiplier tubes (PMT) and electron-multiplying charge-coupled devices (EMCCD)
have historically been used for these applications [14]. In the last twenty years single photon avalanche
diodes (SPAD) have emerged as a promising technology for single photon imaging. Single photon
avalanche diode (SPAD) arrays are solid state single photon detectors that offer imaging at the single
photon level with sub-nanosecond timing accuracy. Specifically, the implementation of SPADs in stan-
dard CMOS technology has allowed research into the use of SPAD arrays as digital imagers in single
photon applications[1]. As the technology has become more mature SPAD arrays have found use in
a variety of fields, such as LIDAR [49], fluorescence lifetime imaging (FLIM) [1], positron emmision
tomography (PET) [29] and a host of other biophotonic applications [14].
This work presents an integrated on-chip SPAD array including the readout and control electronics to
be used as a detector for single Nitrogen-Vacancy (NV) centers in an integrated sensor. Such a sensor
could allow the detection of variations in the magnetic field with a sensitivity of 𝑝𝑇/√𝐻𝑧 in an on-chip
package. Such a miniaturized highly sensitive magnetometer is desirable for bio-photonic applications
[14].
This Bachelor Graduation Project is part of the Quantum Integration Technology (QIT) lab’s On-chip
quantum sensing project [42]. First, the motivation and objective are given as to why this chip is de-
signed. Then, a brief overview of NV centers and SPADs is given. After that, state-of-the-art analysis
of SPAD quenching and recharge electronics is summarized. Finally, an outline of the remaining thesis
is provided.

1.1. Motivation
Our SPAD array chip will be part of a package to enable highly sensitive and accurate readout of
magnetic fields suitable for biomedical applications such as cancer tissue detection and readout of
neural activity in the brain.
An example of how the package would look is in Fig. 1.1, where a certain bio-sample, with the focus
on cancer tissue, emits a distinct magnetic field strength, labeled by magnetic nanoparticles, which
is detected by the Diamond NV centers [19]. Then, the SPAD, in Geiger mode, detects the number
of incoming photons which is then further sent to an FPGA for signal processing. NV centers can
distinguish between different types of cells because they have unique magnetic footprints, which are
intrinsically weak [57].

1.2. Objective
The aim of this project is to provide a fully integrated on-chip SPAD array including quenching, recharge,
and interface electronics ready for the next tapeout which is at the end of July 2023. Initially, the QIT
group provided us with a SPAD array fabricated in 40nm TSMC CMOS, which can be seen in Fig. 1.2.
The array contains 20 SPADs of varying active areas in size and shape. The total size of the pack-
age is 1.21𝑚𝑚2. Currently, only the SPADs are integrated on-chip. We build upon this by assembling
a new chip, with 40nm TSMC CMOS technology, consisting of a 16x16 SPAD array, including their
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4 1. Introduction

Figure 1.1: Drawing of the package that our chip is going to take part in for biosample magnetometry, courtesy to I. Varveris.

quenching and recharge circuits, and interface electronics. The chip should be capable of handling at
least several Mcounts/s from individual NV center emitters. All this will be designed and simulated in
Cadence Virtuoso.
Simultaneously, another group, the characterization group, working alongside us will test and charac-
terize the current 20 SPADs and will guide us by choosing the best-performing SPAD for the 16x16
SPAD array.

Figure 1.2: Layout of the SPAD array implemented in 40nm TSMC CMOS. The numbers are the dimensions of the active area.
Except for the SPADS with subscript c (circular) they are square shaped, A x A (A[𝜇𝑚].)

1.3. NV centers
The Nitrogen Vacancy (NV) center is a point defect in a diamond where two adjacent carbon atoms
are substituted by a nitrogen atom and a vacancy [15]. Diamond NV centers are sensitive to magnetic
fields, electric field, strain and temperature due to the positioning of the NV center’s energy level.
Furthermore, the diamond NV centers are operable over a wide temperature range with its quantum
coherence being stable at room temperature. These properties make the diamond sensor suitable for
highly sensitive magnetic field readout applications [23].
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1.3.1. Optical properties of the NV center
A simplified energy diagram of the NV center is displayed in Fig. 1.3 It consists of a ground state |𝑔⟩,

Figure 1.3: An energy diagram of the NV center. [15]

an excited state |𝑒⟩ and a shelving state |𝑠⟩ within the 5.5eV wide diamond band gap. The ground state
is split into two magnetic spin levels |𝑚𝑠 = 0⟩ and |𝑚𝑠 = ±1⟩ or |0, 𝑔⟩ and | ± 1, 𝑔⟩ for brevity. The
excited state has the same structure. The decay path via the shelving state almost exclusively ends
up in |0, 𝑔⟩ [56].
When excited with a green laser electrons are transferred from the ground to the excited state in a spin-
conserving process. The electron may then decay back to its ground state by emitting a red photon
in the 637-850nm wavelength. A second, non-radiative, decay path exists for electrons in the | ± 1, 𝑒⟩
which end up predominantly in |0, 𝑔⟩. This non-spin conserving dark decay path means that the NV
center can be initialized in a well-defined spin state. A green laser can be used to cycle through these
transitions, transferring the spin population from the |±1, 𝑔⟩ to the |0, 𝑔⟩ state through this non-radiative
decay path. Secondly this allows for an optical readout of the spin state of the system by monitoring
the NV fluorescence count-rate [15].
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1.3.2. Measuring magnetic fields with the NV center

Under influence of an external magnetic field 𝐵 the | − 1, 𝑒⟩ and | + 1, 𝑒⟩ split, known as the Zeeman
effect. This splitting can be seen on an optically detected magnetic resonance (ODMR) spectrum as
seen in Fig. 1.4
The top image shows an ODMR spectrum of an NV center without an applied field. The resonance

Figure 1.4: Zeeman splitting in an ODMR spectrum. An external field in b) causes a seperation of the resonance frequencies of
the | − 1, 𝑒⟩ and | + 1, 𝑒⟩ states. [15]

peaks of the |−1, 𝑒⟩ and |+1, 𝑒⟩ states are at the same frequency (𝐷𝐺 = 2.87𝐺ℎ𝑧). In the second image
an applied magnetic field causes a split between the | − 1, 𝑒⟩ and | + 1, 𝑒⟩ states. From this splitting Δ𝑣,
the orientation and amplitude of the applied magnetic field can be derived, thus enabling the NV center
to be used as a highly sensitive magnetometer in combination with ODMR. [15]

1.4. SPAD

Single Photon Avalanche Diodes (SPADs) can count single photons when configured in geiger mode.
In our chip package, these photons originate from NV centers. As mentioned in section 1.3, by illumi-
nating NV centers with a green laser and using ODMR the applied magnetic field can be determined.
[15]. A SPAD can be viewed as a a p-n junction, which is reverse-biased above the breakdown voltage
[53], putting it in geiger mode [46]. Since the SPAD is biased above its breakdown voltage with an
applied voltage, a strong electric field (>3 × 105 V/cm) is present in the breakdown region. This high
electric field means that a single photon can trigger an avalanche of impact ionizations resulting in a
macroscopic current. The current avalanche will persist until the the bias voltage is lowered below the
breakdown voltage which is called quenching. Then, the SPAD’s applied bias voltage must be restored
to re-arm the SPAD for the next incoming photon which is called recharging. The SPAD’s quenching
and recharging is done by external circuits[53]. Fig. 1.5 summarizes the avalanche, quenching and
recharging.
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Figure 1.5: The SPAD’s I-V characteristics. Before a photon has arrived, the SPAD is biased above the breakdown voltage in
point A. When a photon hits the active area, an avalanche is triggered. Then, the current rises (B). Next, the quenching circuit
lowers the voltage below the breakdown voltage (C). After which the voltage is restored by a recharge/re-bias circuit (A). [9]

Many different SPAD structures exist. Fig. 1.6 presents a common SPAD stucture, which is also
used in Fig. A.4, the SPADs designed by the QIT lab. It has a p+/nwell junction, which is isolated from
p- substrate. The guard ring is separated from the p-substrate by using a deep nwell [40].

Figure 1.6: Cross-section of a SPAD, this is structure is implemented in our current SPADs designed by the QIT lab [40]

1.5. State-of-the-art analysis
On-chip integrated SPAD arrays have been worked on for more than a decade. The current trend is
towards reducing pixel pitch to improve the fill factor leading to higher density arrays for a wide variety of
sensing applications such as Fluorescence Lifetime Imaging Microscopy (FLIM) [24], LIDAR [50] and a
host of biophotonic applications among others [1]. Quenching and recharge circuits are already capable
of dead-times as low as a few nanoseconds, allowing detection rates of hundreds of Mcounts/sec [17].
SPAD arrays are very much the subject of active research and commercial arrays are not available at
the time of publishing.

1.5.1. High density SPAD arrays
A mature SPAD array in 40nm technology was published in december 2017 [39], it comprised out of 64
SPADs divided into 4 macropixels of 16 SPADs each with their own dedicated electronics. At around
the same time, a group from the University of Edinburgh came out with a 96x40 integrated SPAD array
implemented on a 1x1𝑚𝑚2 chip [5]. More recently, in April 2019, the same group published about a
192x128 array with STMicroelectronic 40nm CMOS technology including FLIM results. The largest
array that has been published is the 1 MegaPixel by Morimoto et al. in [36], which proposes an entirely
new architecture for the readout of temporal information in large scale SPAD arrays [27].
Although some preliminary work has been done on implementing SPAD arrays in 28nm CMOS [6],
there aren’t yet publications available on fully integrated SPAD arrays in that technology node.
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1.5.2. State-of-the-art biosensing
The sensitivity of NV center’s spin energy levels to electromagnetic fields and temperature, combined
with the photo-stability at room temperature and the bio-compatibility of diamond, means that NV cen-
ter based sensing has a wide variety of potential biological applications [41]. A non-exhaustive list
of applications includes 𝑇1 relaxometry [21], nuclear magnetic resonance (NMR) [12], magnetic res-
onance imaging (MRI) [31], measuring neuronal action potentials [28] and, cancer cell identification
and tracking nanodiamonds in vivo [19]. Accurate determination of 3D magnetic field vectors is at the
basis of all these technologies and that is precisely what NV based magnetometry promises. Since
the last mentioned application is the project’s focus, the current readout schematic is provided in Fig.
1.7. Our chip will build upon the diamond chip by integrating the NV center readout and Input-Output
communication, taking over the functionality of the CMOS camera.
An exhaustive analysis of these applications is beyond the scope of this work. Wewill however compare
three quantum-based magnetometry technologies and their sensitivities and limitations.

Figure 1.7: Schematic for cancer cell identification utilizing a NV diamond magnetic imaging microscope [19]. Our project would
expand on the diamond chip by integrating the NV center readout and communication.

1.5.3. A comparison of three quantum based sensing techniques
In addition to NV-based sensors other devices that can detect weak magnetic fields include super-
conducting quantum interference device (SQUID) [22] sensors and optically pumped magnetometers
(OPM) [20]. SQUID sensors have been employed in Magnetoencephelograhpy (MEG) for decades
and can reach sensitivities of 𝑓𝑡/√𝐻𝑧. These sensors however require cryogenic operating conditions
which comes with significant costs, device complexity and device size. OPM-based magnetometry
has already been experimentally tested in MEG applications and although sensitivities are still behind
SQUID sensors at 45𝑓𝑡/√𝐻𝑧 their room temperature operating conditions allow for placement closer
to the tissue under investigation, mitigating this loss of sensitivity. [20]. However, the dynamic range of
OPM sensors with fT sensitivity is so small that magnetic shielding is required to suppress local mag-
netic fields [55]. OPM-based magnetometry is a recently developed field and very much the subject
of active researh. It is likely that key parameters such as dynamic range will improve in the com-
ing years. NV-based magnetometry promises both room temperature operating conditions, but also a
much higher dynamic range than OPM which could enable 𝑝𝑇/√𝐻𝑧 sensitivities in non-shielded envi-
ronments [55]. MEG usually requires sensitivities of 𝑓𝑇/√𝐻𝑧 at a distance of a few mm [37]. However,
the high sensitivity per volume for NV magnetometers makes them feasible for intraoperative appli-
cations [55]. Biomagnetic fields from muscle fiber bundles, such as the heart, can reach hundreds of
pT above the skin and are thus more promising candidates for NV magnetometry. NV magnetometry
thus has strong potential for applications in biosensing, with distinct advantages over OPM and SQUID
based sensing but the sensitivity of NV magnetometry is several orders of magnitude lower than the
alternatives at the moment.
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1.6. Thesis synopsis
This thesis starts by providing the design requirements for our chip in Chapter 2. Next, the overview
of the total design is given in Chapter 3, after which each part will be described in detail: the SPAD
model (Chapter 4), the quenching circuit and hold off circuit (Chapter 5) and the Input Output controller
(Chapter 6). The integration of all the components in the chip is described in Chapter 7. In Chapter 8,
our results are discussed. Finally, in Chapter 9, a conclusion is made, in which a recommendation is
given for future work.



2
Program of requirements

The final deliverable for the quenching group is a layout of a SPAD array with an on-chip quenching and
recharge circuit combined with a input-output circuit. There are a number of requirements that dictate
the design. Those requirements are laid out in this chapter.

2.1. Photon detection rate
In the final implementation, each SPAD will detect photons emitted from a single NV center. As such,
the detection electronics have to be fast enough to detect successive photon emissions from its NV
center to not bottleneck the measurement’s resolution. In literature we found varying values for the
fluorescence rate from single NVs ranging from 200 Kcounts/s [15] to 945 Kcounts/sec [7]. We take
the higher limit of 945 Kcounts/sec and add a 3x safety margin. In this way we ensure that we can
oversample have a low probability of missing events. We set the requirement at 3 Mcounts/s

• Photon detection rate above the 3 Mcounts/s, or cycle time of 333 ns.

2.2. Quenching and recharge
The previous requirement of 3Mc/s demands a quenching and recharge circuit that can complete a full
cycle in less than 333ns. As both afterpulsing and crosstalk are correlated noise sources that depend
on the accumulated charge in the breakdown region, it is desirable to limit the avalanche pulse time.
A quenching time of several to at most a few 10ns is common in literature [10][45][16]. Therefore, a
demand for our circuit is to quench the avalanche in at most 20ns.

• SPAD avalanche quenched in less than 20 ns.

2.3. Dead time
To limit afterpulsing, it is desirable to have a controllable dead-time, where the SPAD is turned off and
insensitive to new detection events. Without a controllable dead-time the SPAD can be re-triggered
during the recharge phase, leaving it susceptible to correlated noise from previous avalanches (after-
pulsing) [53].

• Controllable dead time.

2.4. Crosstalk
With the decreased pixel pitch, crosstalk between the pixels becomes a concern. Based on SPAD array
literature review, with varying pixel pitches that results in functional SPAD array, our chip’s crosstalk
probability between nearest neighboring pixels will be roughly assesed to be under the 2% leading to
a pixel pitch between the 14 and 26 𝜇m.

• Crosstalk probability less than 2%.

10
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2.5. Pixels
The current chip has 20 SPADs in a 4x5 array in a 1.1𝑥1.1𝑚𝑚2 package. The SPADs have different
active areas and geometries. The active areas vary in dimension between 16x16𝜇𝑚 to 50x50𝜇𝑚. Most
of the SPADs have square active areas but there are some with a circular active area. The current pixel
pitch is 100𝜇𝑚. Due to optical crosstalk, the SPAD array’s pixel density is limited. With a pixel pitch
between the 14 and 26 𝜇m, and our limited chip area, a 16x16 SPAD array is the highest resolution to
be achieved while satisfying the previous requirements.

• 16x16 SPAD array.

2.6. Size
The final implementation of the SPAD array will be on a chip with an area of 1.1𝑥1.1𝑚𝑚2. Taking into
account the IO ring this means that the available area for the SPADs and the electronics is roughly
1𝑚𝑚2.

• Chip area of 1.1𝑥1.1𝑚𝑚2.

2.7. Input output
The amount of Input-Output (IO) pins at our disposal is 32. As the number of SPADs in the 16x16
array exceeds the number of available IO pins, the data from the SPADs will need to be serialized. An
interface controller has to be designed that can communicate the status of the connected SPADs with
sufficient speed to not miss any events.

• IO of 32 pins.

2.8. Technology node
As the SPADs are fabricated using the 40nmTSMC process, this is also a requirement for any additional
on-chip circuitry. The transistors in this process are rated at a supply voltage of 1.1V.

• 40 nm TSMC process.



3
Chip overview

The chip design consists of 256 SPADs, a 16x16 SPAD array. All these SPADs require their own
individual electronics for proper quenching and recharging. Moreover, interface electronics should be
added due to our limited IO pins. This chapter provides a high level overview of the chip architecture.

3.1. Top level implementation
Fig. 3.1 shows the top level structure of the chip. The 16-bit SPAD electronics row consists of 16 SPAD
units and the SPADs are connected to each other with a bus and a 16-bit Parallel-In-Serial-Out (PISO)
circuit. On the top right corner, there are two 5-bit Serial-In-Parallel-Out (SIPO) modules to configure
the width and delay of the hold-off circuit’s recharge pulse. Next to it, there are three stray SPADs for
characterization. They were requested to be added by the QIT group as there was chip area left over.
The three SPADs are round with 12 𝜇𝑚 diameter, square with 12 𝜇𝑚 and square with 32 𝜇𝑚. Fig. A.4,
in the Layouts appendix chapter, presents the layout of the whole chip. Section A.5, in the appendix,
provides the chip driving requirements and advice.

Figure 3.1: Top level strucutre of the SPAD chip including its pinout, 16-bit SPAD pixel row, 16 16-bit PISO, 2 5-bit SIPO, and 3
additional SPADs for characterization.

12
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3.2. SPAD array
The SPADS are laid out in a 16x16 grid. The control electronics (quenching and recharge circuit and
readout circuit) for each SPAD are co-located with the SPAD. Each row of 16 SPADs has a PISO to
stream data off-chip. This is needed as there are only 32 IO pins. For the communication, 16 lines
send out 16 serial SPAD status bits which notify the FPGA if an avalanche has occurred in a given
time frame. The interconnection of the 16-bit SPAD row connected to their respective 16-bit PISO is
in Fig. 3.2. ‘SO’ is the serial output to the FPGA. The SPAD unit’s ‘aqc_out’ are parallel connected to
the PISO. There is a global bus that propagates the applied voltage ‘Va’, the width and delay bits, the
reset, and, the clock to the row’s SPAD units. Then the rows are stacked on top of each other as in Fig.
3.1. The SPAD unit is described in the next section, and the PISO and SIPO modules are described in
Chapter 6.

Figure 3.2: Schematic of the first four SPAD units connected to each other to form the row column.
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3.3. SPAD unit
Each SPAD has its own active quenching circuit (AQC) and hold-off circuit. These are necessary to
quench and recharge the SPAD. The schematic is shown in Fig. 3.3. ‘Va’ biases the SPAD, and
‘pwm_out’ sends the recharge pulse. Furthermore, the inverted AQC output ‘out’ is connected to the
hold-off module and is the SPAD unit’s output. Chapter 5 describes the quenching- and hold off circuit
in detail.

Figure 3.3: The SPAD unit where the SPAD, AQC and hold-off circuit are interconnected to each other.



4
SPAD model

To design the quenching circuit and verify whether it can fulfil the requirements outlined in Chapter 2,
a model for the SPAD behaviour is employed. It is a behavioral model written in VerilogA, based on
the I-V characteristics of the SPAD. It’s an adaptation of the model developed by Mita et al in 2011
[18] which itself expands on their earlier 2008 work [33]. The source code for the model is included in
Appendix A.2

4.1. Model’s adherence to characterization results
During the project, the characterization group, working alongside us, was unable to experimentally
determine an I-V curve and the capacitances for the QIT’s SPADs due to an unforeseen IO ring issue
in the chip. They did characterize the electrostatic discharge (ESD) diodes in the IO ring. As such, The
figures presented in this chapter and throughout the rest of the paper use that I-V characteristic. As
such, the predictive value of the models presented is severely constrained with respect to the fabricated
SPADs.

4.2. Model selection
In Fig. 4.1, the I-V characteristics of the models [18] and [33] are plotted together. The blue line repre-
sent an I-V characteristic of an ESD diode in the IO ring of the chip. The breakdown voltage and series
breakdown resistance were experimentally determined at 7.42V and 5650Ω respectively. We worked
with reasonably conservative values of 1-2pF for the parasitic capacitances as given by Zappa in [54].
The 2008 model piece-wise approximates the SPAD’s I-V characteristic. This approach has the down-
side that convergence problems arise at the transitions between the piece-wise functions [18]. The
pseudo-max function, introduced in the 2011 paper, circumvents that issue and better approaches the
slope of the experimental curve in the breakdown region, which is the primary region of interest. How-
ever, there exists some discordance between the model and the experimental data near the measured
breakdown voltage of 7.42V where the model underestimates the current. Due to the clearly better
performance of the I-V curve based on the 2011 model, this is the model that will be used throughout
this paper. A normalization voltage 𝑉𝑛 of 0.1V was chosen to best fit the experimental curve, several
different values for 𝑉𝑛 are presented in Fig. A.1.

4.3. Model details
The SPAD is modeled as a voltage controlled current source following the equivalent circuit model in
Fig. 4.2. In a quiescent state, only the inverse saturation current 𝐼𝑠 flows. During an avalanche, the
current is modeled as a function of the diode’s breakdown series resistance 𝑅𝑏𝑟𝑘, the excess voltage
(𝑉𝐷 − 𝑉𝐵, where 𝑉𝐷 is the voltage across the SPAD and 𝑉𝐵 is the breakdown voltage.) and a nor-
malization voltage 𝑉𝑛 that is used to fit the model to the experimentally determined I-V curve. The
current-to-voltage behaviour of the SPAD is described by Equation 4.1.

15
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Figure 4.1: IV characteristics of the measured SPAD and the 2008 and 2011 model of Mita [33] [18].

𝐼𝑆𝑃𝐴𝐷 = {
𝐼𝑠 , if no avalanche
𝐼𝑠 +

𝑉𝑛
𝑅𝑏𝑟𝑘

𝑙𝑛[1 + 𝑒(𝑉𝐷−𝑉𝑛)/𝑉𝑛], if avalanche (4.1)

The dynamic current behaviour is governed by three parasitic capacitance contributions: the charge

Figure 4.2: The SPAD model. (b) shows the dynamic model. [18]

in the depletion layer 𝑄𝑗 and the charges stored in the cathode-to-substrate 𝑄𝑐𝑠 and in the anode-to-
substrate 𝑄𝑎𝑠 stray capacitors. The charges 𝑄𝑐𝑠 and 𝑄𝑎𝑠 are modeled as linearly related to the terminal
voltages:

𝑄𝑐𝑠 = 𝐶𝑐𝑠𝑉𝐶 𝑄𝑎𝑠 = 𝐶𝑎𝑠𝑉𝐴 (4.2)

Where 𝐶𝑐𝑠 and 𝐶𝑎𝑠 are constant capacitors that have to be determined experimentally. The charge in
the depletion region is given by

𝑄𝑗 = 𝐴𝐷
𝜙𝑖𝐶𝑗0
1 −𝑚𝑗

(1 + 𝑉𝐷𝜙𝑖
)
1−𝑚𝑖

(4.3)

Where 𝐴𝐷 is the device area, 𝜙𝑖 the built-in voltage, 𝐶𝑗0 the zero-bias capacitance per unit area and
𝑚𝑗 = 0.5 the junction grading coefficient [18]. The parasitic capacitances are important parameters for
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the quenching and recharge performance of the SPAD and should be determined experimentally [52].

4.3.1. Photon arrival and turn-off
A photon arrival is modeled by a picosecond duration pulse that has a voltage above a preset threshold.
In a real SPAD, the photon detection efficiency (PDE) determines the probability that a photon incident
on the SPAD surface [10], however, for the purpose of simplicity in the model, every ”photon” generates
an avalanche.
The quenching of the avalanche is determined by the latching current 𝐼𝑙𝑎𝑡. As the avalanche is a
statistical process, there exists a certain threshold current below where not enough impact ionizations
occur for the avalanche to be self-sustaining [53]. This latching current is generally taken to ∼ 100𝜇𝐴
[54] and is set at that value in this model. below that value, the avalanche is turned off.



5
Quenching and hold-off circuit

SPADs operate in Geiger mode, where the device is reverse biased at a voltage beyond its breakdown.
In this operating regime, the electric field in the breakdown region is so large that a single carrier
can trigger a self-sustaining current avalanche by impact ionization in the multiplication region [10]. A
quenching circuit is therefore required to terminate the multiplication and return the device back to its
operating condition to detect subsequent events. A quenching circuit can be active or passive, each
with its own advantages and disadvantages. This chapter lays out the two different approaches and
uses simulations, with the program of requirements in mind, to determine that an active quenching
circuit (AQC) is required. The proposed topology for that AQC is laid out and verified with simulations.
An analog and digital hold-off circuit to tune the dead-time of the AQC are presented and the design
decision for the digital circuit is justified with simulations.

5.1. Passive quenching
The simplest way to quench the SPAD’s avalanche, is with a large ballast resistor 𝑅𝐿 around the tens to
hundreds of kΩ in series with the SPAD (see Fig. 5.1). The diode current 𝐼𝑑(𝑡) is given by equation 5.1.

Figure 5.1: Passive quenching circuit. 𝑅𝑆 is a sensing resistance of typically 50Ω used to obtain a measurable signal. 𝑅𝐿 is the
ballast resistor to quench the SPAD.

With 𝑉𝑑(𝑡), the diode voltage, 𝑅𝑑, the diode series resistance in breakdown, and, 𝑉𝐵 the breakdown

18
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voltage.

𝐼𝑑(𝑡) =
𝑉𝑑(𝑡) − 𝑉𝐵

𝑅𝑑
=
𝑉𝑒𝑥(𝑡)
𝑅𝑑

(5.1)

When an avalanche current flows, a voltage drop develops across 𝑅𝐿 thus lowering the excess voltage
𝑉𝑒𝑥 and in turn the diode current 𝐼𝑑. As avalanche multiplication is a statistical process, once the current
drops below a threshold value, there are not enough impact ionizations to sustain the avalanche and
the current is quenched. A typical value for this latching current 𝐼𝐿 is 100𝜇A [54]. The quenching time
constant 𝑇𝑞 is determined by the SPAD’s junction capacitance 𝐶𝑑, the terminal’s sum of stray capac-
itances 𝐶𝑠 connected to 𝑅𝐿 and by the parallel resistance of 𝑅𝑑 and 𝑅𝐿. As the condition 𝑅𝑑 << 𝑅𝐿
holds, the quenching time can be approximation into equation 5.2.

𝑇𝑞 = (𝐶𝑑 + 𝐶𝑠)
𝑅𝑑𝑅𝐿
𝑅𝑑 + 𝑅𝐿

≈ (𝐶𝑑 + 𝐶𝑠)𝑅𝑑 (5.2)

When the avalanche is quenched, the capacitances recharge to the applied bias voltage 𝑉𝐴 with a time
constant in equation 5.3.

𝜏𝑟 ≈ (𝐶𝐷 + 𝐶𝑃)𝑅𝐿 (5.3)

A small sense resistor 𝑅𝑆, typically 50Ω [48], converts the current signal into a voltage signal that can
drive a comparator to do measurements. This circuit is simulated in Cadence for several 𝑅𝐿 values in
Fig. 5.2.
From this figure, it can be verified that Equations 5.2 and 5.3 seem to hold. The quenching time only

Figure 5.2: Cathode voltage of a passive quenching circuit as depicted in Section 5.1 for various 𝑅𝐿 at applied voltage 𝑉𝐴 = 9𝑉.
A photon arives at 0ns, 500ns, 1000ns and 1500ns.

varies slightly for the various 𝑅𝐿 whereas large differences can be observed in the recovery time of the
SPAD. Note that the 10kΩ resistor is insufficient to quench the SPAD. The Passive Quenching Circuit
(PQC), with 𝑅𝐿 = 47𝑘Ω, is restored to within 1% of its operating voltage after roughly 380ns whereas for
𝑅𝐿 = 110𝑘Ω and 𝑅𝐿 = 300𝑘Ω the recovery time is well in excess of 500ns. Furthermore, the SPAD is
not insensitive to detection events during the recharge. The SPAD can be re-triggered once its voltage
is restored above the breakdown voltage, which is much earlier than the recovery to its operating 𝑉𝐸.
This ill-defined dead time means that the voltage signal at the sense resistor may only be a fraction of
the designed voltage due to premature avalanche triggers.

5.1.1. Conclusion
The program of requirements outlines a required count rate of 3Mc/s and a controllable dead time. A
full cycle takes roughly 400ns for 𝑅𝐿 = 47𝑘Ω which is significantly slower than the maximum allowed
333ns. Furthermore the dead time of the passive quenching circuit cannot be controlled, violating
another requirement. The passive quenching approach is not suitable for our design purpose.

5.2. Active quenching
A second approach to quenching is commonly referred to as active quenching. Here, a circuit is used to
detect the onset of an avalanche and then a positive feedback loop is used to quench the avalanche and
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rapidly recharge the SPAD back to its operating excess voltage [11]. The advantage of this approach
is that the recharge time is no longer dependent on the value of the large ballast resistor 𝑅𝐿, as in
the passive circuit approach, greatly improving the SPAD’s recharge speed and allowing much faster
photon detection rates up to several 100Mcounts/s [13] [3] [4]. Active quenching can be broken down
into three stages: First a sensing stage senses, the onset of the avalanche, then a feedback circuit
is used to quench the avalanche by lowering the cathode voltage of the SPAD below its breakdown
voltage and, finally the SPAD is reset back to its initial operating condition after a dead-time set by a
hold-off circuit. This controllable dead-time allows the user to make a trade-off between dead-time and
afterpulsing effects. Afterpulsing is a correlated noise effect caused by local defects in the depletion
layer [52]. During an avalanche, carriers can get trapped in these defects and they are released within
a time delay. If they are released when the SPAD is sensitive to a carrier then these released carriers
can trigger spurious avalanches, compromising the detector dynamic range. A longer hold-off time,
the time between quenching the avalanche and recharging it back to its operating condition, allows
a portion of these traps to depopulate but this comes at the cost of limiting the maximum achievable
count rate [10].

5.3. Active quenching circuit
The chosen active quenching circuit is one proposed by Mita et al. [32] and is depicted in Fig. 5.3. The
AQR circuit is of low complexity, comprising only 5 transistors and therefore is a good candidate for an
integrated approach, given that it can achieve the required count rates. The hold off circuit, that drives
the reset transistor 𝑀𝑅 is explored later in this chapter.
In quiescent condition, node A is set to ground, transistor M2 is on and the output voltage is high.

Figure 5.3: Active quenching circuit by [32]

When an avalanche is triggered, the avalanche current flows through M1 and MQ. With the gate of
MQ connected to VDD, MQ provides a low-resistance path. As long as this is true, M1 and M3 are in
a current-mirror and the avalanche current appears mirrored on the output branch. The subsequent
reduction of the output voltage increases the MQ’s channel resistance pulling up the voltage at node
A. In this way, M1, M3 and MQ are a positive feedback loop that accelerates the quenching process.
PMOS transistor M2, that forms an inverter with M3, further contributes to the quenching speed up
process. At a certain point, the output voltage switches transistor MQ off, breaking the current path for
the avalanche current and rapidly quenching the SPAD. Finally, recharging transistor MR is switched
on, pulling node A back to ground and the SPAD is ready for another detection [32].
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5.3.1. Transistor sizing
The AQC’s design decisions mainly relate to the sizing of the transistors. Mita already states in the
paper that for the best performance in terms of speed, ”M1, M2, and MQ should be set with a minimum
aspect ratio, thus reducing the overall parasitic capacitances [32].” Theoretically, non-minimal sizing of
transistor M3 should reduce the high-low transition at the output. Mita remarks that, although this is true
as the switching time of MQ should decrease if M3 is non-minimal, in practice the quenching time is not
limited by MQ’s switching time but rather by the time constant of the SPAD itself. Indeed, simulations for
non-minimal aspect ratios of M3 in Fig. 5.4 show no significant difference in the AQC’s quenching time.
However, transistor MR, should be of non-minimal size. The transistor’s time constant contributes

Figure 5.4: A plot of various widths for transistor M3. There is no appreciable different in quenching time, indicating that the
quenching is limited by the intrinsic SPAD time constant. 𝑉𝐴 = 9𝑉

significantly to the speed of the reset phase. As such a wider transistor, lowering the resistance, is
desirable [32]. It is clearly seen in Fig. 5.5 that the aspect ratio (AR) of MR has a significant impact

Figure 5.5: A plot of various widths for transistor MR. As the aspect ratio increases the recharging speed gets faster. Length of
MR is minimal (40nm). 𝑉𝐴 = 9𝑉

on the recharge time of the SPAD. For a width of 600nm (AR = 15), the recharge time is more than
10ns. The recharge time for a width of 6𝜇m (AR = 150) is around the 1 ns. The improvement for going
beyond an aspect ratio of 150 is marginal.
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5.3.2. Conclusion
All transistors are chosen with minimal aspect ratios with the exception of MR. MR is sized with a min-
imal length of 40nm, but a width of 6𝜇m for an optimal balance between recharging speed and size.
With the chosen transistor values, see Table 5.1, the active quenching circuit more than meets the set
out requirements. It quenches the avalanche in 12s, being limited by the SPAD time constant and can
recharge the SPAD back to its operating excess voltage in around 1ns. Even with the fairly conservative
values for the SPAD’s parasitic capacitances that were modeled here of 1-2pF. The AQR circuit can
execute a full cycle in less than 13ns leading to a maximum count rate larger than 76Mcounts/s. Note
that this is the theoretical limit for the modeled SPAD and that in practical applications it is common
to insert a delay of up to several nanoseconds before recharging the SPAD to allow traps to depop-
ulate and thus reduce afterpulsing effects. Any change in SPAD capacitance and breakdown-region
resistance will neccesarily have an impact on these figures as well.

MR MQ M1 M2 M3
Length (nm) 40 40 40 40 40
Width (nm) 6000 120 120 120 120
Ratio 150 3 3 3 3

Table 5.1: Active quenching circuit transistor sizing.

5.4. Hold off circuit
Active quenching and recharge circuits not directly connected to digital post-processing circuits or a
computer for readout need a hold-off circuit to control their dead-time[18]. Several implementations
of such circuits exist. Tunable delay lines specifically, based on exploiting the propagation delays of
various analog or digital implementations, have seen widespread adoption [2]. Monostable circuits are
another candidate for delay circuits in integrated SPAD applications. They are a class of circuits that
generate an output pulse of specified width when triggered before returning to their initials stable state.
One such implementation is done by Mita in [32] where they used a one-shot generator with a time
delay set by an RC circuit.
This section evaluates an analog and digital hold-off circuit. The advantage of analog is its low-
complexity architecture. However, the tunability of the delay time and pulse width is less precise than
the digital circuit. While the digital implementation is of higher complexity and thus chip area, given a
high clock frequency, the delay time and pulse width can be more precisely controlled.

5.5. Analog hold-off circuit
The analog hold-off circuit exploits the transistor’s gate capacitance by varying the gate’s electric field. It
consists of two parts, a delay-, and a pulse width circuit proposed by Tang et al. [47]. It is a 13 transistor
circuit and has much lower area requirements compared to the digital implementation discussed later
on. The delay transistor circuit is in Fig. 5.6 and the pulse width circuit is provided in the appendix, Fig.
A.2. To test out the analog option, the delay circuit is implemented and simulated for different 𝑉𝑟𝑐, which
tunes the delay length at ‘out’. Simulations show that there is a non-linear relation between delay time
and the applied analog tuning voltage 𝑉𝑞𝑐. In Fig. 5.7, it can be seen that with a Δ𝑉𝑞𝑐 of 0.02V, from
0.7 to 0.86 V, the delay time has already varied larger than 10 ns. For our hold-off circuit, we aim for a
delay time between 5 and 20 ns. Consequently, this analog circuit is not suitable since the non-linearity
falls in that range and minimal voltage swings will already introduce delay time variations in the order
of ns.
Additionally, in practise, the complete analog hold-off circuit will require two pins connected to stable
low-noise power supplies. This is impractical because we would like the chip to be powered and driven
by an FPGA and standard supply.
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Figure 5.6: The delay part of the analog hold-off circuit.

Figure 5.7: Simulation of the analog hold-off circuit’s delay part. Observe the non-linearity of the delay time.

5.6. Digital hold-off circuit
In the previous section, we explained why an analog hold-off circuit implementation is impractical de-
spite its low circuit complexity. Therefore, the decision was made to pivot to a digital implementation.
A simple architecture for a hold-off circuit is to use a pulse width modulation (PWM) circuit driven by the
output of the quenching circuit. The delay and width of the pulse can then be used to tune the dead-time
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of the SPAD and drive the reset transistor in well-defined increments. The PWM circuit consists of a
5-bit counter, two 5-bit comparators, and two JK flipflops. See Fig. 5.8.
The JK flipflop, connected to the AQC, acts as a buffer for the ‘out’ signal. The JK flipflop, connected to

Figure 5.8: Top level schematic of digital hold-off circuit.

the comparators, produces the AQC’s reset signal which is a PWM pulse. One comparator determines
the pulse delay while the other determines the pulse’s period or width.
When an avalanche is detected, the AQC produces an active low ‘out’ signal. For the hold-off circuit,
the ‘out’ signal is first inverted to active high and stored in the JK flipflop. When the JK flipflop holds a
‘1’, the 5-bit counter is enabled and starts counting. When the 5-bit counter matches with the compara-
tor’s delay value, the JK flipflop next to it is set to ‘1’. As the 5-bit counter keeps on counting, there will
be a second match with the period comparator, resetting the JK flipflop back to ‘0’, thus the AQC-reset
signal is set to zero again. As the PWM pulse has reset the AQC, the SPAD is biased back to its applied
voltage, ‘out’ will become ‘1’ so ‘0’ at the JK flipflop’s input and the 5-bit counter is disabled, the hold-off
circuit is off. Moreover, to determine the delay bit vector, use equation 5.4. To determine the width
bit vector, use equation 5.5. 𝑡𝑑𝑒𝑙𝑎𝑦 is the time between the AQC ‘out’ signal and when the reset pulse
should be ‘1’. 𝑡𝑤𝑖𝑑𝑡ℎ is the time that the reset pulse should stay high. The delay and width bit vectors
should be extended to 5 bits during binary conversion.

𝑑[0 ∶ 4] = (⌊𝑡𝑑𝑒𝑙𝑎𝑦𝑡𝑐𝑙𝑜𝑐𝑘𝑐𝑦𝑐𝑙𝑒⌋)2 (5.4)

𝑤[0 ∶ 4] = (⌊𝑡𝑤𝑖𝑑𝑡ℎ𝑡𝑑𝑒𝑙𝑎𝑦𝑡𝑐𝑙𝑜𝑐𝑘𝑐𝑦𝑐𝑙𝑒⌋)2 (5.5)

Additionally, there is a global reset, connected to the OR-gate, which will always set the AQC reset
signal to zero.

5.6.1. JK flipflop
The JK flipflop is the fundamental building block for sequential circuits such as the 5-bit counter. When
referring to the JK flipflop, it will always be configured in master-minion configuration to avoid the race
around condition[44]. The master flipflop samples and holds the input while the minion flipflop updates
its output based on the master’s state at clock edge. The JK flipflop’s schematic is in Fig. 5.9. When
port ‘J’ is set high, the flipflop holds a one, when port ‘K’ is set high, the flipflop holds a zero. When ‘J’
and ‘K’ are both high, the flipflop toggles. Moreover, the JK flipflop is negatively clock edge triggered.
‘Q’ and ‘Q_bar’ hold the JK flipflop’s output and inverted output.

5.6.2. 5-bit counter
The 5-bit counter is a chain of toggling JK flipflops activated by signal ‘en’, the enable signal. The
counter is asynchronous, including asynchronous reset, since 40nm pmos and nmos transistors are
fast enough to not introduce inter-clock-delay, which is validated with the 5-bit counter’s post-layout
simulation in the appendix chapter A.4. There is negligible speed slowdown. Moreover, the asyn-
chronous configuration has lower complexity than its synchronous counterpart thus reducing the 5-bit
counter size. The synchronous counter contains AND gates between the flipflops. Fig. 5.10 shows the
counter’s schematic.
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Figure 5.9: The JK flipflop in master-minion configuration.

The counter is five bits, it will count until 31, which is sufficient for the hold-off circuit. Four bits, count-
ing until 15, is not a sufficient resolution for the hold-off circuit. The counting includes the delay and
the pulse width, four bits would be sufficient if the delay time is not included. The hold-off circuit’s
PWM pulse resolution is dependent on the clock frequency and the number of counts. The clock fre-
quency determines the count cycle time, the number of counts determines the range. Validated with
simulations, at clock a frequency of 1 GHz, 5 bits is sufficient, (𝑡𝑑𝑒𝑙𝑎𝑦 +𝑡𝑤𝑖𝑑𝑡ℎ)1𝐺𝐻𝑧,𝑚𝑎𝑥 = 31 ns, 4 bits,
(𝑡𝑑𝑒𝑙𝑎𝑦+𝑡𝑤𝑖𝑑𝑡ℎ)1𝐺𝐻𝑧,𝑚𝑎𝑥 = 15 ns, limits the tunability toomuch, and 6 bits, (𝑡𝑑𝑒𝑙𝑎𝑦+𝑡𝑤𝑖𝑑𝑡ℎ)1𝐺𝐻𝑧,𝑚𝑎𝑥 = 63
ns, would be unnecessarily complex.

Figure 5.10: The 5-bit counter in asynchronous configuration.

5.6.3. Comparator
The 5-bit comparator matches the 5-bit counter’s count with a set 5-bit delay or width value. When
there is a match, the comparator propagates a ‘1’. Its implementation is 5 XNOR gates connected to a
5-terminal AND gate, see Fig. 5.11.

Figure 5.11: The 5-bit comparator.

5.6.4. Simulation results
To verify the digital hold-off circuit, a transient simulation is performed which is in Fig. 5.12. The hold-
off circuit is connected to the AQC, which is also connected to the SPAD model. As shown, a photon
triggers an avalanche which sets the inverted AQC’s output to ‘1’. This turns on the 5-bit counter and
based on the 5-bit period and delay value, a PWM pulse is generated. The PWM signal resets the
SPAD and the AQC inverter output is back to ‘0’, ready for a new photon event.
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Figure 5.12: Simulation of the digital hold-off circuit together with the AQC and SPAD model. A global reset (teal) initialized the
system, a photon (orange) triggers an avalanche at which point the avalanche is quenched by the AQC (blue sloped curve).
During the quenching process the AQC output switches to low, which after a preset delay triggers the reset (red) at which point
the SPAD is recharged to quiescent conditions.

5.6.5. Conclusion
After inspecting analog and digital options for a tunable hold-off circuit, we opted for a digital imple-
mentation. Furthermore, our digital hold-off circuit consists of a 5-bit counter, two comparators, two
JK flipflops and additional logic gates. To evaluate that it can drive the AQC, simulations such as Fig.
5.12, have been performed which confirms that the hold-off circuit can accurately reset the SPAD while
not sacrificing speed.



6
Input output

For the final layout of the chip, serial communication is necessary when the number of SPADs exceeds
the number of input output (IO) pins. In our case, for the 1.21 𝑚𝑚2 chip area, we have 32 IO pins at
our disposal, where three are already reserved for VDD, VSS and the SPAD’s applied voltage.
For a fast enough solution, there should be a balance between parallel and serial readout to achieve
high-speed communication. Our current proposal is 16 communication lines that send out 16 serial
SPAD status bits which notifies the FPGA if an avalanche has occurred in a given time frame. With
this, a 16x16 SPADmatrix can be achieved that reaches the speed specifications. Consequently, every
16-bit SPAD column should contain a 16-bit Parallel In Serial Out (PISO) module.
Moreover, to configure the hold-off circuit’s delay and period, two extra IO pins need to be reserved for
5-bit bitstreams thus the SPAD chip will also hold two 5-bit Serial In Parallel Out (SIPO) modules.

6.1. Parallel In Serial Out
A 16-bit Parallel In Serial Out (PISO) holds a 17-bit shift register and a 16-bit buffer. The shift register
is 17 bits because the first bit in the serial bitstream is a start bit to facilitate communication with the
FPGA. There are 16 buffers, that are connected to each AQC ‘out’ signal, to hold onto the avalanche
status bit until it is cleared. To drive the PISO module, it needs a clock, reset, load, and clear signal.
The ‘load’ signal polls the chip to serially send the signal that is currently in its buffer. the ‘clear’ signal
empties the buffer, ready to hold new status bits.
Therefore, to read out the SPAD bits, the FPGA constantly polls the chip via ‘load’ and ‘clear’. Since
the AQC and hold-up circuit can reach speeds above the 10 Mcounts per second, oversampling can
be achieved to not miss any avalanche events.
Fig. 6.1 gives an example of how a 3-bit PISO module would be implemented, to extend the PISO to 16
bits, the logic gates and flipflop chain will be elongated. In our design, the D flipflop is implemented with
a JK flipflop by connecting the JK inputs together with an inverter. Furthermore, to make it positively
edge-triggered, the clock is inverted inside de D flipflop.
The leftmost D flipflop is tied to Vdd, which is the start bit. Output ‘SO’ will hold the 4-bit bitstream.
To demonstrate the serialized concept, the 3-bit PISO is simulated together with 3 SPADs each with
their own AQC and hold-off circuit. The result is in Fig. 6.2. Signal ‘SO’ contains the start bit and
the 3-bit SPAD status array. In this simulation, the first and last SPAD have received a photon which
is reflected back in the simulation result. Signal ‘load’ polls the PISO module and ‘clear’ empties the
buffer, which needs to be sent at the end of every communication transaction.

6.2. Serial In Parallel Out
To set up the delay and period of the hold-off circuit, the SIPO module with buffer needs to be imple-
mented. Furthermore, to facilitate communication, the SIPO module automatically detects a start bit
and locks the communicated bits correctly into the buffer, which is connected by a bus to all the hold-off
circuits. With a reset signal, the buffer is emptied to lock new bit vectors into place.
Fig. 6.3 is the SIPO’s schematic. To note, at the end of the flipflop chain, there is a negatively edge
triggered D flipflop and JK flipflop. This is to control the select signal ‘sel’ that will lock in the serialized
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Figure 6.1: Schematic of a 3-bit PISO module. The shift register contains D flipflops, the buffer is a row of JK flipflops and there
is an AND gate to accommodate for both clear and reset. Notice that the left-most D flipflop is tied to Vdd since the start bit is
always ‘1’.

Figure 6.2: Three SPADs, with their AQC, serial readout. In the simulation, SPAD[0] and SPAD[2] received a photon and SPAD[1]
did not. Moreover, for FPGA readout, a high start bit is sent.

bits into the correct buffer. The buffers, the JK flipflops not connected to the flipflop chain, will lock in
the value when the ‘sel’ becomes ‘1’. Signals D0 to D4 will hold the parallelized bits.
Fig. 6.4 holds the SIPO module simulation. First, to make sure the buffer is empty, a reset signal is
sent. Afterwards, serial-in communication can commence with a high start bit, then the other configu-
ration bits are sent directly after. In this simulation, ‘D0’ and ‘D1’ is set to ‘1’ while the others remain ‘0’.
In the top-level implementation, two 5-bit SIPO modules will be included to set the delay and width of
the hold-off circuit’s reset pulse.

6.3. Conclusion
This chapter outlines the PISO and SIPOmodules necessary for external communication. The interface
modules are designed in a way that facilitates communication with FPGA such as utilizing a start, load,
clear and reset bit. In the chip, there will be 16 16-bit PISO modules and 2 5-bit SIPO modules.
The variation of reading out 16 16-bit bitstreams causes our chip design to meet our speed and IO
requirement well within reach.
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Figure 6.3: Schematic of the 5-bit SIPO. There is a chain of flipflops with at the end a negatively edge-triggered D flipflop and
JK flipflop to detect a start bit and lock all the serialized bit correctly in place in its parallelized counter part.

Figure 6.4: Simulation of the SIPO module. Input ‘SI’ sends a high start bit and directly two high bits afterwards so that ‘D0’ and
‘D1’ will store a ‘1’.



7
Top level design

The previous chapters discussed the various components that went into our chip design. In this chapter
the distinct parts are assembled together in layout and a validation is done of the entire system. Every
layout has been validated via a Design Rule Check (DRC) and Layout Versus Schematic (LVS) check.
All the layouts are in the appendix, Chapter A.6. Additionally, the layout’s resistances, capacitances
and, coupling capacitances are extracted via PEX, and post-layout simulations are performed. Finally
a literature based review is done of the expected crosstalk effects in the array.

7.1. Validation
To validate that the SPAD, quenching, and hold-off circuit together work as intended (Figure 3.3), a
PEX has been performed on its layout and simulated afterward. The results are in Figure 7.1, there is
negligible speed and signal attenuation. Additionally, the reset pulse width and delay are tuned to the
SPAD’s quenching and recharge time, achieving a total cycle of around 20ns.

Figure 7.1: Post-layout simulation of the SPAD unit including the extracted resitances, capacitances and, coupling capacitances
via PEX. Moreover, the hold-off circuit’s reset pulse is tuned to the SPAD’s quenching and recharge time

30
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The 16-bit SPAD electronics row consists of 16 SPAD units and SPADs are connected to each other
with a bus and 16-bit PISO (Figure 3.2), which is simulated post layout. To confirm that the row imple-
mentation works, a PEX operation is performed to extract all the layout’s resistances, capacitances,
and coupling capacitances and is then simulated to validate its performance. The simulation is in Figure
7.2. The SPAD row’s performance has a complete readout cycle of 30 ns, 33 Mcounts/s, from photon
to last SPAD avalanche bit, which is well above the required 3 Mcounts/s to be implemented in the chip.
Moreover, the resistances, capacitances, and coupling capacitances barely attenuate and slow down
the signals. Finally, it correctly produces a bitstream starting with the start bit then the fifteenth SPAD,
ending with the first SPAD, the SPAD closest to the PISO module. After every transaction, the FPGA
needs to send a ‘1’ over pin ‘clear’ to empty the PISO buffers for the next 16-bit polling operation.

Figure 7.2: The ultimate post-layout simulation of the chip, the 16-bit SPAD column including the layout’s resistances, capaci-
tances and coupling capacitances extracted via PEX. ‘SO’ holds the 16-bit SPAD avalanche bits from a row.

7.2. Shape and size of the SPADs
For the final layout, the round SPAD is used with an active diameter of 12𝜇𝑚. Round SPADs are
generally preferred as they are less prone to premature edge breakdown, which is concentrated at the
corners of the junction as that is where the electric field is highest [26]. The three SPADs on top of the
chip (Figure 3.1), have an active diameter of 12 and 32 𝜇𝑚. One of the 12 𝜇𝑚 SPADs is round and the
other SPADs are square.

7.3. IO ring
The SPAD characterization group, who worked alongside us, gave us a requirement to detach the
IO ring’s internal ESD diodes. This is because, during testing, they discovered that the diodes redi-
rect signals above the 3V away from the SPAD so the SPADs can never be biased correctly, since
𝑉𝑆𝑃𝐴𝐷,𝑏𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛 > 3𝑉.

7.4. Crosstalk
In order to give a recommendation for the pixel pitch, it is necessary to obtain an idea about the expected
pixel crosstalk. Crosstalk in a SPAD array is a correlated noise effect in one device that are caused
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Technology Node Pixel Pitch (𝜇m) Crosstalk probability (%)
0.35𝜇m HV CMOS 14𝜇m 0.3% [25]
0.35𝜇m HV CMOS 26𝜇m 2% [8]
0.35𝜇m HV CMOS 32𝜇m 0.11% [38]

40nm CMOS 8.4𝜇m Not reported [5]
150nm CMOS 11𝜇m <1%

[51]
180nm CMOS 4𝜇m 3.57% [35]

Table 7.1: An overview of crosstalk in literature for various SPAD arrays.

by avalanches in another, neighbouring, device [25] leading to false detection events. Three different
mechanisms for crosstalk are considered: direct optical, indirect optical and electrical crosstalk. During
an avalanche, photons are emitted by a SPAD as a result of the relaxation of hot carriers generated in
response to the current passing through the high electrical field in the breakdown region [25]. These
photons travel in direct and indirect, via the substrate, optical paths to neighbouring pixel and can trigger
avalanches there leading to optical crosstalk. Crosstalk can also be electrical in nature, where carriers
generated during the avalanche may diffuse laterally to depletion regions of neighbouring devices.

7.4.1. A model for optical crosstalk
The crosstalk probability depends on the number of avalanche-generated carriers 𝑁𝑎𝑣𝑎. The crosstalk
probability 𝑃𝑐 is proportional to 𝑁𝑎𝑣𝑎 in a first order approximation [34]. Another factor is the distance
between pixels, as the emitted photons decay exponentially with distance travelled. The emitter-to-
receiver distance dependence of crosstalk can be approximated by [43]

𝑃𝑐 = 𝐵
𝑒−𝛼𝑟
𝑟2

𝛼 is the effective decay length of the emitted light, which is determined by the doping concentration of
the silicon and the wavelength of the light. 𝑟 corresponds to the pixel pitch 𝐿𝑝. The coefficient𝐵 depends
on both emitter and receiver characteristics. It is dependent on the total number of photons emitted,
the sensitivity of the receiver and the probability of detecting an emitted photon. The parameter 𝐵 is
an experimentally determined parameter and is unavailable for our device. As such we cannot rely on
this mathematical scaling model to approximate our crosstalk probability. A literature based approach
is used to determine a suitable pixel pitch.

7.4.2. Literature based recommendation for pixel pitch
In order to make a reasonable estimate for the pixel pitch to limit the crosstalk probability to 1% we’ve
done research on comparable arrays. Such an estimate is necessarily prone to a significant margin
of error as technology node, active area, excess bias voltage, SPAD structure, crosstalk mitigation
measures, the location of the pixel electronics and well-sharing may all impact cross talk figures. Ex-
perimental mapping of the crosstalk probabilities must be performed to gain an accurate insight. Table
7.1 contains various crosstalk figures from literature on which we based our recommendation for the
pixel pitch.
Of particular interest are the publications on 40nm CMOS and the paper on 150nm CMOS. The 40nm
arrays from the University of Edinburgh do not include crosstalk figures, but operate at significantly
lower pixel pitch than we aim to (8 microns versus 24 microns). They have already applied their sen-
sors in FLIM and LIDAR and it may therefore be reasonably assumed that their arrays have acceptable
levels of crosstalk. The paper on the array in 150nm CMOS cites crosstalk figures well below 1% for a
pitch of 15 𝜇m for a device with an active area of 15.6x15.6𝜇m at 3V excess bias. The 0.35𝜇m HV im-
plementations have pixel pitches in the neighbourhood of our array as well and report crosstalk figures
ranging from well below 1% to at most 2%. Moreover E.Charbon published about a 4𝜇m pitch pixel in
180nm CMOS and found a crosstalk probability of 3.57% [35].

7.4.3. Conclusion
From the experimental data from these previous papers, given that our pixels do not share their deep
N-well, reducing the crosstalk probability, we feel reasonably confident that a 16x16 SPAD array with
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a pixel pitch of 24 𝜇𝑚 has a good chance of meeting the stated requirement of the sub 2% crosstalk
probability for nearest neighbouring pixels.
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Discussion

In this thesis, a layout is designed for a 16x16 SPAD array, including quenching, recharge, and inter-
face electronics.
Unfortunately, the existing 4x5 SPAD chip could not be characterized by the SPAD characterization
group, working alongside us, because the ESD diodes in the guard ring were designed to protect the
chip from voltages over 3V. However, the breakdown voltage of the SPADs is higher than that. The IO
ring is thus incompatible with the chip requirements and the SPADs could not be tested in their break-
down region. This has several consequences for us.
The fact that the I-V behaviour and the capacitance of the SPADs are unknown, as they could not be
measured, means that the simulations for quenching and recharge time in this work can at best provide
an indication of the eventual SPAD behaviour as the SPAD model wasn’t able to be experimentally fit
to measurement data. Reasonably conservative values of 1-2pF, as given by Zappa in [54] for the
parasitic SPAD capacitances, are used and a fairly conservative 5.4kΩ resistance for the diode in the
breakdown region. This leads to a larger intrinsic time constant for the SPAD, which is most obvious in
the quenching time of approximately 20ns for the AQC. If the practical capacitances are smaller, that
will affect a speed up in the quenching and recharge times as well. The hold-off circuit has a tunable
delay and pulse width which should be able to accommodate reasonable values for the quenching and
recharge time.
Secondly, as the SPADs could not be characterized, the characterization group could not come to a
recommendation for the optimal SPAD for the final array. We chose a round SPAD with a 12 𝜇𝑚 active
area for the final design. This was primarily based on size restrictions, which made fitting a bigger
SPAD on the chip a challenge in a 16x16 array and literature research that indicated round SPADs
have fewer issues with premature edge breakdown of the active area. However, a qualitative analysis
of this effect could not be done and it is not known whether another SPAD might have more desirable
properties.
The hold-off circuit has a pulse resolution of 1 ns which is suitable for our speed requirements. A faster
clock with a larger bit counter could have been selected but that would add too much area, reserved
for the SPAD array.
The IO circuits, the 16-bit PISO and the 5-bit SIPO, all have additional flipflop implemented for start
bits and holding onto states. This route is chosen to facilitate the programming at the FPGA side for
the QIT lab. The chip driving requirements is included in Appendix A.5.
The layout for all the designed electronics is validated with the DRC, LVS and post-layout simulations.
The top hierarchy validated with the DRC and LVS is at the 16x16 SPAD array and the top hierarchy
that is validated with post-layout simulation is until the 16-bit SPAD row. All the checks and simulations
are as expected and correct which leads us to believe that the chip is ready for the dry-run and tape out.
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Conclusion and recommendation

To summarize, the designed and validated chip, with an area of 1.1𝑥1.1𝑚𝑚2, which houses a 16x16
SPAD array including active quenching circuits, recharge and hold-off circuits, PISO, and SIPO circuits.
Therefore, we have met all the mandatory requirements which were:

• Photon detection rate above the 3Mc/s, or every 333 ns. The AQC and digital hold-off circuit are
tuned to reach a theoretical count rate in excess of 76Mc/s for the modeled SPAD.

• SPAD Avalanche quenched in less than 20 ns. With our current AQC sizing, the avalanche is
quenched in 12ns.

• Controllable dead time. After the quenching, the SPAD is inoperable, the hold-off circuit’s delay
and pulse width can be configured to determine when the SPAD is armed again thus the dead
time is controllable.

• Crosstalk probability less than 2%. Our current pixel pitch is 24 𝜇𝑚 and contains no shared N-
well for pixel isolation. Therefore, looking at the literature, there is evidence to suggest that the
crosstalk will be less than 2%.

• 16x16 SPAD array. Our current 16x16 SPAD array houses the round variant with an active area
diameter of 12𝜇𝑚

• A chip area of 1.1𝑥1.1𝑚𝑚2. The entire SPAD array, electronics, and IO ring fit on an area of
1.1𝑥1.1𝑚𝑚2.

• IO of 32 pins. The chip houses 16 16-bit PISOs and 2 5-bit SIPOs to accommodate for the IO
limitation of 32 pins.

• 40 nm TSMC process. The chip layout is designed for TSMC 40nm CMOS technology.

Moreover, the chip’s layout has been validated with a Design Rule Check, Layout Versus Schematic
Check, and post-layout simulations.

9.1. Future work
Some future work, which is beyond the scope of the thesis, is redesigning the SPAD for bigger round
active areas and experimental metal grating tuned to NV centers. Additionally, three additional 16x16
SPAD arrays including electronics will be added to tape-out to reach an eventual chip area of 2𝑥2𝑚𝑚2.
Those SPADs will need to be characterized as well.
When the chip is fabricated and bond wired, VHDL or Verilog code for FPGA, running on a 1 GHz clock,
needs to be developed to drive and control the chip. Please contact the authors for assistance when
the time comes.
Further studies could be done into optimal array design. A design that incorporates deep N-well sharing
and houses the pixel electronics separately from the SPADs may achieve a significant increase in fill-
factor as evidenced by the 96x40array in 40nm CMOS on the same 1x1mm area in [5]. In order to
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mitigate increased crosstalk effects from this well-sharing and decreased pixel pitch the guard ring
structure and pixel isolation would need to be re-examined. Another consideration is the use of metal
layers on top of the inactive areas to mitigate unwanted avalanche triggers by photons traveling through
the device structure to the active areas as done in [30]. Another area of interest is using Time-to-
Digital (TDC) converters to precisely mark the onset of avalanche pulses. Readout circuits based on
TDCs have already been discussed in SPAD array literature and could greatly increase the temporal
resolution of the photon detection [8][24][5]. This would require a ground-up redesign of the readout
and communication electronics.
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Appendix

A.1. IV characteristic model

Figure A.1: The IV measurements vs the 2011 model of Mita [18] with different values for Vn.
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A.2. Verilog-A model
1 / / Ver i logA f o r SPAD_lib , SPADv3, ve r i l oga
2

3

4

5 ‘ i nc lude ” constants . vams”
6 ‘ i nc lude ” d i s c i p l i n e s . vams”
7

8

9

10 module SPADv3 (a , c , photon ) ;
11

12

13

14 i nou t a , c , photon ;
15 e l e c t r i c a l a , c , photon , gnd ;
16 ground gnd ;
17 branch ( c , gnd ) Ccap ;
18 branch (a , gnd ) Acap ;
19 branch ( c , a ) spad , cap ;
20

21

22

23 parameter r ea l VB = 7.41994; / / Breakdown vo l tage of the SPAD
24 parameter r ea l Rbreak = 5650.419; / / Ser ies res i s tance of SPAD in breakdown reg ion
25 parameter r ea l I l a t chup =100e−6; / / Latch cur ren t , below which the avalanche i s quenched .
26 parameter r ea l I s = 80e−12; / / Reverse cu r ren t
27 parameter r ea l Cjo = 1e−12; / / Used to model j u n c t i o n capaci tance
28 parameter r ea l Cjop1=2e−12; / / Junc t ion − Cathode capaci tance
29 parameter r ea l Cjop2=2e−12; / / Junc t ion − Anode capaci tance
30 parameter r ea l ph i =0.65; / / B u i l t i n vo l tage
31 parameter r ea l m = 0 .5 ; / / Junc t ion grading c o e f f i c i e n t from 0.5 abrupt j unc t i ons − 1/3

f o r graded j unc t i ons
32 parameter r ea l n = 1e−5;
33 parameter r ea l Vn=0.1 ; / / Normal iza t ion vo l tage used to f i t I −V curve to exper imenta l

curve
34

35

36

37 r ea l Ibreak , INL ;
38 r ea l Vd , Vex ;
39 r ea l Cjc , Cja , Cjd ;
40 r ea l Qjc , Qja , Qj ;
41 r ea l avalanche ;
42 r ea l Vac_max , Vac_min ;
43

44

45

46 analog begin
47 @( i n i t i a l _ s t e p )
48 begin
49 Vac_max = 16;
50 Vac_min=VB;
51 Cjc = Cjop1 ;
52 Cja = Cjop2 ;
53 Cjd = Cjo * (pow( phi ,m) ) * (pow( phi −Vac_min ,1−m)−pow( phi −Vac_max,1−m) ) / (1 −m) / ( Vac_max−

Vac_min ) ;
54 avalanche =0.0 ;
55 end
56

57 Vd = V( c )−V( a ) ;
58 Vex = Vd − VB;
59

60

61

62 i f (V( photon ) >2.5) begin / / 2.5 i s an a r b i t r a r y th resho ld f o r t e s t i n g purposes .
63 avalanche = 1 . 0 ;
64 end
65

66
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67

68 Ib reak = (Vn / Rbreak ) * l n (1 + l imexp (Vex /Vn) ) ;
69 INL = I s + avalanche* Ib reak ;
70

71

72

73 i f ( INL < I l a t chup ) begin
74 avalanche = 0 . 0 ;
75 end
76

77

78

79 Qj = Cjd*Vd ;
80 Qjc = Cjc*V(Ccap ) ;
81 Qja = Cja*V(Acap ) ;
82

83

84

85 I ( Acap ) <+ ddt ( Qja ) ;
86 I (Ccap ) <+ ddt ( Qjc ) ;
87 I ( cap ) <+ ddt ( Qj ) ;
88 I ( spad ) <+ INL ;
89

90

91

92 end
93 endmodule

veriloga.va
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A.3. Analog hold-off circuit

Figure A.2: The pulse width part of the analog hold-off circuit.
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A.4. 5-bit counter post layout simulation

Figure A.3: The 5-bit counter’s post-layout simulation including resistances, capacitances, and coupling capacitances.

A.5. Chip driving requirements and advice
• Vdd = 1.1 V

• Vss = 0 V

• Clock frequency = 1 GHz

• Reset pulse > 7 ns

• Load pulse > 1.1 ns

• Clear pulse > 1.1 ns

Reading out pins SO0 to SO15, to acquire the SPAD array avalanche status bits:

• Send a Load pulse

• At negative clock edge trigger, detect the start bits and start counting until 16 SPAD avalanche
status bits have passed. The order of SPAD bits is S15, at the end of the row, to S0, nearest to
the PISO module.

• Send a clear pulse

• Restart the cycle within a set time window

Sending in the 5-bit delay and width configure bits through SI_w and SI_d:

• Send reset pulse, to clear the buffers

• Send in 6-bit bitstream, starting with the start bit, then D0 to D4.
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A.6. Layouts

Figure A.4: The complete layout of the SPAD chip.
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Figure A.5: SPAD column layout including 16 SPAD unit electronics and 16-bit PISO.



44 A. Appendix

Figure A.6: SPAD unit layout including the AQC, two JK flipflops, 5-bit counter, and two comparators.
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Figure A.7: Active Quenching Circuit layout.
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Figure A.8: Digital hold-off circuit layout.
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Figure A.9: 5-bit counter layout.

Figure A.10: 5-bit comparator layout.

Figure A.11: 16-bit PISO layout.



48 A. Appendix

Figure A.12: 5-bit SIPO layout.
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