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Abstract

The wind turbine wake is a downstream region of kinetic energy and velocity deficit, higher turbulence
and has a complex helical vortex structure. The wind turbine wake’s stability depends mainly on the
ambient turbulence and the wind turbine tip speed ratio. Researchers have developed several wake
control techniques to mitigate this issue, such as static axial induction control by torque or pitch con-
trol, dynamic axial induction control by pitch control and actuating flaps or other actively controlled
add- on devices. Some gaps are present in these methods, in terms of applicability of these techniques
in terms of full scale validation and practicality to have the devices as add on to existing blades.

To address these research gaps, this study focuses on designing and evaluating segmented Gurney
flaps (in line with the ECN (now TNO Wind Energy) patent [2] by Edwin Bot and Arne Van Garrel)
for wind turbine blades to enhance the wake recovery by inducing turbulence in the wake to excite the
tip vortices. 4 Gurney flaps were attached in the tip region of each blade of a GE 3.8 MW research
wind turbine. Field tests were conducted in this study for the wind turbine wake (using a scanning
LiDAR to scan a sector up to 5.5D downstream at different altitudes; with a scan time of ≈ 3 minutes)
and performance analysis (using 10 minute averaged measurement data). Free vortex wake simula-
tions were conducted to validate the faster wake breakdown by the change in lift distribution upon
addition of segmented Gurney flaps. Simulations using dynamic blade element momentum theory
with IEC −NTM inflow conditions from cut in to cut out wind speed were conducted to assess the
structural impacts on the retrofitted wind turbine.

The field tests’ wake analysis was quantified with different wind speed, turbulence intensity, wind
shear, wind direction conditions. Post processing of LiDAR data involved filtering, creating bin aver-
aged data set, using Gaussian process regression and retrieve the required wind component. The results
show a consistent increase in wake recovery, generally at all downstream distances. The retrofitted
configuration results are associated with a higher standard error because of a shorter testing period
(due to increased noise levels) than the baseline configuration. The wake simulations indicate a earlier
wake break down position, by ≈ 2D.

The simulations indicate AEP increase for the retrofitted wind turbine to be roughly +0.2% (+50
MWh), at the expense of increased blade and tower structural loads. The wind speed weighted dam-
age equivalent blade flapwise bending moment was found to increase by +2% to +4%; with peaks
observed in partial load region of the wind turbine, associated with the operating angle of attack in
this region.

The work conducted in this thesis features the following:

1. Dangi N.S., Boorsma K., Bot E.T.G., Bierbooms W.A.A.M., Yu W. (2023). "Design and Eval-
uation of Gurney Flaps as Turbulators for Wind Turbine Blades." Presentation at Wind Energy
Science Conference (WESC). 23-26 May. Glasgow, United Kingdom.

2. Dangi N.S., Boorsma K., Bot E.T.G., Bierbooms W.A.A.M., Yu W. (2023). "Segmented Gurney
Flaps for Enhanced Wind Turbine Wake Recovery." Wind Energy Science (WES). Manuscript
to be submitted for publication.
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Introduction

1



The wake of a wind turbine is a region of three-dimensional turbulent flow characterized by a deficit
of kinetic energy and velocity and a complex helical vortex structure. The wake of a single rotor blade
consists of a continuous sheet of trailed vorticity due to the gradient in bound circulation along the
blade span, which rolls up, generating two concentrated vortices at the tip and the root region. The
wind turbine wake’s stability depends mainly on the ambient turbulence and the wind turbine tip
speed ratio. With low ambient turbulence and low tip speed ratio (rated and above rated wind speed
conditions) the wind turbine wake is extremely stable. The wind turbine wake leads to the decreased
energy production of the downstream turbines. These effects are much more critical on bigger wind
farms, where multiple turbines are grouped together and their different wake effects are combined. It
can even be 20% for a farm of 140 turbines with a spacing of 5 rotor diameters. It is known that
wake alleviation can be achieved by introducing spatial and temporal variation to the stable tip vortex.

This thesis evaluates segmented Gurney flaps for achieving the spatial and temporal variation to
the tip vortex; for enhanced wake recovery to achieve higher power output in a wind farm setting.
The hypothesis behind the approach is in line with the concept of turbulators, introduced in ECN
(now TNO Wind Energy) patent [2]. The hypothesis behind the use of segmented Gurney flaps is to
alter the lift distribution along the blade span (at tip); achieve a jagged lift and circulation distribution
which causes additional stronger vortices shed from the edges of Gurney flaps to perturb the stable tip
vortex. This use of segmented Gurney flaps is hypothesised to cause a spatial disturbance to the tip
vortex. Additionally, a temporal variation is hypothesised to be achieved from the inherent rotation
of the wind turbine blade which alters the inflow conditions during the rotation as the large rotor is
exposed to the wind speed and turbulence shear. Apart from these two effects, a higher drag from
the Gurney flap is hypothesised to potentially increase turbulence in the wake which could contribute
to the faster wake mixing. This thesis aims to realise the following objectives:

1. Setting up and conducting Scanning LiDAR measurements in the wake (up to a distance of 5.5
times the rotor diameter downstream) for a 3.8 MW research wind turbine with and without
these segmented Gurney flaps. The segmented Gurney flaps (4 on each blade) are retrofitted to
the 3.8 MW research wind turbine.

2. Analysing wake recovery of both configurations; quantified with different wind speed, turbulence
intensity, wind shear, wind direction conditions, that is, varied atmospheric stability conditions.

3. Analysing aerodynamic and structural performance of retrofitted wind turbine in comparison to
baseline wind turbine, by use of 10-minute statistical measurement data.

4. Performing simulations to formulate guidelines for implementing Gurney flaps on wind turbine
blade and correspond them to field test results.

The work conducted in this thesis is part of the TIADE (Turbine Improvements for Additional Energy).
A consortium of TNO (Netherlands Organisation for Applied Scientific Research), GE Renewable En-
ergy and LM Wind Power are collaborating on the TIADE project to develop technologies and design
methods for more efficient operation of next-generation wind turbine rotors, wind farms with large
rotor wakes and demonstrate them in the field. TIADE has been co-financed with Topsector En-
ergiesubsidie from the Dutch Ministry of Economic Affairs under grant no. TEHE119018.

Structure: Chapter 2 provides background information on wind turbine wakes. Chapter 3 discuses
current wind turbine wake control strategies with their advantages and disadvantages. A literature
specific to Gurney flaps and their potential towards enhanced wake recovery is provided as well. In
Chapter 4 the theory behind the simulation approach considered and used in this study is explained.
Following that, the set up and methodology utilised for the field tests and data processing is explained
in Chapter 5. The set up and validation of simulations is provided in Chapter 6. The field tests’ re-
sults and analysis are provided in Chapter 7 and the simulations’ result and analysis are provided in
Chapter 8. Finally, conclusions and recommendations are provided in Chapter 9.

2



Chapter 2

Wind Turbine Wakes
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A wind turbine is a device for generating electricity by extracting kinetic energy from the wind. By
removing some of its kinetic energy, the wind must slow down, but only that mass of air that passes
through the rotor disc is affected [3]. This effect follows from the fact that energy can neither be created
nor destroyed. This downstream region is called the wind turbine wake. A simple visualization of the
energy-extracting stream tube of a Horizontal axis wind turbine is shown in Figure 2.1 below:

Figure 2.1: The Energy Extracting Stream-tube of a Horizontal Axis Wind Turbine [3]

Figure 2.1 shows an expanding stream tube. As stated, there is a drop in wind speed in the downstream
region, which causes the expansion of the stream-tube because the mass flow rate must be the same
everywhere. For in-depth knowledge about the working principle of wind turbines, the reader is
referred to [3, 4]. This thesis focuses on the Horizontal axis wind turbine (HAWT), and from now on,
it is referred to as wind turbine, in the report.

2.1 Background
The wake of a wind turbine is a downstream region of three-dimensional turbulent flow characterized
by a deficit of kinetic energy and velocity, a higher turbulence level, and a complex helical vortex
structure. The wake of a single rotor blade consists of a continuous sheet of trailed vorticity due to
the gradient in bound circulation along the blade span, which rolls up, generating two concentrated
vortices at the tip and the root region. The force field at the rotor accelerates the flow imposing a
rotary motion to the wake, which is counter-rotating with the rotor. The vorticity created at the
blade boundary layer is also released into the wake, in a portion of the flow that co-rotates with the
blade due to viscosity. A visual representation of a wind farm in different wake conditions is shown
in Figure 2.2 below.
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(a) Full-wake conditions seen in the photo taken
from Horns Rev wind farm (Courtesy: Vattenfall.

Photographer is Christian Steiness)

(b) Partial-wake conditions seen in the photo taken
from Horns Rev 2 wind farm (figure taken from [5])

(c) Contour plot of the simulated time-averaged
stream-wise velocity component at Horns Rev wind
farm on a horizontal plane at hub level for incoming

wind directions of 270° (full-wake conditions)
(figure taken from [6]) (Distances are normalized by

the turbine rotor diameter d = 80 m)

(d) Contour plot of the simulated time-averaged
stream-wise velocity component at Horns Rev wind
farm on a horizontal plane at hub level for incoming

wind directions of 284° (partial-wake conditions)
(figure taken from [6]) (Distances are normalized by

the turbine rotor diameter d = 80 m)

Figure 2.2: Illustration of wind turbine wakes (Real and Simulated) ([5, 6, 7])

In Figure 2.2a and Figure 2.2b, the turbulent flow in the downstream region is visualised. In Figure 2.2c
and Figure 2.2d, the wind velocity deficit is seen from the color bars, which show the reduced velocity
in the regions downstream of a wind turbine.

2.2 Wind turbine Wake Breakdown
This section provides a more in-depth overview of a single wind turbine wake. Firstly, a general
overview of the wind turbine wake breakdown process is provided. With that overview, the phe-
nomenon present in a wind turbine wake is explained. Secondly, visualisations are provided which
show the wind turbine wake breakdown at different conditions of free-stream wind speed. The stability
of tip vortices, in particular, at above rated wind speeds (up to cut out wind speed) is seen from these
visualisations.

2.2.1 General Overview
In the wind turbine wake, a division can be made into the regions of near wake, intermediate wake,
and far wake [8, 9].

The near wake is taken as the area just behind the rotor, where the properties of the wind tur-
bine rotor can be discriminated, so approximately up to one rotor diameter downstream [8]. Here, the
presence of the wind turbine rotor is apparent by the number of blades, blade aerodynamics, including
stalled flow, 3-D effects, and the tip and root-vortex helices, which are trailed at the two extremities

5



of each blade, and can show unstable behavior. The tip-vortex filaments define a helical structure due
to the combination of the rotational motion of the blade, the free-stream wind flow, and the velocity
field induced by the vortex system itself.

The far wake is the region beyond the near wake, where the focus is put on the influence of wind
turbines in wind farm situations, so modelling the actual wind turbine geometry is less important. In
the far-wake region, the influence of the blade flow is no longer visible: this is the region where the
wake-generated turbulence and the external atmospheric turbulence have contributed to the break-
down and diffusion of the tip-vortex spiral and most of the turbulence mixing happens, while the wake
undergoes a re-energising process.

Between these two regions, a third zone can be distinguished, the intermediate wake [9]. This is
the region where the turbulent mixing begins to prevail on the organized vortical structures, where
the tip-vortex spirals may start to interact mutually and become unstable. These regions are illus-
trated in Figure 2.3.

Figure 2.3: Schematic of a wind-turbine wake with tip-vortex leapfrogging instability [9]

With Figure 2.3 the process of wind turbine wake breakdown is visualized. The instability and break-
down of the helical system of vortices in the near wake affects the development of the turbulence in the
far wake, where the mixing process between the inner and the outer flow regions occurs [9]. Several
authors have investigated the stability properties of the wake’s system of vortex filaments [10, 11, 12,
13]. The most evident forms of wake instability are the so-called leapfrogging and meandering. The
latter is an unsteady behavior of the wake, in which the whole wake is seen to oscillate randomly
with a low-frequency motion ([14, 15]). The former consists of a pairwise interaction among two or
more consecutive tip-vortex filaments, which engage in a roll-up process around each other until their
coherence is disrupted and they break down into small-scale turbulent fluctuations.

The role of atmospheric turbulence in ensuring a fast breakdown of the tip vortices to ensure a
quicker wind turbine wake recovery is worth noting (Also refer [13]). The atmospheric turbulence
is very low in offshore wind farms [16, 17], in comparison to onshore wind farms. This states the
importance of using techniques that can induce turbulence in the wind turbine wake, especially in
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offshore wind farms.

With the wind turbine wake breakdown process discussed, Figure 2.4 below shows the vertical pro-
files of velocity (normalised with free-stream velocity) in the wind turbine wake. These profiles are
generated by use of 4 different high-fidelity simulation codes, by the authors of [18].

Figure 2.4: Vertical profiles of stream-wise mean velocity (normalised by free-stream velocity) at
different downstream distances [18]

In Figure 2.4, the top x-axis represents the downstream position (normalised by wind turbine rotor
diameter) and the y-axis represents the altitude (normalised by the wind turbine rotor diameter).
The velocity profiles seen in Figure 2.4 are for the NREL 5MW reference wind turbine [19]. It is
evident that in further downstream distances the wind turbine wake recovers more and more, that is,
the velocity in the wake start to reach the free-stream velocity. It is worth noting that even at the
downstream distance of 15D, the wind turbine has not fully recovered (also refer [20]), while most of
the wind farms incorporate a 5 to 7 rotor diameter distance between two wind turbines [21]. Thus,
the need for enhanced wake recovery is clear, to ensure more optimal wind farm performance.

2.2.2 Effect of Tip-speed Ratio
The wind turbine wake breakdown is affected by the tip-speed ratio of the wind turbine (Refer Equa-
tion 3.4). As can be seen, the tip-speed ratio is varied by either changing the rotational speed of the
wind turbine or having a different free-stream wind speed. A visualisation of the wind turbine wake
breakdown for different tip-speed ratios (by means of varying free-stream conditions in high-fidelity
simulations) is provided in Figure 2.5, extracted from [13].

(a) λ = 11.78 and U∞ = 6 (b) λ = 7.07 and U∞ = 10

(c) λ = 5.05 and U∞ = 14 (d) λ = 3.21 and U∞ = 22

Figure 2.5: Illustration of wind turbine wake by means of vorticity contours (Wind turbine rotor is
at left) [13]
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Figure 2.5 provides the wake breakdown of the Tjæreborg wind turbine (rotor radius- 30.56m) which
has a optimal tip-speed ratio of 7.07, as is the case in Figure 2.5b. At this tip-speed ratio the tip
vortices were observed to undergo a Kelvin–Helmholtz instability approximately 5 rotor diameters
downstream. The root vortices became unstable at an earlier point (about 3 rotor diameters down-
stream) due to their proximity, and further downstream the root and tip vortices interact, which
causes the wake to become fully turbulent. In the case of Figure 2.5a it was observed that the bound
vorticity was not shed off in individual vortex tubes, as in the other 3 cases. At the lower tip-speed
ratios in the case of Figure 2.5c and Figure 2.5d, the instability of tip vortices was not apparent, due to
the generally higher stability of the tip vortices, when the tip-speed ratio and thus also the thrust is low.

Now, a three-dimensional visualisation of the wind turbine wake breakdown (for the wind turbine
and different tip-speed ratios, as in Figure 2.5) is provided in Figure 2.6, extracted from [13].

(a) λ = 11.78 and U∞ = 6 (b) λ = 7.07 and U∞ = 10

(c) λ = 5.05 and U∞ = 14 (d) λ = 3.21 and U∞ = 22

Figure 2.6: Illustration of wind turbine wake by means of iso-surface plots of vorticity [13]

From Figure 2.6 it becomes evident that, at the lowest tip-speed ratio (Figure 2.6d) the wind turbine
wake has a clear and stable screw surface geometry. For the cases as in Figure 2.6b and Figure 2.6c,
a good impression of the helical structure of the distance tip vortices is made. Lastly, at the highest
tip-speed ratio (Figure 2.6a), the complete breakdown of tip vortices into small scale turbulence is
shown.

In this subsection, a visualisation of the wind turbine wake, specially, the behaviour of tip vortices is
shown in the case of same rotational speed but different free-stream wind speed. It is worth noting
that the visualisation provided in Figure 2.5 and Figure 2.6 are for uniform inflow conditions and not
an atmospheric turbulent inflow. The cases of lower than optimal tip-speed ratios are comparable to
the real-life scenario where the wind turbine operates in free-stream conditions of above rated wind
speed. This is because, at above rated wind speed (up to cut out wind speed), the wind turbine no
longer increases its rotational speed but the blades are pitched in order to cap the power (For in-depth
overview of the control regions, the reader is referred to Chapter 8 of [3] ). Thus, once again, the
importance of inducing turbulence at these conditions in order to stimulate breaking of the stable tip
vortices for a quicker wake recovery is clarified.

8



2.3 Effects of Wind Turbine Wakes
The wind turbine wake, a region affected by lower wind speed and higher turbulence, negatively affects
the wind turbine’s performance and structural integrity. The wind turbine wake leads to decreased
energy production of downstream turbines. These effects are much more critical on bigger wind
farms, where multiple turbines are grouped together and their different wake effects are combined.
It can even be 20% for a farm of 140 turbines with a spacing of 5 rotor diameters [22]. An increase
in the turbulence of the wind potentially increases the dynamic mechanical loading on downwind
turbines [23]. Wind turbine wakes introduce more significant wind shear in addition to the higher
turbulence intensity, leading to higher mechanical loads. The wind turbine wakes produce added
turbulence intensity from 6 − 8% up to 20 − 25% [24], with different coherence of turbulence. With
these damaging effects on the wind turbine components, wind turbine wakes lead to downstream wind
turbines’ lifetime reduction, power production reduction, and more frequent maintenance due to the
higher structural loading, leading to an increase in the levelized cost of energy (LCOE).

2.4 Summary
In this chapter, background information necessary for understanding the working principle of wind
turbines, the wind turbine wake and its break down was discussed. The role of atmospheric turbulence
for a quicker wake recovery was clarified. The stability of tip vortices and their interaction was clarified
by means of visualisation of vorticity contours and iso-surface, at different uniform inflow conditions
in high-fidelity simulations. The extremely stable structure of the tip vortices during low tip speed
ratio conditions was discussed as well. The adverse effects of wind turbine wakes, especially in large
wind farms, was clarified. With this background information, the objective was to help the reader
realise the importance of techniques to mitigate the wind turbine wakes, that is, implement concepts
to ensure quicker wake recovery which will be beneficial for downstream wind turbines. The next
chapter explains some current techniques for mitigating wind turbine wakes.
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The previous chapter provided an overview of the wind turbine wakes. The adverse effects of wind
turbines wakes were mentioned. The reduction of power output in downstream turbines is evident
from the wind turbine wakes. Thus, wake management and control techniques are a crucial research
topic. The conventional control scheme for a wind farm is known as greedy control and uses maximum
power point tracking; in which every wind turbine is independent and agnostic of other wind turbines.
Each wind turbine uses inputs from several sensors to determine the wind direction and the wind tur-
bine’s current operational state, in particular rotor speed, in a control algorithm that determines the
best control to maximize power production unless the operator overrides it [25]. Thus, this approach
disregards the effect of one wind turbine on other wind turbines.

Therefore, this type of control will not always lead to an optimal power production of the wind
farm because of the wake effects faced by the downstream wind turbines. Researchers have proposed
and studied several wake control strategies, to decrease the power loss of downstream wind turbines by
steering (deflecting the wind turbine wake away from another downstream turbine) or weakening the
upstream wakes (faster wind turbine wake recovery by inducing increased wake mixing or by pitching
to lower angles of attack to cause change in thrust coefficient). Some of these techniques which focus
on the latter, that is, decreasing the strength of the wind turbine wake, are discussed in the coming
sections of this chapter. Some more details on wake control techniques and a review of those can also
be found in [25, 26, 27, 28, 29].

3.1 Static Axial Induction Control by Pitch Control
Pitch control is a technique in which the wind turbine blade pitch angle is modified either individually
for each blade or collectively for all blades. With this technique, the induction factor of the wind
turbine can be varied, which leads to different power and thrust production for the wind turbine. The
induction is the change in wind speed caused by the presence of the (rotating) rotor (which may be
represented by an actuator disc). The axial induction is the change in wind speed in the direction of
the axis of rotation of the rotor, for a horizontal axis wind turbine. When the rotor is aligned with
the wind, this is the change of the wind speed in the wind direction; in this simple case of no yaw
misalignment, the change in wind speed is actually a reduction in wind speed, because the thrust force
causes the wind to slow down . The axial induction factor is the change in wind speed normalised by
the undisturbed wind speed. There is also tangential induction, which is the change in wind speed in
the direction of rotation of the blade. Here, only the axial induction factor is mentioned because of
its importance towards the pitch control technique. The axial induction factor of a wind turbine is
formulated as:

a =
U∞ − Ur
U∞

(3.1)

Here, U∞ is the free-stream wind speed and Ur is the wind speed at the wind turbine rotor disc.
Upon a simple analysis of a wind turbine represented as an idealised actuator disc [3, 4], a relation
between the axial induction factor and the power coefficient (Cp) and thrust coefficient (Ct) of the
wind turbine can be obtained as:

Cp = 4a(1− a)2 (3.2)

Ct = 4a(1− a) (3.3)

The change in pitch angle can affect the tip speed ratio of the wind turbine. This change is attributed
to the different relative angles of wind created and the corresponding change to the rotational speed of
the wind turbine. Some details about the same can be understood from Chapter 3 of [4].This change
in tip speed ratio leads to a change in the axial induction factor of the wind turbine. The tip speed
ratio of a wind turbine is formulated as:

λ =
ΩR

U∞
(3.4)
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Here, Ω is the rotational speed of the wind turbine rotor and R is the radius of the wind turbine rotor.
An example visualisation of the relation between these parameters is shown in Figure 3.1. At the
design point, the optimal operation of the wind turbine is ensured. Upon changing the pitch angles
and the corresponding changes in the tip speed ratio, induction factor, power coefficient and thrust
coefficient the wind turbine will operate at the corresponding non-optimal point.

(a) Power coefficient (Cp) (b) Thrust coefficient (Ct)

Figure 3.1: Example of Steady-state blade element momentum aerodynamic power and thrust
coefficient surfaces as a function of wind turbine blade pitch and tip-speed ratio ([30])

Figure 3.1 is an example visualisation of the parameters of the IEA 15MW reference wind turbine
[30]. The changing power coefficient and thrust coefficient are evident by the coloured contour lines.
As described above, when the turbine operates at the corresponding non-optimal point, the idea of
the pitch control technique is to extract less energy from the wind for the upstream wind turbine
and thus have more energy (less wind speed deficit) in the upstream wind turbine wake. Then the
downstream wind turbine can generate more power, and the idea is to have this higher power more
than the loss suffered by the upstream wind turbine.

Researchers have used this concept of using pitch angle to axial induction control to either deflect the
upstream wind turbine’s wake or to mitigate the wake losses or a combination of both [31, 32, 33,
34]. In [32] , the authors conducted large-eddy simulations of a two-turbine arrangement (in full-wake
conditions), consisting of the Vestas 2 MW V80 wind turbine. The study focused on assessing the
effectiveness of pitch control technique to mitigate wake loss and also look at how the ambient turbu-
lence intensity affected the results. Results showed enhanced wake recovery associated with pitching
to stall (negative pitch offsets), as opposed to pitching to feather (positive pitch offsets), which delayed
wake recovery. The increased wake recovery resulted in a noticeable increase (≈ 2.8%) in the power of
the two-turbine configuration, only in conditions characterized by low turbulence intensity (< 4.5%)
in the incoming flow. The negative pitch offsets resulted in an increased thrust coefficient of the
wind turbine, which caused increased shear on the edge of the wind turbine wake. This led to higher
turbine-induced turbulence as well as turbulent momentum flux for negative pitch offsets, resulting
in faster wake recovery. However, it was seen that the effects of increased turbulent momentum flux
and wake recovery due to pitching became insignificant at a higher ambient turbulence intensity of
≈ 6%. Consequently, the technique of pitch down-regulation resulted in a decrease in power for the
combination compared to the baseline.

3.2 Static Axial Induction Control by Torque Control
Torque control is a technique which in concept is similar to pitch control, that is, to reduce the in-
duction factor of the upstream wind turbine to have more energy available in the wind turbine wake,
thus, more power generation potential for the downstream wind turbine.
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T =
1

2
πρR5 Cp,max

λ3optimal

Ω2
Gηgearbox
r3gearbox

(3.5)

Here, ΩG is the generator rotational speed, ηgearbox is the gearbox efficiency and rgearbox is the gear-
box ratio. The λoptimal is the optimal tip-speed ratio, which leads to the maximum power coefficient
Cp,max. There has been research about mitigating wake loss by using torque control to vary the induc-
tion factor of the wind turbine, for example in [35, 36]. In a high fidelity simulation study in [35], the
authors conducted a study for the effectiveness of the torque control strategy to mitigate wake losses.
The study was conducted on 2 in-line NREL 5MW wind turbines [19]. They found that increasing the
torque on the first wind turbine caused the downstream wind turbine to have a higher inflow velocity
and power production. However, considering the turbines as a pair, the second turbine’s power was
not enough to cope with the first turbine’s power loss and resulted in a total power production drop.
They also conclude that the potential for increased wind farm energy production by this technique
of altering axial induction factor is depended on particular atmospheric conditions, wind farm con-
figuration and wind turbine characteristics. In some instances the added kinetic energy in the wind
turbine wake is lost to wake meandering and expansion before it reached the downstream wind turbine.

In the experimental study of [36], the authors found that the power production of 2 in-line wind
turbines was almost even for tip-speed ratios ranging between 4.5 and 6.5. The torque control strat-
egy was concluded not be an effective strategy. There is not much research into using torque control
for a cluster of wind turbines, which could be due to its low potential as evident from current research.

3.3 Dynamic Axial Induction Control by Pitch Control
The techniques discussed in section 3.1 and section 3.2 involve using a static method of axial induction
control, that is, to have the induction factor reduced (set) to a pre-determined values. This section
explains a dynamic induction control technique, in which the induction control is varied continuously.
The main reason for a switch towards this type of technique is that the static induction control leads
to minor to non existent power production gains for the wind farm [37].

After being first introduced as a concept, in a patent [38], the concept of dynamic induction con-
trol was utilised in a simulation study by [39]. Using large-eddy simulations, the authors investigated
optimal control of wind-farm boundary layers, considering the individual wind turbines as flow actu-
ators, whose energy extraction can be dynamically regulated in time so as to optimally influence the
flow field and the vertical energy transport. The dynamic wind turbine control optimisation was done
by conjugate-gradient optimization method in combination with adjoint large-eddy simulations. Ow-
ing to the high computational expense of this control optimisation and also the resulting loads on the
wind turbine due to such a dynamic variation, the authors in [37] introduced a novel concept, called
Helix approach, using dynamic individual pitch control. This concept was developed by the idea of
sinusoidal control signals [40] to reduce computational expense and make the control strategy practical.

The Helix approach is a periodic dynamic induction control technique, with the periodic sinusoidal
input signal. Smoother pitch input signals were obtained which reduced the fatigue loads on the
wind turbine and almost comparable power gain as to unrestrained control signals. Experiment and
aero-elastic simulations were conducted with this method, as described in [41]. The results proved
the effectiveness of this approach and the evidence of it out-performing the static induction control
techniques. Another study, in [42], used high fidelity simulations; Large eddy simulation [43] using
Actuator line modelling [44]. The authors state the power production increase by use of dynamic
induction control came at a significant expense of structural fatigue loading on the wind turbine.
However, the wind turbines were not full scaled ones, thus, the authors conclude about need of veri-
fication of this increase in fatigue loading for full scale wind turbines.

Following this Helix approach, the work in [45], implemented multi-sinusoidal and higher harmon-
ics’ signals, rather than the fixed amplitude and frequency sinusoidal signal in the original Helix
approach. The work assessed the potential of faster wake recovery using the multi-sinusoidal input
signals. Using the free-vortex wake model, the results indicated a considerable earlier breakdown of
the tip vortices, thus fast wake recovery. It was found that in comparison to the original control signal
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in the Helix approach, the use of multi-sine pitch input signals stimulate earlier wake breakdown by 1.5
times the rotor diameter. However, there were some recommendations towards use of higher fidelity
methods in order to tackle the limitations of the free-vortex wake model. The recommendations also
include about a detailed load, fatigue analysis to understand the structural impact of the multi-sine
signals.

3.4 Add On Devices
The above sections of this chapter explained some wind turbine control orientated techniques to
mitigate wind turbine wake loss or to enhance wind turbine wake mixing. This section discusses some
concepts to mitigate wind turbine wake loss by means of add on devices to a wind turbine blade or
utilise smart rotor concepts for upcoming wind turbine rotor blades.

3.4.1 Gurney Flaps
The Gurney flap is a simple small tab (height usually lower than 2% of the airfoil chord) added
to the trailing edge of the high-pressure side of an airfoil. They are oriented perpendicular to the
free-stream at the trailing edge of an airfoil or wing which can increase the lift considerably with
only a small drag penalty (refer Figure 3.2b). The Gurney flap itself is named after the race car
driver Dan Gurney, who, in 1971, discovered the significant gain in down force when applying the
device on the rear spoilers. Following that, Liebeck [46] made a widespread introduction of the Gur-
ney flaps. Since then, they have been extensively used on aircrafts and rotor-crafts as a high-lift device.

Apart from Gurney flaps, there are also different types of flaps (refer Figure 3.2a), one of them,
a plain flap.

(a) Some types of flaps (b) Gurney flap

Figure 3.2: A visualisation of the Gurney flaps in comparison to the different types of flaps [47]

There has been research on plain flaps for wind turbines [48, 49, 50], and as a part of smart rotor
concepts for upcoming wind turbine rotors [51, 52, 53]. The conclusions from [48] state a considerably
earlier breakdown of the excited system, which proves the concept of using plain flaps to excite insta-
bilities in the vortex system. The study in [50] evaluated the potential of load reduction by use of an
active flap (plain) system and did find load reduction in the order of magnitude of 3% are feasible for
several main components. Although the use of plain flaps in some of these studies is proposed as an
add-on to wind turbines, the active flap is made feasible by means of certain pneumatic systems. For
also a static plain flap, the implementation on existing wind turbine rotor blades could be challeng-
ing. Thus, manufacturing feasibility for the use of plain flaps as static or active devices, could be a
bottleneck for the implementation.

With that said, the focus is now shifted to Gurney flaps which can be easier to add-on to existing
wind turbine rotor blades, due to their simple configuration. The Gurney flaps do act as a high-lift
device but also change the downstream wake development (Refer Figure 3.3), which also depends on
the height of the Gurney flap (Figure 3.4).
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Figure 3.3: Flow patterns without and with the
Gurney flap depicted by Liebeck [46]

Figure 3.4: CFD simulation of the HQ17 airfoil at
Re = 1x106 at different heights of Gurney flaps

[47, 54]

In [55], Gurney flaps were evaluated on different flow regimes on an airfoil. It was found that with the
application of Gurney flaps, a long wake downstream of the flap containing a pair of counter-rotating
vortices is formed. This can delay or eliminate the flow separation near the trailing edge on the upper
surface, increasing the total suction, leading to an increased circulation with an enhanced lift. It was
stated that the velocity in the wake is increased by the presence of Gurney flaps. They observed
that without the Gurney flaps, the airfoil wake is thin and it does not contain vortices and with a
6% chord Gurney flap, the wake becomes thick and sheds regularly like a Von Kármán vortex street
(Refer Figure 3.5) where in the vortex seemed to change its sign and location with time.

Figure 3.5: Dye visualization of the wake for the 6% chord Gurney flap [55]

The Kármán vortex street can be found in both uniform flow and turbulent flow, explaining the
increased lift with Gurney flaps. At the same time, the low-pressure region aft of the trailing edge
induces additional drag, especially if vortex shedding is initiated in the form of a Kármán vortex
street [47]. Hence, the lift increase is accompanied by a certain drag penalty that affects the lift-to-
drag (L/D) ratio accordingly. This discussion provided a background information about the Gurney
flap. Since Gurney flaps form a core part of this thesis, the performance and enhanced wake recovery
potential upon use of Gurney flaps is explained further below.

3.4.1.1 Aerodynamic and Structural Performance Potential

The performance enhancement of the retrofitted wind turbine with Gurney flaps will be influenced by
the change in the airfoil polars (apart from other 3-D boundary layer effects). For the analysis of the
potential performance enhancement, a Computational Fluid Dynamics (CFD) study was conducted
to generate and analyse the airfoil polars. This CFD study, among other parameters, gave insights
mainly towards the changes in the lift coefficient, drag coefficient and the lift to drag ratio parame-
ters. However, due to confidentiality, the analysis of the airfoil on the 3.8 MW research wind turbine
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used in this study is not discussed. Instead, a literature study is conducted to illustrate the potential
improvements and downgrades of a retro-fitted wind turbine with Gurney flaps. The literature study
here is focused by utilising previous research.

The authors of [56] conducted an experimental investigation to analyse the effect of turbulent flow on
an airfoil with a Gurney flap. They conducted wind tunnel experiments on DTU-LN221 airfoil under
different turbulence intensities. The turbulence levels used for the experiments were 0.2%, 10.5% and
19.0%. The authors also tested different heights and widths of the Gurney flaps, total of 9 configu-
rations, concluding that different widths have limited impact on the performance while height of the
Gurney flap plays an important role.

(a) Lift coefficient comparison (b) Drag coefficient comparison

(c) Pitching moment comparison (d) Lift coefficient to drag coefficient ratio
comparison

Figure 3.6: Performance of different heights of Gurney flaps in uniform inflow conditions [56]

They conducted experiments at a Reynolds number in the range of 0.8 x106 and angle of attack
ranging from −9.6° to 14.4°, for the low turbulence inflow conditions. The different aerodynamic
characteristics of the Gurney flap equipped airfoil and baseline airfoil are shown in Figure 3.6. In the
very low turbulence conditions, they found increase in lift coefficient before the stall angle and limited
effect above stall angles, as also clear from plenty of existing research. From Figure 3.6a, it was found
that when the flap height changes to 6mm (1% chord), 9mm (1.5% chord) and 12mm (2% chord), the
maximum lift coefficients were increased by 8.47%, 9.56% and 13.50% at 9.4°, respectively. Looking
into the drag coefficients in Figure 3.6b, within the range of −9.6° to 10.4°, the drag coefficients show
regular change where the frictional drag dominates as expected. The drag coefficients rise rapidly in
the stall state, at this time the change in drag coefficient was dominated by pressure drag. When the
angle of attack was less than 8.4°, the lift-to-drag ratios, as seen in Figure 3.6d, were all larger than
the baseline airfoil. However, the maximum lift-to-drag ratios of the Gurney flap at three heights were
smaller than the baseline airfoil. When the flap heights were 6mm (1% chord), 9mm (1.5% chord)
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and 12mm (2% chord), the corresponding maximum lift-to-drag ratios were decreased by 17.16%,
22.79% and 24.47%, respectively.

In the range after the stall angle, the presence of the Gurney flap reduced the lift-to-drag ratios
and the higher the flap height, the more the lift efficiency decreases. The authors also conducted a de-
tailed wake analysis which revealed that the Gurney flap deflects the wake position from the pressure
side of the airfoil, increasing the vertical distance between the airfoil chord and the middle arc. Before
the stall angle, the wake of airfoil with the Gurney flap was inclined to the pressure side of the airfoil.
Above stall angle, the Gurney flaps weaken the ability of the wake position deflection; moreover, the
wake velocity deficit was significantly increased, and the Gurney flap began to have side effects on
the aerodynamic characteristics of the airfoil. They conclude that the higher the Gurney flap is, the
larger the wake velocity deficit is, so it indicates a higher mean drag. It is worth noting that only after
perturbing the tip vortices that the enhancement towards wake recovery is obtained (will be explained
in subsubsection 3.4.1.2). It should also be noted that the effect of Gurney flap will be different on
different airfoils, airfoils with different thickness and camber and other characteristics. The changes
in lift curve slope can also be evident which was found to be the case for the airfoil polars utilised in
this study. These could not be discussed in this study due to confidentiality. However, there is plenty
of research on analysis of airfoils with Gurney flaps. To realise these effects, the reader is referred to
[57] for a detailed background. In particular page 170, figure 11 and 12 of the same help illustrate the
effect of Gurney flaps on lift curve slope.

Continuing on the literature from [56], the authors also report a power density spectrum measured by
the region 1cm directly behind the trailing edge under uniform inflow.

(a) Baseline airfoil (AOA=8.4°) (b) With 1.5%chord Gurney flap

Figure 3.7: Comparison of the power density spectrum without and with Gurney flap in uniform
inflow conditions (AOA=8.4°) [56]

From Figure 3.7 it can be observed that both along-wind and across-wind display a clear peak in
the power density spectrum, meanwhile the across-wind energy increased in the flapped airfoil. It
indicates there are counter rotating vortices generated by the Gurney flap, while the wake of baseline
airfoil does not show the existence of vortex shedding. With regards to the particular frequency of
the vortex shedding, an estimate can be made by using the Strouhal number.

St =
fSt × lc
U

(3.6)

Represented by Equation 3.6, Strouhal number is a dimensionless parameter describing oscillating
flow mechanisms, named after Vincenc Strouhal. fSt is the vortex shedding frequency or the Strouhal
frequency, lc is the characteristic length scale, in the case of Gurney flaps, the height of the Gurney
flap facing the wind, the characteristic speed of which is represented by U . When the Strouhal num-
ber is unknown, one can utilise reference Strouhal number values of different shapes from literature
(example, [58, 59, 60]) to get a first estimate of the vortex shedding frequency (fSt). For example,
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the flap geometry used in [56] is most close to a rectangle, and literature suggests that for a rectangle
of height 2 times its length, St is 0.06. Plugging in this value of St , 9mm height of Gurney flap and
the inflow condition of 20m/s, as reported in [56], for Figure 3.7b, the fSt is found as 133Hz, off
from the observed peak at ≈ 200Hz. The difference attributed to the reference St not being fully
representative of the Flap geometry, as the authors report the St of this case to be 0.088 which when
utilised gives the fSt as ≈ 200Hz, as also evident from the PSD in Figure 3.7b.

The Gurney flaps have also been evaluated for wind turbines, in some studies, for example, in [47,
61, 62, 63]. The authors in [47] utilised the Gurney flaps in a wind tunnel experiment, on a wind
turbine of 3m rotor diameter. The experiment was performed for the cases of a clean geometry and
a tripped geometry (to enable laminar-turbulent transition at a fixed point) and Gurney flaps of two
different heights. This study focused on using Gurney flaps for load control and increase in power. In
[61], the authors conducted wind tunnel experiments and tested Gurney flaps on a three-bladed 4.5 m
diameter rotor. The Gurney flaps were tested in two different configurations, up to span-wise location
of 60%R and 46%R. For the longer configuration it was found that the extra lift from the Gurney
flaps adds more power for low tip speed ratios, but this increase was outbalanced by the extra drag
for the higher tip speed ratios. The shorter configuration was found to have a power increase for all
measured tip speed ratios but the corresponding axial force increased significantly. An aerodynamic
performance upgrade provided by Vestas [64] which is a combination of root Gurney flaps and vortex
generators leads to an increase in annual energy production by +0.8− 1.2%.

There appears to be little to no literature on application of flaps (non actuating) or Gurney flaps
particularly on the wind turbine blade tip. Thus, the resulting performance analysis (section 8.2) in
this study aims to fill this gap in literature along with the field tests conducted (section 7.2).

3.4.1.2 Enhanced Wake Recovery Potential

When utilising Gurney flaps for enhanced wake recovery or wake vortex alleviation, [65, 66, 67, 48,
68, 69] provide detailed study on the topic. The study in [68] investigates the wake of a finite width
Gurney flap on a 40kW wind turbine, in a wind tunnel. It was found that the flap’s tip vortex consists
of a stable inner vortex and an outer vortex sheet with adverse vorticity. The outer part interacts with
the periodic upwash behind the flap. The authors also conclude that the periodic change in the flap’s
tip vortex and the crossflow are promising for future experiments to validate the advantage of a better
mixing in the far wind turbine wake. They also state that small tip vortices may be advantageous for
the dissipation of large wake structure.

In [67] the authors aim to generate a more suitable induced Gurney flap vortex wake by control-
ling the evolution time of vortex structures, shedding time rate, vortex strength and scales, etc. as an
active flow control mechanism to enhanced aerodynamic performance. They conducted experimental
studies on the wake at low Reynolds number of an airfoil HQ − 17 and a Clark − Y , retrofitted
with Gurney flaps in different configurations regarding the position and the oscillating movement at
different frequencies. They conclude that the effect of the fixed Gurney flap seems to be located in
the near field wake whereas the influence of the oscillating flap appears as an increase in downwash
in the far field wake.

An effective way of perturbing a wing tip vortex is to alter the shape of the span wise loading distri-
bution (example, Figure 8.1). This is the underlying concept of turbulators introduced in the patent
[2]. The specific way in which this is achieved, however, has direct consequences on the perturbation
imparted to the vortex. One technique is using miniature trailing edge effectors (segmented Gurney
flaps along the span of the lifting surface). The study from [65] uses this concept as the motivation.
This study is quite relevant as will become evident in the following overview of the same. Their study
was conducted on a NACA0012 wing. A visualisation of the same is given below:
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(a) Illustration of the configuration (b) A rear oblique view

Figure 3.8: The miniature trailing edge effectors (segmented Gurney flaps) configuration used in the
study of [65]

As seen in Figure 3.8, a number of segmented Gurney flaps are attached along the trailing edge of the
wing. The authors tested various configurations in which the required number of Gurney flaps were
actuated down. Apart from other parameters, they examined examine the effect of segmented Gurney
flaps on the trailing vortex roll up process. In Figure 3.9, results of one configuration of segmented
Gurney flaps tested is shown:

(a) Xdownstream
chord

= 0.2 (b) Xdownstream
chord

= 0.83

Figure 3.9: Velocity difference field (case of a wing with and without static segmented Gurney flaps)
at 2 downstream distances [65] (Segmented black rectangles represent the flaps)

The configuration seen in Figure 3.9 is the closest to the segmented Gurney flap configuration used
in this study on wind turbine blades (Figure 5.5 and Figure 5.6b). The expectations of wake recovery
by use of segmented Gurney flaps is clearly illustrated. In Figure 3.9 the stream-wise velocity contour
is superimposed with tangential velocity vectors. The segmented Gurney flaps caused an intensifi-
cation of tangential and stream-wise velocity components. The reason behind it being the increase
in circulation due to the change in the span-wise loading (example, Figure 8.2). The authors state
that despite a smooth increment in the loading distribution in the configuration they experimented,
a very small counter-rotating vortex pair also occurred at the flap tips which was then advected by
the strong mean flow due to the primary trailing vortex. The velocity deficit around the Gurney flap
is associated with the increased drag, however, as seen from Figure 3.9b as we go downstream it is
no longer present; because as the vortex continues to roll up, the patches diffuse into one another by
being constantly advected by the strong tangential velocities (which was also seen in Figure 3.7b and
in the study of [68]). The segmented Gurney flaps’ effects were being felt by the vortex more and more
as it continued to roll up. From the experiments, the authors established that in order to significantly
perturb the vortex, only 13% of the span needed to be deployed with Gurney flaps at any given time.
The actuated span was applied only near the tip of the wing where the loading distribution varied the
most. The intermediate wake insights from this study also confirmed that the effect of the segmented
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Gurney flaps upon the vortex was a lasting and reliable change. They also conclude that miniature
trailing edge effectors (segmented Gurney flaps) can be used to introduce spatial disturbances to a
trailing vortex in both the span-wise and lift directions. Finally, they suggest about the use of minia-
ture trailing edge effector configurations (segmented Gurney flaps), which if varied in time, may be
useful for wake alleviation.

3.4.2 Winglets
Winglets are small extensions at the tip of any kind of lift-generating wing of finite length. Best known
from their widespread application in modern aviation, winglets are recognized to reduce induced drag
in the tip regions of aircraft wings. This concept was utilised for wind turbine blades in several studies
([70, 71, 72, 73, 74]). Most studies focused on assessing the improvement in power production and the
thrust production of the wingletted rotor. The increase in power coefficient was estimated anywhere
between 1 and 10% in the different studies.

A particular experimental study of the wind turbine wake, up to four rotor diameters behind a model
wind turbine rotor with two different wing tip configurations has been performed in [71]. The objec-
tive of this experiment was to investigate how optimized winglets attached to a model wind turbine’s
blade tips affect the recovery of the wake flow behind it. Highly spatially resolved measurements in
cross-flow direction were performed in the wake behind a two-bladed rotor (diameter of 0.9m) with
winglets and the same reference rotor blade with straight-cut tips, to investigate if winglets enhance
the breakup of the tip vortices and possibly promote the recovery process of the wake velocity deficit.
The downstream-facing winglets created a slightly wider wake compared with a non- wingletted refer-
ence rotor, while the mean velocity field otherwise was very similar. For the wingletted configuration,
an instability was found in the downstream region x

D ≈ 2 and 3, causing the tip vortices to interact
before entirely breaking up around x

D ≈ 3. In contrast to that, no interaction of the tip vortices
behind the straight-cut reference tips was detected before x

D ≈ 3.5. Considering the application of
winglets on multiple rotors in a wind farm setup, the presented results indicate that a higher power
extraction in a wingletted rotor’s tip region can also positively affect the wake’s mean kinetic energy
recovery by stimulating a faster tip vortex interaction. Thus, it was concluded that winglets might
not only positively affect the power output of a single turbine but also mitigate wake losses. However,
the mean stream-wise velocity in the wind turbine wake region up to x

D = 4 was found not to be
significantly affected by the presence of the winglets.

The concept of winglets was also utilised in the InnoTIP (Innovative rotor blade tips to improve
offshore wind farm yield) project [75] (Figure 3.10a). This project was a collaboration project be-
tween Energy research Centre of the Netherlands (ECN) and LM Wind Power that aims at reducing
the Levelized Cost of Energy (LCoE) of offshore wind by improving turbine yield as a result of an
improved blade tip geometry. However, simulation studies analysing the effects of the winglets, did not
yield good enough results and it was concluded that winglets are not effective to improve the power
production of a wind farm. It was concluded that the production cost will increase when applying
the winglets, mainly due to requirements of special production techniques. Due to the design and
optimisation of winglet parameters, it was stated that the design cost will increase as well.

(a) Winglet on wind turbine blade (b) Turbulators on wind turbine blade

Figure 3.10: A visualisation of the winglets and turbulators (teeth-like triangular shapes) installed
on the wind turbine blade in InnoTIP project [75] (Photo courtesy of Skysurvey BV)
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3.4.3 Turbulators
In the above-mentioned InnoTIP project, an another type of add-on to the blade tip was also tested,
called as turbulators (refer Figure 3.10b). The concept of turbulators was first proposed in the patent
[2] with the goal to destabilize the wind turbine blade tip vortex during operation of the rotor blade.
Two versions of the turbulators were proposed and one of them was tested by means field experiments
on ECN’s 2.5 MW test wind turbines at a wind turbine test field in Wieringermeer, Netherlands,
apart from computer simulations.

The one version of turbulators served as an add-on device on the existing blade. These were de-
signed as triangular teeth on the tip of the blade. The other version was proposed a wavy shape to
be integrated with new blade manufacturing. However, the latter was deemed to be less practical
due to likely increase in manufacturing costs and time and the final wind turbine blade weight. The
former was fitted on the wind turbines and field experiments were conducted to evaluate the power
production of downstream wind turbine as well. An increase in power output of the wind turbine on
which the turbulators were fitted, was observed. However, it was concluded that due to lack of data
measurements, the effects on the downstream wind turbine were not evaluated and remains a recom-
mendation for a future study. Furthermore, the wind turbine wake measurements were not carried
out in this project, and thus the effect of turbulators towards the potential of faster wake recovery
was not checked for. The further test and validation of the underlying concept of turbulators in this
patent serves as the basis of this thesis. Literature provided in subsubsection 3.4.1.2 (particularly
Figure 3.9) about miniature trailing edge effectors (segmented Gurney flaps) tested on aircraft wing
in the study [65] also serves as a background information on the potential of the turbulators concept
for wind turbine blades.

3.5 Summary
In this chapter, a wide variety of techniques to mitigate wind turbine wake loss were discussed. The
wind turbine control oriented techniques of static and dynamic axial induction control by means of
either pitch angle or torque output variation were discussed. The techniques relating to smart rotor
concepts were explained which included the use of Gurney flaps, winglets and turbulators on the wind
turbine blade. The reader was referred to several literature sources to gain further insights on these
concepts and also to come across other concepts of mitigating wind turbine wake losses.

However, based on the literature study of the techniques, there were some limitations and disad-
vantages of these techniques. Firstly, most the studies were recommending field tests to fully validate
a particular concept. Secondly, some proven concepts were prone to a inherent disadvantage of increas-
ing the structural and fatigue loading on the wind turbines. Thirdly, there were recommendations
to further validate certain simulation studies by higher-fidelity computational methods in order to
capture all relevant details of the wind turbine wake. Lastly, there were manufacturing and design
optimisation costs linked to certain concepts which did not make the concepts ready for a practical
implementation at scale.

The potential of Gurney flaps towards wake control was clear by a variety of studies and its ease
in manufacturing, as also evident by how simple its construction is, in comparison to other types of
flaps. The aerodynamic and structural performance enhancement potential upon use of Gurney flaps
was discussed as well. Based on the existing literature on wake control techniques, the studies did
lack full-scale tests and field experiments or high fidelity simulations. To attempt to overcome these
limitations, is the motivation of this thesis and the objectives of the thesis were clarified in Chapter 1.
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Chapter 4

Background on Wind Turbine Wake
Simulations
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In the previous chapter, literature review of existing wake mitigation techniques was discussed. This
chapter explains the background of the simulation environment used in this study to investigate the
use of segmented Gurney flaps as turbulators for enhanced wind turbine wake recovery. Blade resolved
CFD was not in the scope of this study and the wind turbine wake simulations were aimed to validate
the hypothesis of faster wake breakdown by addition of segmented Gurney flaps. The simulations for
the aerodynamic and structural performance analysis were conducted by the conventional method of
dynamic blade element momentum theory (DBEMT). So, a detailed background on DBEMT is not
detailed here. DBEMT is NREL OpenFAST ([76]) terminology for using blade element momentum
theory in dynamic inflow conditions.

In this study, the original approach was to use the high- fidelity NREL-SOWFA [77]. NREL-SOWFA
(Simulator fOr Wind Farm Applications) is a set of CFD solvers, boundary conditions, and turbine
models. It is based on the OpenFOAM CFD toolbox [78], coupled with NREL OpenFAST. The main
steps in using this approach involved the use of a precursor atmospheric boundary layer simulation
which is used to set inflow conditions of the final simulation, which then also involves (in this study)
using Large-eddy simulations [43] with actuator line modelling [44] for the wind turbine coupled with
NREL OpenFAST. However there were certain limitations regarding computational expense to simu-
late the effect of segmented Gurney flaps with this approach; discussed in the coming section.

To overcome the limitations, a change in the approach was made and the simulations were performed
by using the mid- fidelity NREL OLAF [79], coupled with NREL OpenFAST. cOnvecting LAgrangian
Filaments (OLAF) is a free vortex wake (FVW) module. Brief overview on these techniques is given
in the coming sections.

4.1 NREL SOWFA

4.1.1 Precursor Atmospheric Boundary Layer
The first step to running the high fidelity simulations was to generate a precursor atmospheric bound-
ary layer. The bottom 0.3 to 3 km of the troposphere is called the atmospheric boundary layer (ABL).
It is often turbulent, and varies in thickness in space and time. It is acted upon by the effects of the
Earth’s surface, which slows the wind due to surface drag, warms the air during daytime and cools it
at night, and changes in moisture and pollutant concentration [80]. The precursor(s) are then used
as the corresponding boundary condition for the inflow in the different simulation cases.

The atmospheric boundary layer solver is a large eddy simulation solver governed by LES-filtered
continuity, momentum and potential temperature equations. The momentum equation consists of
the Boussinesq-buoyant forces, the Coriolis force due to planetary rotation, uniform pressure gradient
driving the flow, SFS momentum fluxes. The solver employs a wall model for surfaces stresses close
to the ground, in accordance with Monin Obukhov- similarity theory. Detailed theory on the solver
can be found in literature, for example, in [81, 82, 83]. This approach was chosen as it would allow to
replicate the inflow conditions during the Field tests, in a realistic manner.

4.1.2 Actuator Line Modelling
Owing to the high computational expense and practical in-feasibility of blade-resolved CFD, NREL
SOWFA makes use of the actuator line technique developed by [44]; where in the wind turbine blade
is represented as lines (Figure 4.1). The loading is distributed along these lines which represent the
blade forces. The developed algorithm combines a three-dimensional Navier-Stokes solver with this
actuator line technique, originally developed in the vorticity-velocity (ω-V ) formulation.
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Figure 4.1: Representation of the actuator line method for a wind turbine rotor

The following relation was obtained after applying the curl operator on the Navier-Stokes equations
in vorticity-velocity variables:

∂ω

∂t
+∇× (ω × V ) = −ν∇× (∇× ω) +∇× fϵ (4.1)

In Equation 4.1 the formulation then is in terms of three transport equations for the vorticity com-
ponents, three definition equations connecting velocity and vorticity and the continuity equation as
shown below:

∇× V = ω , ∇ · V = 0 (4.2)

Kinematic viscosity is represented by ν and fϵ is the loading which is introduced as a body force on
the right-hand side of the momentum equations. Now, in terms of the primitive pressure and velocity
variables the Navier- Stokes equations and the actuator line concept are combined as:

∂V

∂t
+ V · ∇V = −1

ρ
∇p+ ν∇2V + fϵ (4.3)

Here again t is time and ρ is the air density and fϵ is the loading which is introduced as a body force
that is added to the momentum equations, p is the pressure. The body forces are located along the
blades, which are represented by actuator lines, as seen in Figure 4.1. The body forces are determined
by the blade-element momentum theory ([84]) with two-dimensional airfoil data. The body force is
given by Equation 4.10 and the equations that lead to that relation follow as:

L =
1

2
Cl(α)ρ(Urel)

2cdr (4.4)

D =
1

2
Cd(α)ρ(Urel)

2cdr (4.5)

Here L and D are the lift and drag respectively with cl and cd the respective lift and drag coefficients.
The visual representation of these forces and other necessary parameters are shown in Figure 4.2
below:
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Figure 4.2: Cross-sectional airfoil element [85]

As seen in Figure 4.2, Urel is the local velocity relative to the blade; c is the chord length and dr is
the thickness of the blade elements. Urel is calculated as:

Urel =
√
(Uz)2 + (Ωr − Uθ)2 (4.6)

In the above equation, Uz and Uθ are the axial and tangential velocity respectively; Ω is the rotating
angular velocity and r is the rotating radius. The angle of attack is given by the difference of the
angle of inflow and the local pitch angle of the blade:

α = ϕ− γ (4.7)

The force per span wise unit length is given by:

f = (L,D) =
1

2
ρ(Urel)

2c(CleL + CdeD) (4.8)

In the above equation, eL and eD are the unit direction vectors of L and D respectively. As the
source term in Equation 4.3 is given by the curl of the load, it acts as a singular vorticity source along
the rotor blades. In order to avoid singularity, a constant ϵ is added to adjust the strength of the
regularization kernel function, one form shown as:

ηϵ(d) =
1

ϵ3π
3
2

exp(−(
di
ϵ
)2) (4.9)

In the above equation di is the distance between the measured point (xi, yi, zi) and the initial force
points (x, y, z) on the wind turbine blade. ηϵ is the kernel function between the measured and initial
force points. Finally, the body force fϵ on the nearby mesh is calculated by the following relation:

fϵ(x, y, z, t) = f ⊗ ηϵ =

N∑
j=1

f(xi, yi, zi, t)
1

ϵ3π
3
2

exp(−(
di
ϵ
)2) (4.10)

Here, N is the number of neighbouring blade sections and thus smooth interpolation of the discretised
force on each blade section is possible on the neighbouring mesh nodes. One limitation of the blade-
element theory is in terms of the necessity to correct for the tip loss effect of rotors which plays
an important role in the prediction of wind turbine performance. Thus the Prandtl-Glauert tip loss
function ([86, 84, 87])is used as:

Ftip =
2

π
arccos(exp(−B(R− r)

2r sinϕ
)) (4.11)
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where B is the number of blades. However, in NREL SOWFA, we are simulating the entire 3-D flow
around the blades, so there is not a present need to enable this correction. In this section and the
previous section, a basic overview of the high- fidelity simulation environment of NREL SOWFA was
provided. The precursor atmospheric boundary layer and its use as an input for inflow conditions for
the large-eddy simulations with actuator line theory was explained. The next section explains the
limitations faced with actuator line modelling to simulate the effect of segmented Gurney flaps on the
wind turbine wake, which made it necessary to change the approach.

4.1.3 Limitations faced
Before mentioning the limitations faced in using actuator line modelling in this study, it should be
noted that the limitations explained are not in the scope of general use of actuator line modelling,
but for the case of also using it to evaluate the effect of segmented Gurney flaps (as in Figure 5.5)
in comparison to the baseline case. Thus, some of the limitations discussed here can be tackled after
careful simulation setups, when only simulating the baseline case, while could not be tackled (by use
of the current publicly available version of NREL SOWFA) for the retrofitted wind turbine case with
segmented Gurney flaps. For detailed insights into requirements of a good simulation setup, the reader
is referred to, for example, [88, 89, 90]

In Equation 4.9 and Equation 4.10, the regularization kernel ϵ in Gaussian form is user specified
based on a variety of factors, such as, CFD grid cell size, blade chord, sensitivity study by looking
at power production with changing ϵ (also see [88, 91]). Depending on the specified ϵ parameter
and the CFD grid cell size, the neighbouring cells are effected by the body force of each element. A
visualization of the same is given below:

Figure 4.3: Example for 2-D rotational
flow over Gaussian lift distribution) [91]

Figure 4.4: Example for body force
distribution about an actuator line

element [92]

With the visualisation in Figure 4.4, it is emphasized how important the choice of ϵ is when trying to
resolve the body force of the Gurney flaps on the wind turbine blade tip, without affecting neighbouring
cell with no Gurney flap. In Figure 5.5 the Gurney flap implemented on the wind turbine blade in
segments is shown. To preserve confidentiality, not stating the exact dimension of the Gurney flap,
an intuitive example is provided here to realise the limitation faced. Let us assume the Gurney flap
has length 1m, and the general rule of thumb stating to use a value of ϵ

∆CFD cell
= 2 ([13]) as a way to

avoid numerical instability with very small ϵ values but achieve accurate turbine power predictions.
With these assumptions, to resolve the different lift distributions of the segmented Gurney flaps along
the blade span would require a CFD cell of size 0.5m along the blade span (apart from the further need
for gradual refinement in the wind turbine wake and induction zone for proper capture of turbulence),
under the current implementation of a constant span- wise ϵ value in NREL SOWFA. If it were possible
to implement different ϵ along the blade span, the problem of small CFD cell size could be alleviated
and only the tip regions could be refined. However, with the the use of Large- eddy simulations,
to ensure the blade tip does not traverse more than 1 cell in a timestep would lead to very small
timestamps. For example, if we calculate the required number of time steps per rotation, for a rotor
of 70m radius:

Nmin,per rotation =
2π ×R

∆CFD cell
=

2π × 70

0.5
≈ 880 timesteps per rotation (4.12)
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Thus, for a rotor of 70m radius and let us assume, Ω = 10rpm = 1
6rps, we will need ∆t = 6.8µs.

Alternatively it can also found using the widely checked CFL (Courant–Friedrichs–Lewy) condition
[93], and using the rotor tip speed instead of the inflow wind speed in the below equation:

C =
Utip ×∆t

∆CFD cell
≤ Cmax (4.13)

The CFL condition as represented by the Courant number (C) in the above equation is a condition for
the stability of unstable numerical methods. For an explicit time marching solver, the Cmax as seen
in Equation 4.13 is the maximum permissible Courant number, which is 1, while it can be higher for
implicit solvers. With this example it is evident that to resolve the body forces accurately for every
segmented Gurney flap, there is an inherent requirement of the very small timestep which is further
reduced because of the ϵ requirement stated above. Thus, to solve the timestep in the order of micro-
seconds for a typical case of operation, for a 10 minute simulation, would require huge computational
expense and time which is not practical.

The ϵ parameter also has an important effect on the circulation and thus the shed vorticity (shown
in Figure 4.5). With lower and lower ϵ, the circulation can be found to be same as lifting line theory.
Because the velocity is sampled at the center of each actuator element, which is the center of the
bound vortex circulating about the actuator line, the effects of the upwash and downwash created by
the bound vortex are not seen. ϵ

c ≈ 0.25 and ϵ
∆CFD cell

≈ 4 lead to accurate prediction of the expected
constant downwash [90].

Figure 4.5: Comparison of circulation distributions from lifting line technique (LLT) and actuator
line method (ALM) with different ϵ values for AR = 10 wing [94]

The changing circulation distribution with ϵ is seen from Figure 4.5, however, trying to reduce ϵ down
to optimal value as listed above, would once again bring us back to the problem with very small
timestep. There has been research on this topic and attempts to add corrections to the actuator line
modelling, for example, in [94, 95, 96, 97, 98]. The effect of ϵ on the shed vorticity is shown below:
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(a) ϵ = 4.2m (b) ϵ = 6.3m

(c) ϵ = 8.4m (d) ϵ = 10.5m

Figure 4.6: Illustration of influence of ϵ in ALM on shed vorticity [98]

Figure 4.6 shows that the shed vortices interact differently, specially, away from the rotor. This will
have a significant impact on the wake development and thus without the use of an optimal value of
ϵ, an accurate comparison of the wake of the wind turbine with and without segmented Gurney flaps
cannot be made. The corrections implemented in NREL SOWFA by [98] did manage to significantly
reduce the effect of ϵ on the wind turbine power production. However, when analysing the wake, it
was concluded that the correction needs further work. Some corrections were found to be already
implemented in EllipSys3D, the flow solver developed in co-operation between the Department of
Mechanical Engineering at DTU and The Department of Wind Energy at Risø National Laboratory
[99]. Particularly a vortex-based tip/smearing correction which has been implemented in the actuator
line modelling in EllipSys3D can be seen in [96]. However, EllipSys3D was not considered for this
study, for one, as it required licensing unlike the open source NREL SOWFA.

With this discussion, the reasons for a change in approach are established. Mainly, attempting to
replicate the effect of segmented Gurney flaps (without going down the path of blade- resolved CFD)
with actuator line modelling and the corresponding requirement of a very small time-step, of order
micro- seconds has made it necessary to use an alternative method for simulations. The approach of
using Free- vortex modelling can deal with the above mentioned circulation and shed vorticity problem
because it is built on the lifting line technique. The use of NREL OLAF is made for this study and
is explained in the coming sections. The drawbacks of using this approach are also mentioned in line
with the explanation, and in section 6.1.

4.2 NREL OLAF
OLAF is incorporated into the NREL OpenFAST module AeroDyn15. For the wake simulations in
this study, OLAF is used as the free vortex wake modelling option. For detailed literature towards free
vortex wake modelling, the reader is referred to [100, 101]. Some general background on the technique
is given here.

The OLAF module uses a lifting-line representation of the blades, which is characterized by a dis-
tribution of bound circulation. The spatial and time variation of the bound circulation results in
free vorticity being emitted in the wake. The OLAF model is based on a Lagrangian approach, in
which the turbine wake is discretized into Lagrangian markers defined in terms of wake age (ζ) and
azimuthal position (ψ) (Figure 4.7).
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Figure 4.7: NREL OLAF: Evolution of near-wake lattice, blade root and tip vortex, and Lagrangian
markers[45]

In OLAF, a hybrid lattice- filament method (Figure 4.7) is used to represent the Lagrangian markers.
The near wake region (specified by user) utilises the lattice method and after this region, the wake is
assumed to instantly roll up into a tip vortex and a root vortex. Each Lagrangian marker is connected
to adjacent markers by straight-line vortex filaments, approximated to second-order accuracy [102].
The wake is discretized based on the span wise location of the blade sections and a specified time
step. To limit computational expense, the settings can be set such that the root and tip vortices
are truncated after a specified distance downstream from the turbine. The wake truncation violates
Helmholtz’s first law stating that the strength of a vortex line is constant along its length, and in-
troduces an erroneous boundary condition. To alleviate this, OLAF has an option to set a frozen
wake which is a buffer zone, in which the markers convect at the average ambient velocity, and the
truncation error is minimized ([103]). The buffer zone is typically chosen as the convected distance
over one rotor revolution. However, OLAF does provide an option to only use the near wake which
allows for more accuracy, with a compromise on computational expense.

With a brief introduction to OLAF, a few formulations are mentioned in this part. OLAF solves
for the turbine wake in a time-accurate manner, which allows the vortices to convect, stretch, and
diffuse. The vorticity equation used to describe the evolution of the wake vorticity (for incompressible
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homogeneous flows in the absence of non-conservative force) is given by:

d−→ω
dt

=
∂−→ω
∂t

+ (−→u · ∇)︸ ︷︷ ︸
convection

−→ω = (−→ω · ∇)︸ ︷︷ ︸
strain

−→u + ν∆−→ω︸ ︷︷ ︸
diffusion

(4.14)

In the above equation, −→ω is the vorticity, −→u is the velocity and ν is the viscocity. The projection
of vorticity onto a discrete number of filaments and separately treating the convection and diffusion
steps can be done by means of different approximations; known as viscous-splitting. The discretization
requires a regularization of the vorticity field (or velocity field) to ensure a smooth approximation.
The forces exerted by the blades onto the flow are expressed in vorticity formulation as well. This
vorticity is bound to the blade and has a circulation associated with the lift force. A lifting-line
formulation is used in NREL OLAF to model the bound vorticity:

Figure 4.8: Free vortex wake model based on the lifting-line and the vortex- filament representation
[45]

The need of smoothing functions is explained later with Equation 4.18 and Figure 4.12. NREL OLAF
uses a lifting-line formulation to model the blades. The lifting-line in the current version of NREL
OLAF is defined as the 1

4 chord location from the leading edge. The loads at each cross-section of
the blade are lumped onto the mean line of the blade. In the vorticity-based version of the lifting-line
method, the blade is represented by a line of varying circulation. The line follows the motion of
the blade and is referred to as ’bound’ circulation. The bound circulation does not follow the same
dynamic equation as the free vorticity of the wake, but is linked to airfoil lift via the Kutta-Joukowski
theorem. Spanwise variation of the bound circulation results in vorticity being emitted into the wake,
referred to as trailed vorticity. Time changes of the bound circulation emitted in the wake are referred
to as ’shed’ vorticity. These terms can be visualised in Figure 4.8.

At a given time step, the circulation (Γ) of each lifting-line panel is determined according to one
of the three methods: Cl-Based Iterative Method ([101]), No-flow-through Method [104, 105] or User
prescribed circulation. With the Cl-Based Iterative Method utilises airfoil polar data at each control
point on the lifting line and uses it in a nonlinear iterative solver to determine the circulation. The
method makes sure that the lift obtained using the airfoil angle of attack and the airfoil polar data
matches the lift obtained with the Kutta-Joukowski theorem. At the end of the time step, the circu-
lation of each lifting-line panel is emitted into the wake, forming free vorticity panels. To satisfy the
Kutta condition, the circulation of the first near wake panel and the bound circulation are equivalent,
as seen in Figure 4.10:
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Figure 4.9: Circulation of panels and
corresponding circulation for vorticity segments

between panels [79]

Figure 4.10: Leading-edge, trailing edge, and
lifting-line in Wake and lifting line vorticity

representation [79]

The wake panels model the thin shear layer resulting from the continuation of the blade boundary
layer. This shear layer is modeled using a continuous distribution of vortex doublets (constant strength
assumed on each panel), equivalent to a vortex ring of constant circulation. The boundary between
two panels corresponds to a vortex segment of intensity equal to the difference of circulation between
the two panels. The circulation of the bound panels and the first row of near wake panels are equal,
and thus the vortex segments located on the trailing edge have no circulation. The governing equation
of motion for a vortex filament given by the convection equation of a Lagrangian marker is formulated
as:

d−→r
dt

=
−→
V (−→r , t) (4.15)

In the above equation, −→r is the Lagrangian marker position. The Lagrangian convection of the
filaments stretches the filaments and thus automatically accounts for strain in the vorticity equation.
A first-order forward Euler method is used to numerically solve the above equation explicitly. In
polar co-ordinates (in terms of the variables shown in Figure 4.7), the equation of motion for a vortex
filament is formulated as:

∂−→r (ψ, ζ)
∂ψ

+
∂−→r (ψ, ζ)

∂ζ
=

−→
V [−→r (ψ, ζ), t]

Ω
(4.16)

In the above equation, dψ
dt = Ω, dψ = dζ ([103]), and −→r (ψ, ζ) is the position vector of a Lagrangian

marker. In Equation 4.15 the right hand side velocity term is a nonlinear function of the vortex
position representing combined free-stream and induced velocities. Using the Biot- Savart law, the
induced velocity is represented by:

d
−→
V (−→x ) = Γ

4π

d
−→
l ×−→r
r3

(4.17)

Upon integration of Equation 4.17 filament length (of elementary length d
−→
l ) delimited by points −→x 1

and −→x 2 we get:
−→
V (−→x ) = Fν

Γ

4π

(r1 + r2)

r1r2(r1r2 +
−→r1 · −→r2)

−→r1 ×−→r2 (4.18)

The above equation in conjunction with Figure 4.11, contains the terms as −→r1 = −→x − −→x1 and −→r2 =
−→x −−→x2. The smoothing function is a part of the Equation 4.18 as the regularization parameter Fν . To
avoid the numerical instability because of the singularity issue as evident in Equation 4.17, the use of a
regularisation parameter is made to obtain numerical method to converge to Navier- Stokes solutions.
The regularization is used to improve the regularity of the discrete vorticity field, as compared to the
’true’ continuous vorticity field, for a physical vortex filament, viscous effects prevent the singularity
from occurring and diffuse the vortex strength with time. The circular zone where the velocity drops
to zero around the vortex is referred to as the vortex core.
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Figure 4.11: NREL OLAF: Geometrical quantities
for a lifting-line panel [79]

Figure 4.12: Vortex segment velocity for different
Fν [100]

In NREL OLAF, the choice of regularisation function is among Rankine method, Lamb-Oseen method,
Vatistas method, denominator offset method or no correction. The time evolution of the regularization
parameter may be chosen as a constant value, stretching, wake age or stretching and wake age. With
the Vatistas method [106], the regularisation function is formulated as:

Fν =
( ρrc )

2(
1 + ( ρrc )

2n
) 1

n

here ρ =
|−→r1 ×−→r2 |

r0
(4.19)

A visual representation of the different functions can be seen in Figure 4.12. The Vatistas method
with n = 2 in the above equation is a good approximation to the analytical Lamb- Oseen vortex.
The algebraic formulation of the Vatistas method allows for a faster computation compared to the
exponential form of the Lamb- Oseen vortex. The term rc represents the viscous core radius, which
can be chosen to evolve with time. With the wake age method, the viscous core radius is used as:

rc(ζ) =
√
(rc0)2 + 4× 1.25643× δ × ν × ζ (4.20)

In the above equation, the second term accounts for the viscous effects as the wake propagates down-
stream. The term δ represents a user- specified viscous diffusion parameter and depends on the inflow
conditions. Relation between δ and vortex Reynolds number can be found in [107], which also sum-
marises other research on this topic. The time evolution of the viscous core radius is formulated
as:

drc
dt

=
2× 1.25643× δ × ν

rc(t)
with

drc
dt

= 0 on the blades (4.21)

In this chapter, the limitations because of the low time step requirement when using actuator line
modelling for segmented Gurney flaps were clarified. A change of approach to using free vortex wake
modelling for wind turbine wake simulations was discussed. Background information on the technique
was provided. With this chapter, the literature review chapters of this thesis are concluded. The
coming chapters of this report discuss the setup, data processing and results of the field tests and
simulations conducted in this study.
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Field Tests
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The field tests in this thesis were conducted for assessing the wind-turbine wake and performance
of a 3.8 MW research wind turbine with and without segmented Gurney flaps. The field tests were
conducted at a wind farm in Wieringermeer, The Netherlands. The field tests involve two compo-
nents, wind turbine wake analysis and, aerodynamic and structural performance analysis of retrofitted
wind turbine in comparison to baseline configuration. The wake analysis implies the assessment of
the effect of segmented Gurney flaps on wind turbine wake recovery; and the performance analysis,
implies the assessment of the wind turbine power and load measurements. For the wind turbine under
study, the undisturbed wind sector ranges from wind directions from ≈ 180 deg (South ) to ≈ 340 deg
(North-Northwest), measured with North as 0 deg.

The wakes in the sector of 190 deg (South by West) to 250 deg (West-Southwest) were utilised for
this study, this aligns with the choice of Scanning LiDAR set up to ensure a fast scan time along with
capture of wake up to 4D to 5D downstream at various altitudes. For the wind turbine performance
analysis, the entire undisturbed wind sector was used. The representation of the sectors is shown in
Figure 5.7. This chapter explains the set up and data processing of the field tests conducted in this
thesis. Firstly, an overview of the measurement site and the instruments is given. The retrofitting of
the wind turbine with segmented Gurney flaps is discussed as well. Secondly, the data processing of
the field tests’ data is explained. Then, the data binning is explained, following which, an atmospheric
stability analysis of the site is discussed.

5.1 Measurement Site and Instruments
The field instruments of a ground based profiling LiDAR, scanning LiDAR, and a met mast were
used for the data analysis. The inflow conditions were measured by a ground based profiling LiDAR,
which was placed upstream (≈ 2.2D or ≈ 282m) of the 3.8 MW research wind turbine of 130m rotor
diameter and 110m hub height. This profiling LiDAR was used to assess the inflow conditions at 11
different altitudes between 42m and 188m. The Scanning LiDAR was used to get a three-dimensional
visualisation of the wind turbine wake. The met mast was used for atmospheric stability calculations,
explained in section 5.4. The Leosphere Vaisala Windcube 200S scanning LiDAR was used in this
study. Throughout the measurement campaign, the operating settings were tweaked in order to focus
on different types of visualisation. This was done by changing the Scanning LiDAR azimuth, elevation
and range settings (Refer Figure 5.8 to see the co-ordinate system). The Scanning LiDAR was placed
at a distance of ≈ 912m from the wind turbine.

Figure 5.1: TIADE GE 3.8MW research wind
turbine [108]

Figure 5.2: Leosphere Vaisala Windcube 200S
Scanning LiDAR placed in the TIADE test site in

Wieringermeer, The Netherlands
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In Figure 5.1 and Figure 5.2 the wind turbine utilised in this study is shown and the Scanning LiDAR
in use is shown. The satellite view of the test site and the exact geographic positioning of the wind
turbine is not shown here with regards to confidentiality.

With the measurement site and instruments discussed, the retrofitting of the above mentioned wind
turbine is explained. The retrofitting was done by addition of 4 segmented Gurney flaps on each
blade tip. The Gurney flaps were designed as a simple add-on to the existing wind turbine blade.
As discussed in subsection 3.4.1, the height of the Gurney flap is usually 2% of the airfoil chord.
Thus, upon literature study the Gurney flaps installed on the wind turbine blade were designed to
have height of 2% of the chord. Figure 5.3 below illustrates the height and placement of the Gurney
flap with respect to chord. Figure 5.4 provides the shape of the Gurney flap in 3-Dimensions (Exact
dimensions are not provided to preserve confidentiality about the wind turbine blade dimensions).

Figure 5.3: Gurney flap extending from wind
turbine blade trailing edge

Figure 5.4: Gurney flap design

The Gurney flaps were manufactured with SikaBlock M940, which has a density of 1200kg/m3. Some
more details about the material can be found in [109]. The resultant weight came to a maximum
of 130g for one Gurney flap. Following on literature (subsubsection 3.4.1.2) and turbulators concept
(subsection 3.4.3), 4 Gurney flaps were designed and manufactured for each of the 3 wind turbine
blades, in line with the hypothesis for causing a spatial variation to the tip vortex. So, a total of 12
Gurney flaps for the wind turbine rotor. The visualisation of the spacing between each Gurney flap
on the wind turbine blade is shown in Figure 5.5 below:

Figure 5.5: Gurney flaps (Blue thick line) shown on wind turbine blade (only a part of the blade is
shown)

In Figure 5.5, the spacing between the Gurney flaps is clarified. The exact height of each Gurney
flap is not mentioned as per confidentiality on the wind turbine blade chord. The manufactured
Gurney flaps were installed to the wind turbine blade by use of Plexus MA 320. Some insights to the
installation phase are provided below:
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(a) Cherry picker and the wind turbine (b) Installed Gurney flaps

(c) Close up of 3 of the Gurney flaps (d) Close up of the tip Gurney flap

Figure 5.6: Gurney flap installation phase (Picture taken by author of the report, Edwin Bot and
Aeroconcept GmbH)

Figure 5.6 helps illustrate the scale of the Gurney flaps with respect to the wind turbine blade. This
simple design and add-on feature made it possible to have the installation phase complete in just 4
hours. See timestamps in section 7.1 for the dates of the retrofitted wind turbine in operation. The
sectors mentioned in the start of this chapter are shown below:

Figure 5.7: Compass plot (Red lines- scanning
LiDAR sector; Blue lines- Undisturbed sector)

Figure 5.8: Co-ordinate system of Scanning
LiDAR
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In Figure 5.8, the LOS represents the line of sight of the LiDAR. ψ and θ represent the scanning
azimuth and elevation angle in degrees. The changes to the Scanning LiDAR settings were based
on changes to the step sizes of the parameters, different bounds or a combination of both. With
these changes the time taken for one individual scan changed. Two of the main operation settings are
described below.

Firstly, in order to get a thorough three-dimensional description of the wind turbine wake and not
compromising too much on the individual scan time, the scan pattern was set as shown in Table 5.1:

Parameter Min. Max. Step size No. of
unique points

Time for
1 Scan

(minutes)

Total no. of
points in
ideal scan

Azimuth (°) 30 52.95 0.15 154
5.5 40656Elevation (°) 3 7.2 0.6 8

Range (m) 900 1700 25 33

Table 5.1: Scanning LiDAR settings 1

With the scan settings shown in Table 5.1, it was ensured that the vertical (altitude) profiles of the
wind turbine wake are captured to a reasonable extent. This allowed to analyse the wind turbine
wake profiles. One limitation to this pattern was the high scan time which would mean that within a
10-minute period at most 2 samples were available at a point in the wind turbine wake. However, it
was an important pattern to get data for the vertical profiles of the wind turbine wake. Upon utilising
this pattern for around 1 month, a comprehensive data set for different inflow conditions, such as,
different turbulent intensity bins, wind speed and wind direction bins to name a few, was made. A
visualisation of this pattern is shown in Figure 5.9
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Figure 5.9: Scanning LiDAR pattern 1 visualisation (Wind turbine is located at ≈ 41.5 deg azimuth)

In order to tackle the limitation of high scan time, a new scan pattern was set as shown in Table 5.2:
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Parameter Min. Max. Step size No. of
unique points

Time for
1 scan

(minutes)

Total no. of
points in
ideal scan

Azimuth (°) 30 52.88 0.22 105
2.8 22050Elevation (°) 4 7.5 0.5 7

Range (m) 900 1625 25 30

Table 5.2: Scanning LiDAR settings 2

The scan settings shown in Table 5.2 were set with the objective to have a more accurate representation
of the wind turbine wake at hub height. The focus with this pattern was not towards the vertical
profile of the wind turbine wake. With this new pattern, more samples in a 10-minute time frame
helped for better averaging during data binning as per inflow conditions. The data binning will be
explained in the coming section. A visualisation of this scan pattern is shown in Figure 5.10
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Figure 5.10: Scanning LiDAR pattern 2 visualisation (Wind turbine is located at ≈ 41.5 deg
azimuth)

5.2 Processing of LiDAR Data
LiDAR measurements of the wind field work through analysis of laser light reflected from aerosol
particles in the air. The frequency of the back scattered laser light is shifted by ∆f from its original
value clight

λwave
, due to the Doppler effect, in proportion to the speed of the reflecting particle resolved

along the direction of the laser beam, the radial wind speed Vr:

∆f =
2Vr
λwave

(5.1)

A single LiDAR is thus only able to provide the radial component of wind speed, essentially the wind
component in the direction the LiDAR beam is facing. However it is important to retrieve the other
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wind components. Apart from this issue, there can also be gaps in LiDAR data. This is because of
reduction of back scatter quality. This can happen in certain atmospheric conditions such as heavy
fog or cloud. This can be due to too many aerosols and too much absorption. During rain it can be
that too many aerosols are removed which also reduces signal quality. In general, aerosol backscatter,
relative humidity, precipitation, and atmospheric refractive turbulence affect the LiDAR performance
[110]. Such a set of possibly faulty data is reflected in the carrier to noise ratio, provided by the
LiDAR (Also see [111, 112, 113] for background information). Having addressed the possible concerns
with raw LiDAR data, the following subsections explain the approach followed in this work to tackle
them.

5.2.1 Filtering
As explained above, the radial wind speed obtained from the LiDAR can contain faulty data at certain
instances. Such data was treated by filtering it in 3 steps:

1. Filtering based on the radial wind speed status output by LiDAR, which is binary 0 or 1. Data
with status 0 was filtered out. This status is computed internally by the LiDAR based on Carrier
to Noise ratio and Spectrum analysis.

2. Filtering based on the Carrier to Noise ratio output by the LiDAR, which is a number with units
decibels (dB). After literature study [114, 115] and analysis on different limits to this ratio, the
filtering was done such that data within -23dB to -3dB was preserved. Any other data was
filtered out. In particular, in [114], the same LiDAR was used as this study, and thus, the same
limits were used here as well.

3. An additional step was taken by using filtering on basis of standard deviation, with data more
than 5 standard deviations away from the mean, filtered out.

An example of this filtering effect, a combination of the 2 steps mentioned above, is shown in Fig-
ure 5.11.
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Figure 5.11: Plots showing Filtering of data-set
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The steps 1 and 2 of the filtering process were carried out on raw LiDAR data and the step 3 was
carried out on the bin-averaged data-set (explanation of data binning in subsection 5.3.1).

5.2.2 Gaussian Process Regression
After filtering of the raw scanning LiDAR data, there were gaps in the LiDAR scan domain (possible
reasons were mentioned above). This causes a complete 3-Dimensional visualisation of the wind tur-
bine wake to be lacking. Gaussian process regression (GPR) was used in this work to obtain reliable
wind field estimates at these gaps. Gaussian process regression has also been utilised in other research
[116, 114]. Here, the Gaussian process regression was implemented on MATLAB [117] to interpolate
wind fields in a 3- Dimensional domain.

Gaussian process regression is a non parametric method under Bayesian inversion. Gaussian pro-
cesses can be seen as an infinite-dimensional generalization of multivariate normal distributions [118].
The Gaussian processes model is a probabilistic supervised machine learning framework that has been
widely used for regression and classification tasks. A Gaussian processes regression (GPR) model
can make predictions incorporating prior knowledge (kernels) and provide uncertainty measures over
predictions. In regression, given some observed data points, infinite number of functions can be used
to fit these data points and use them to make predictions at new data points.

In GPR, the Gaussian processes conduct regression by defining a distribution over these infinite
number of functions. This is done by means of independent Gaussian correlated to each other as a
joint Gaussian distribution. The joint Gaussian distribution is described by the multivariate normal
distribution theory defined as:

N (x | µ,
∑

) =
1

2π
D
2 |

∑
| 12

exp[
−1

2
(x− µ)T

∑−1
(x− µ)] (5.2)

Here, D represents the number of the dimension, x represents the variable, µ = E[x] ∈ RD is the
mean vector, and

∑
= cov[x] is the D X D covariance matrix. The

∑
is a symmetric matrix that

stores the pairwise covariance of all jointly modeled random variables with
∑
ij = cov(xixj) as its

(i, j) element.

Upon achieving the multivariate Gaussian distribution, kernels (defining covariance functions) are
used to smooth the resulting function. That is, to have close (naturally) response (target values (yi))
for points with similar predictor values xi. They specify covariance between the two latent variables
f(xi) and f(xj) where both xi and xj are d− by − 1 vectors. In other words, it determined how the
response at one point xi is affected by other points xj , i ̸= −j,i = 1, 2, ..., n. The covariance function
k(xi, xj) can be defined by various kernel functions. It can be parameterized in terms of the kernel
parameters in vector θ, as k(xi, xj | θ). For many standard kernel functions, the kernel parameters are
based on the signal standard deviation σf and the characteristic length scale σl. The characteristic
length scale briefly define how far apart the input values xi can be for the response values to become
uncorrelated. Both σl and σf need to be greater than 0, and this can be enforced by the unconstrained
parameterization vector θ [119], such that:

for same length scale for each predictor : θ1 = log(σl), θ2 = log(σf ) (5.3)

for separate length scale for each predictor : θm = log(σm), for m = 1, 2, ..., d θd+1 = log(σf )
(5.4)

The choices in MATLAB [120] are among: exponential kernel, squared exponential kernel, Matérn
kernel with parameter 3/2 (or 5/2), rational quadratic kernel with or without separate length scale
per predictor or a custom kernel function. The different kernels are not described in this report and
the reader is referred to [118]. The kernel utilised in this work is the ARD (Automatic relevance
determination) Matérn 3/2, that is, the Matérn kernel with parameter 3/2 and a separate length scale
per predictor. The standard Matérn 3/2 kernel with same length scale per predictor is given by:

k(xi, xj | θ) = σ2
f (1 +

√
3r

σl
) exp(

−
√
3r

σl
) where, r =

√
(xi − xj)T (xi − xj) (5.5)

The Matérn 3/2 kernel for various hyper-parameters: standard deviation σf and the characteristic
length scale σl, is shown in Figure 5.12 below:
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Figure 5.12: Matérn 3/2 kernel for various σf and σl [121]

Now, a visualisation of the kernel matrix of the Matérn 3/2 kernel is provided in Figure 5.13 below:

Figure 5.13: Matérn 3/2 kernel matrix for various σf and σl [121]

Figure 5.12 and Figure 5.13 provide the representation of the Matérn 3/2 kernel with changing hyper-
parameters. The optimal choice of the hyper-parameters is made for each predictor by the ARD
(Automatic relevance determination) Matérn 3/2 kernel used in this work. The reason of this choice
is that Matérn 3/2 kernel is a standard kernel for environmental data and that upon initial testing of
different kernels on the data-set, ARD Matérn 3/2 kernel resulted in good match with observations.
The ARD Matérn 3/2 is defined as:

k(xi, xj | θ) = σ2
f (1 +

√
3r) exp(−

√
3r) where, r =

√∑d
m=1

(xim−xjm)2

σ2
m

(5.6)

A Gaussian processes model describes a probability distribution over possible functions that fit a set
of points. The function (posteriors) updates with new observations. The mean function calculated
by the posterior distribution of possible functions is the function used for regression predictions. The
regression function modeled by a multivariate Gaussian is given as:

P (f | X) = N (f | µ,K) (5.7)
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Here, X = [x1, x2, ..., xn] , f = [f(x1, f(x2), ..., f(xn)] , µ = [m(x1),m(x2), ...,m(xn)] and Kij =
k(xi, xj). X are the observed data points, m represents the mean function, and k represents a positive
definite kernel function. With no observation, the mean function is default to be m(X) = 0 given
that the data is often normalized to a zero mean. The Gaussian processes model is a distribution
over functions whose shape (smoothness) is defined by K. If points xi and xj are considered to be
similar by the kernel, function outputs of the two points, f(xi) and f(xj), are expected to be similar.
Referring Figure 5.14, given the observed data (red points) and a mean function f (blue line) estimated
by these observed data points, predictions are made at new points X∗ as f(X∗).

Figure 5.14: A illustrative process of conducting regressions by Gaussian processes. [122]

The joint distribution of f and f∗ is expressed as:[
f
f∗

]
∼ N

([
m(X)
m(X∗)

]
,

[
K K∗
KT

∗ K∗∗

])
(5.8)

where, K = K(X,X), K∗ = K(X,X∗) and K∗∗ = K(X∗, X∗). And the mean (m(X),m(X∗) = 0.
This is the joint probability distribution P (f, f∗ | X,X∗) over f and f∗, but regressions need the
conditional distribution P (f∗ | f,X,X∗) over f∗ only. The derivation from the joint distribution to
the conditional results in:

f∗ | f,X,X∗ ∼ N (KT
∗ Kf,K∗∗ −KT

∗ K
−1K∗) (5.9)

With noisy variations, that is, y = f(x)+ϵ, assuming additive independent and identically distributed
Gaussian noise with variance σ2

n, the prior on the noisy observation becomes cov(y) = K + σ2
nI. The

joint distribution of the observed values and the function values at new testing point becomes:[
y
f∗

]
∼ N

(
0 ,

[
K + σ2

nI K∗
KT

∗ K∗∗

])
(5.10)

By deriving the conditional distribution, we get the predictive equation of the Gaussian processes
regression as:

f∗ | X, y,X∗ ∼ N (f∗, cov(f∗) (5.11)

where, f∗ ≜ E[f∗ | X, y,X∗, which is further = KT
∗ [K + σ2

nI]
−1y; and cov(f∗) = K∗∗ − KT

∗ [K +
σ2
nI]

−1]K∗.

5.2.3 Implementation
With the background provided on the Gaussian process, this section explains the implementation in
this work. The machine learning model has been utilised using the MATLAB [117] function, ’fitrgp’.
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The predictor array was set to the LiDAR scanning azimuth, elevation and range. The response array
was the bin- averaged LiDAR obtained radial wind speed. Upon implementation of the Gaussian
process an estimate of the wind field at missing data points (such as on filtered out points) was
obtained, with reasonable uncertainty. An example of this is shown in Figure 5.15.
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Figure 5.15: An example visualisation of the Gaussian process regression results

Figure 5.15 above shows a zoomed view of the data-set and only focuses on 125 data points out of the
over 22000 data points (Table 5.2) in a single pattern. This figure is made for the points corresponding
to some of the points corresponding to the hub height of the wind turbine in study. The machine
learning model was trained on ( 13 )

rd of the data-set, such that closely related points are not taken into
the training set. The Gaussian process regression was carried out on the bin-averaged data-set. This
implies that the radial wind speed at each unique azimuth, elevation and range was averaged from
their respective bins (explained in subsection 5.3.1). Figure 5.15 shows the LiDAR obtained radial
wind speed and the GPR predictions. It can be seen that with the introduction of the GPR model
to the post-processing chain, the radial wind speed at certain points is adjusted as per the model’s
response. This adjustment helps add smoothness to the data set and take care of certain outliers. This
adjustment can however be accepted because there is an inherent standard error in the bin-averaged
LiDAR data. To further evaluate the usage of the GPR model, Figure 5.16 shows the standard error
of the bin-averaged LiDAR data at hub height; where:

Standard error =
σRWSbinned√
Nsamples

(5.12)
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Figure 5.16: Example for standard error of
bin-averaged LiDAR data at hub height

Figure 5.17: Example for difference between GPR
predictions and bin-averaged LiDAR data at hub

height

In Equation 5.12, σRWSbinned
represents the standard deviation of the bin-averaged data set samples

andNsamples represents the number of samples in a particular bin. Figure 5.17 illustrates the difference
of results of GPR predictions and the bin-averaged LiDAR data. With Figure 5.15, Figure 5.16 and
Figure 5.17 the validation of the implementation of the GPR model is provided. This is done for an
example case of the inflow conditions as mentioned in the plots, which correspond to the baseline case
of Figure 7.6. This implementation is then followed for all the results in this report, which allows for
an enhanced representation of the wind turbine wake. The next subsection explains how the necessary
wind components were retrieved from the single LiDAR given radial wind speed.

5.2.4 Retrieval of Wind Component
The wind turbine wakes analysed in this study are in the wind sectors which are not affected by the
neighbouring wakes. Since the scanning LiDAR only provides the radial component of wind speed,
assumptions were made to retrieve the necessary wind speed components. The choice of sectors makes
the retrieval of the necessary wind components less challenging and less prone to error, which is dis-
cussed below. First, the method utilised in this study is discussed and then it is validated against the
commonly used methods of wind component retrieval.

Using geometric relations the following equation was used to write the radial velocity in terms of
the u, v, w components and the Scanning LiDAR’s scanning azimuth (ψ) and elevation (θ) as follows:

Vr = u sinψ cos θ + v cosψ cos θ + w sin θ (5.13)

This follows from Figure 5.8, where the sign convention followed is that the 0° azimuth points to the
North and 90° East and so on. The elevation is 0° in the horizon and increases towards zenith in the
vertical plane. Furthermore, the horizontal wind speed Vh and the wind direction α can be determined
as follows:

Vh =
√
u2 + v2 (5.14)

αWD = arctan
u

v
(5.15)

As seen in Equation 5.13, there are three unknowns ( u, v, w) but only one equation. This is commonly
known as the Cyclop’s dilemma [111]. Two assumptions were made solve the equation. Firstly, the w
component (vertical) was assumed to be zero, as it can be considered negligible (very low elevation
angles (as seen in Table 5.1 and Table 5.2), lead to a small sine component). Secondly, it was assumed
that the wind direction is homogeneous throughout the wind turbine wake (similar to approach in, for
example, [123]). This wind direction was assumed as the inflow wind direction at the hub height of
the wind turbine under study, ≈ 2.2D upstream. These assumptions lead to the following relations:

Vh =
Vr

cos(αWD − 180− ψ
) (5.16)
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V∥ to Turbine axis = Longitudinal component = cos(αWD − αY aw) ∗ Vh (5.17)

V⊥ to Turbine axis = Lateral component = sin(αWD − αY aw) ∗ Vh (5.18)

In the above equations, αWD represents the mean wind direction of the incoming wind and αY aw
represents the mean wind turbine yaw angle. Using these simple assumptions the necessary wind
components were retrieved. Next, the validation for the use of these assumptions is provided.

5.2.4.1 Validation

The most common approach in resolving the Cyclops’ dilemma mentioned above is to use a non linear
least square fitting method to solve Equation 5.13. The assumption for w = 0 is commonly used
because of the inability of the LiDAR to measure the vertical wind component at very low elevation
angles. This method can be found in plenty of research, for example, [124, 125, 126]. The results
of the above mentioned simple reconstruction technique is validated with the non linear least square
fitting and a slightly sophisticated Maximum A Posteriori (MAP) method.

For the non linear squares method, the Equation 5.13 is used with w = 0 and the Levenburg-Marquardt
algorithm is used to fit the u and v components, given the radial wind speed (Vr) and the scanning
LiDAR azimuth (ψ) and elevation (θ) in a non linear least squares sense. The Maximum A Posteriori
method (see [127, 128] for a short overview) is a Bayesian estimation which incorporates prior belief
about the unknowns, and then the posterior distribution of the unknowns is updated. This method
is equivalent to the commonly used Maximum Likelihood estimation (MLE) when the said priors are
uniform, that is, equal distribution of probabilities. The reader is referred to [129, 130] for detailed
background on these techniques. The use of UQLab [131] was made for implementation of the Maxi-
mum A Posteriori method.

The prior belief was given as a Weibull distribution with λ = 8.6 and k = 2.4 for the u compo-
nent; λ = 5.3 and k = 1.4 for the v component. To decide the prior belief, a data set of wind speed
measurements at the hub height of the research wind turbine under study, which is 110m, was used.
The data set was made for the wind directions in sectors of interest, which is, 190 deg to 250 deg, as
mentioned in the start of this chapter as well. In this wind sector (South by West to West-Southwest)
it is evident that the u component will be in the Westerly direction and v component in the Southerly
direction, which will imply negative values. So the signs were revered and then fit into the stan-
dard Weibull distribution. The Weibull fit to this data set is shown in section A.3. Additionally,
the Gaussian distribution is shown for the w component, which further supports the assumption of
w = 0 in the analysis. It should be noted that in the wind turbine wake, the said prior belief will
not completely hold true, for one, because the wake will have wind speed deficits. This will likely
shift the distribution peak in both wind speed and probability axes, or altogether result in a different
distribution. However, with no means of determining the u, v components’ distribution in the wake,
the above mentioned priors are utilised. Another point of concern could be that the prior belief is
based on hub height wind speed, while the scanning LiDAR is used for measurements at different
altitudes as well.

With this, a short discussion on the approach used for the 3 methods, which are, simple wind direction
assumption, non linear least squares fitting and Maximum A Posteriori estimation, is provided. The
below figures compare the results of the three methods. The comparison provided here is on basis of
the inflow conditions in Figure 7.1, with the baseline case of low TI. First, the contours are shown
at hub height, for the non linear least square fitting and Maximum A Posteriori estimation (to avoid
confusion with the different color map limits, the simple wind direction assumption method result
is not provided here and can be found in Figure 7.3a which has the necessary (different) color map
limits). Then, the contours at hub height illustrating the wind speed difference from the method
of simple wind direction assumption are provided. The green dots on the contour indicate the 50%
span point in the wind direction axis at the different downstream distances (see section 7.1 for more
information).
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(a) Non linear least square fitting comparison (note
the higher than inflow wind speeds, particularly on

the left edge of the scan)

(b) Maximum A Posteriori estimation comparison

Figure 5.18: Horizontal wind speed (
√
u2 + v2) (6m/s < U∞,hub < 7m/s)

(a) Non linear least square fitting comparison (note
the higher color map upper limit)

(b) Maximum A Posteriori estimation comparison

Figure 5.19: Horizontal wind speed (
√
u2 + v2) difference (6m/s < U∞,hub < 7m/s)

From Figure 5.18a and Figure 5.19a it is seen that the non linear least squares method has higher
values from the simple wind direction assumption method, when away from the wind direction axis.
This implies that the wind direction estimates from the non linear least squares method is quite dif-
ferent from the inflow wind direction, which averaged to 240 deg. The reconstructed wind direction of
the points at hub height was checked for. It was found that the non linear least squares method has
the reconstructed wind direction ranging from 185 deg to 240 deg. It seems unlikely to have such a
large variation in the wind direction. This is also evident from the high wind speed in the free stream
on the left edges of the scan pattern. The free stream conditions were in the bin 6− 7m/s while there
are clearly higher values from the non linear least square fit method. For more clear difference of wind
speed see Figure 5.19a.

On the other hand, this is not seen in the Maximum A Posteriori estimation (Figure 5.18b), as
the reconstructed wind direction ranged from 200 deg to 210 deg, which is more realistic than the non
linear least square fit method. The wind speed difference here is within 0.5m/s at majority of the
points. Finally, the differences at all points (not only hub height) become clear with the histograms
shown below:
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Figure 5.20: Comparison of different methods of wind component retrieval (6m/s < U∞,hub < 7m/s)

From Figure 5.20 it is clear that the difference in the methods is mainly within ±0.5m/s, lower for
the yaw axis component (Equation 5.17). Since all methods are relying on assumptions, there is
uncertainty associated with each of them. For further insights into the results of different methods,
the vertical profiles are shown below:
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Figure 5.21: Vertical profile comparison of different methods of wind component retrieval
(6m/s < U∞,hub < 7m/s)

As evident from Figure 5.20, the yaw axis component is very similar in the different methods, so only
the horizontal component has been plotted in Figure 5.21. Note that the non linear least square fit
method estimate is found to be close to simple wind direction, when analysing 50% span point (also
seen in Figure 5.19a, with less differences (darker blue colour) than the Maximum A Posteriori method
near wind direction axes). The vertical profiles reveal that the wind components are only differing in
magnitude and are remaining same in the variation across the altitudes. However, when looking at
all the points, considering the unrealistic wind direction estimate and the considerably higher than
inflow wind speed speed estimates by the non linear least square fit method, it is decided to use the
simple wind direction assumption method for the wind component retrieval in this study; due to the
computational ease and from the comparison it proves to be more applicable in the sectors of wake
analysed in this study.

47



5.3 Data Binning
In the previous section the processing of the LiDAR data was explained. The processing of the
scanning LiDAR data involved use of various steps. But, the processing of the turbine performance
data was simplified and done by means of use of 10 minute measurement data; the filtering was done
on basis of NaN values, turbine status (to ensure normal operation), following which data binning
was conducted. So, for the turbine performance data, directly the data binning is explained. In this
section, first, the data binning of the wake analysis data sets is explained and then, retrofitted wind
turbine performance analysis data sets are explained.

5.3.1 Wake Analysis
It was mentioned that the Gaussian process regression and the wind component retrieval was con-
ducted on bin-averaged data set of the scanning LiDAR data used for wake analysis. This section
explains the parameters taken into account to create this bin-averaged data set of the scanning Li-
DAR data. See section 7.1 for time stamps of the testing period. For the data binning, the 10 minute
averaged measurement data of the following parameters was considered:

1. Wind direction measured by ground based profiling LiDAR.

(a) The wind direction bins chosen were between 190 − 250° with respect to North, at hub
height of 110m, in steps of 20°. With the scanning LiDAR orientation, this region allows
for a proper capture of the wind turbine wake up to 4− 5D downstream depending on the
yaw angles.

(b) This binning took care of yaw angles and yaw misalignment parameters, if not, additional
filtering was done to have the bounds correctly set.

2. Wind speed measured by ground based profiling LiDAR.

(a) The wind speed bins between 6m/s and 11m/s at hub height of 110m, in steps of 1m/s
were used.

3. Turbulence intensity calculated from ground based profiling LiDAR measurements.

(a) The turbulence intensity bins were chosen as 0− 5%, 5− 8.5% and 8.5− 11% at hub height
of 110m. The turbulence intensity was defined as Equation 5.19, where σU∞ is the standard
deviation of the free-stream wind speed (at hub height) in a 10 minute interval and U∞,avg

is the average free-stream wind speed (at hub height) in a 10 minute interval:

TI =
σU∞

U∞,avg
(5.19)

4. Atmospheric stability was checked for, explained in section 5.4.

5. The wind shear exponent that is typically used by a power law assumption was not directly
included in the binning procedure in this study. This is because of the uncertainty with the
wind speed profile fit to be used (for example, see [132] for the effect of different wind shear
profiles). The empirical constants seen for these models were mostly found for offshore wind
farms and thus it was decided to not use it in this study for the onshore wind farm. However,
as seen in (for example, Figure 7.1) the wind inflow profiles were checked for at the last stage
and if need be an additional filtering was done to the data (for reference, if the difference of
power law exponent of the baseline and retrofitted case was greater than 0.1 then the additional
filtering was done).

6. Subsequent checks on wind turbine operational parameters of power output, rotor speed, blade
pitch were done, which are individually discussed in the results of field tests. This is because, at
times, the data binning as per the 5 steps mentioned above could lead to variations in the wind
turbine operational parameters. For example, during a low wind speed period with a gust. This
leads to high 10 minute mean value of wind speed but the turbine power performance could be
varying through the 10 minute period which will lead to different effects on the wake. Such period
could be identified generally by the standard deviation statistics of the performance parameters
stated above, but do need a careful check before finalising the data (one such anomaly is shown
in Figure B.6).
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5.3.2 Aerodynamic and Structural Performance Analysis
The second component of the field tests was the analysis of the retrofitted wind turbine aerodynamic
and structural performance in comparison to the baseline configuration. See section 7.2 for time
stamps of the testing period. The bins for the retrofitted wind turbine performance comparison have
been made the 10 minute averaged measurement data of the following parameters:

1. Wind direction measured by ground based profiling LiDAR.

(a) The entire undisturbed wind sector was chosen, that is, 180− 340° with respect to North,
at hub height of 110m. The reason for a broader sector than the one in wake visualisation
is that the scanning LiDAR sector does not have to be taken into account and the wider
undisturbed sector allows for more samples.

2. Wind speed measured by ground based profiling LiDAR.

(a) The wind speed bins chosen were between 4m/s and 25m/s at hub height of 110m, in steps
of 1m/s. This is to take into account cut in wind speed to roughly the cut out wind speed.

(b) A bin higher than cut in wind speed of 3m/s was chosen because it was found that 3−4m/s
had high standard deviations associated with start up times.

3. Turbulence intensity calculated from ground based profiling LiDAR measurements.

(a) The turbulence intensity range between 0− 15%, at hub height of 110m was chosen.
(b) The turbulence intensity was defined as in Equation 5.19.
(c) Considering the limited data set, a broad TI range was chosen to get most number of

samples.

4. Because a broad TI range is chosen, here a power law wind shear exponent was directly taken
into account to avoid excessive wind shear bias in the retrofitted case of low samples; and
αpow,exp ≤ 0.3 was chosen.

5. Yaw misalignment was ensured within ±15 deg as a reasonable range to distinguish the effect of
yaw misalignment on the performance.

6. A criterion for minimum number of 10 minute samples was set to 5 to ensure reasonable aver-
aging.

(a) The resulting count of each statistics (for the retrofitted case) is indicated on the plots in
the results in section 7.2.

(b) The counts can be different in the different parameters for the same wind speed bin, which
implies that not all parameters had an equal signal availability. For example, in the 7−8m/s
bin, the number of 10 minute sample for the retrofitted case power assessment was 64 but
the flapwise bending moment signal had only 13, because of more NaNs in the flapwise
bending moment signal.

5.4 Atmospheric Stability
To ensure that the comparison of the baseline and the retrofitted configuration is done during similar
atmospheric conditions, the site assessment was done by use of the ground based profiling LiDAR and
a met mast. Literature about atmospheric stability analysis can be found in, for example, [133, 132,
134, 135]. To determine the atmospheric stability bins, the table from [135] was utilised:

Stability Monin- Obukhov length (m)
Strongly unstable −100 ≤ LM−O ≤ −50

Unstable −200 ≤ LM−O ≤ −100
Near- neutral |LM−O| ≥ 500

Stable 50 ≤ LM−O ≤ 200
Strongly stable 10 ≤ LM−O ≤ 50

Table 5.3: Atmospheric stability for the bin- vise averaged data sets ([135])
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In Table 5.3 the parameter for different atmospheric stability bins is listed in terms of the Monin-
Obukhov length. Originally the Monin- Obukhov length [136] is formulated as:

LM−O = − θvu
3
∗

κgw′θ′v
(5.20)

The Monin-Obukhov length can be interpreted as the height in the stable surface layer below which
shear production of turbulence exceeds buoyant consumption. In the above equation, the bars rep-
resented the mean value and the prime (’) represents the fluctuating component, usually calculated
over 30 minute period [137, 138, 139]. The term θv is virtual potential temperature, u∗ is the friction
velocity, κ is the Von- Kármán constant, g is the acceleration due to gravity and w′θ′v is the kinematic
sensible heat flux. The friction velocity is formulated as ((u′w′)2 + (v′w′)2)

1
4 . The virtual potential

temperature serves as a stability criterion for an atmosphere with moisture gradient. When θv is
constant a statically neutral atmosphere is implied, when it is decreasing with altitude an unstable
atmosphere and when it is increasing with elevation a stable atmosphere. The virtual temperature, a
temperature at which dry air would have density as moist air at a given pressure can be measured to
calculate the virtual potential temperature [124]. u, v, w represent the wind components. The fluctu-
ating components in these above equations make it necessary to use high- frequency data to retrieve
them. With no availability of this data, specially the wind components near the surface layer, this
method could not be utilised in this study. Alternatively, the calculations for the Monin-Obukhov
length (LM−O) can be done by a variety of methods ([140, 80, 141]) depending on the availability of
data and discretion based on the measurement equipment accuracy. Here the bulk Richardson number
(RIb) method ([142]) was utilised (also utilised in, for example, [132, 134, 143, 144]) and the following
steps were followed:

1. Calculation of the Richardson number (RI) with the formulation:

RI =
g∆θv∆z

θv(∆u)2
(5.21)

2. Considering surface conditions of u(z0) = 0m/s and taking the reference height as the wind
turbine hub height.

3. For the virtual potential temperature, a multi step approach had to be utilised since it was
not directly available from the measurements. The temperature (T ), pressure (p) and relative
humidity (RH) (the proportion of the vapor pressure to the pressure of the saturation vapour)
recorded at 2.5m (assuming the data here as the surface data) and the hub height of 110m were
utilised (thus ∆z = 107.5m).

(a) First the potential temperature (θ) was calculated as (temperature that an air parcel would
attain if adiabatically brought to a standard reference pressure of p0 = 1e5Pa):

θ = T

(
p0
p

)Rg
cp

= T

(
p0
p

)0.286

for air (5.22)

(b) In the above equation Rg is the gas constant and cp is the specific heat capacity.
(c) Next, the Clausius-Clapeyron equation with the August–Roche–Magnus formulation [145]

was used and the specific humidity (SH) (mass of water vapour per unit mass of moist air)
was found using the measured relative humidity (RH):

SH =
RH

0.263p
exp

(
17.67(T − T0)

T − 29.65

)
, T0 = 273.16K (5.23)

(d) Next, the mixing ratio (ratio of mass of water vapour to mass of dry air) was found out as
:

rm =
SH

1− SH
(5.24)

(e) Finally the virtual potential temperature, under the assumption of unsaturated air with
mixing ratio rm was calculated as [146]:

θv = θ(1 + 0.61rm) (5.25)
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(f) This step was done for both 2.5m and the 110m height and the ∆ terms were found and
substituted in Equation 5.21.

4. Lastly, upon calculation of the bulk Richardson number, the following relation was used to find
the LM−O:

z

LM−O
=


10RI

1− 5RI
if RI ≥ 0 (5.26a)

10RI if RI ≤ 0 (5.26b)

The inflow conditions were obtained by use of a ground based profiling LiDAR and a met mast on
the site. For relative humidity RH, pressure p and temperature T the met mast was used and for
the wind speed and the corresponding turbulence intensity, the profiling LiDAR was used (mainly
because it was specially located upstream of the wind turbine outside the induction zone. With the
LM−O calculated, the correspondence to the turbulence intensity as per Table 5.3 was checked for the
measurement period, apart from some other statistics calculated to see the trend of the atmospheric
conditions through the day and the winter months (see section 7.1 for the duration of testing specially
for the wind turbine wake). The resulting statistics (for the undisturbed wind sector of 180° − 340°)
are shown below:
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Figure 5.22: Monthly variation of stability
conditions
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Figure 5.23: Hourly variation of stability
conditions (all 4 months inclusive)
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Figure 5.24: Wind speed variation with stability
conditions (all hours and 4 months inclusive)
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Figure 5.25: Turbulence intensity variation with
stability conditions (all hours and 4 months

inclusive)

In Figure 5.22 the monthly variation shows that during the winter months at the wind farm in this
study, the unstable conditions are hardly present. This was also found to be the case [134] for the

51



Egmond aan Zee Offshore Wind Farm (OWEZ) located off the coast of Netherlands. Thus, in this
study, it should be noted the wakes are under prevailing stable or neutral atmospheric conditions,
owing to the testing period during the winter months (section 7.1). When looking at Figure 5.23
there is not a clear trend of the atmospheric conditions through the hours. Some indications of more
neutral conditions during noon time while stable conditions during the night time, as expected; as
likely during the night, the stable layers of air will be associated with light winds and a surface that
is cooler than the air. Since the unstable conditions are hardly present, Figure 5.23 to Figure 5.25
are shown only with the prevailing atmospheric conditions. In Figure 5.24 the component

√
u2 + v2 is

shown and not just u, as was used in Equation 5.21. It can be seen that with the neutral conditions,
the higher wind speeds prevail more. This was also seen for the OWEZ wind farm. With Figure 5.25
the lower turbulence region being dominated by stable conditions is clear. The data set used to
make the above plots corresponds to 0.66%, 1.08%, 22.51%, 46.34% and 29.41% for very unstable,
unstable, neutral, stable and very stable conditions respectively (This was for a total of 2594, 10 minute
samples, after filtering out the data which did not lie in the atmospheric stability bins as mentioned in
Table 5.3). It is also important to note the varied turbulence regime in the stability conditions. Thus,
a direct correspondence of each atmospheric stability bin with a range of turbulence intensity cannot
be made. Similar results were found in, for example, the study for OWEZ wind farm in [147]. Their
analysis also indicated that while TI is generally lower in the stable class this assumption cannot be
uniformly applied due to the wide range of TI in both stable and unstable classes. From Figure A.3
and Figure A.7, the trend of turbulence intensity with the wind speed can also be observed.

5.5 Summary
The set up of the field tests was explained on this chapter. The retrofitting of the wind turbine with
segmented Gurney flaps was discussed as well. The use of a ground based profiling LiDAR and a
met mast was made for assessment of inflow conditions. The use of Scanning LiDAR to visualise
the wind turbine wake was explained. The scan pattern setting and the scan times were explained.
The fastest scan time results in about 3 radial wind speed samples at the same point, in a 10 minute
interval which allows for smooth averaging in a bin- averaged data set. The processing of data was
explained which included, standard filtering procedure and Gaussian process regression on the bin-
averaged data set, to interpolate at missing points of data and smooth the wind speed variations. The
Cyclop’s dilemma to tackle the wind component retrieval was resolved by use of simple homogeneity
assumptions in regards to the wind direction. This method was found to be more reliable than two
other methods, non linear least square fitting and Maximum A Posteriori.

The data binning procedure was explained in detail. The data binning involved the binning a per wind
direction, wind speed and turbulence intensity bins, and other checks on the data, to ensure similar
turbine performance. The data binning was explained for the wind turbine wake analysis data set and
the performance analysis data set. With the binning method used, it was ensured that the following
wake visualisations will be conducted within the correct atmospheric stability conditions and ensure
a fair comparison of the baseline and retro-fitted wind turbine case. The bulk Richardson number
method was used to determine the Monin-Obukhov length and subsequently classify the atmospheric
stability. This chapter forms the basis of the field test results. The next chapter explains the set up
of the simulations.
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Chapter 6

Setup of Simulations
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In the previous chapter, the field test set up and data post processing was explained. This study
also involves conducting simulations, to further validate field tests results and cope with certain
limitations in field tests. For the wind turbine wake analysis in simulations, the use of NREL OLAF
was explained in section 4.2. As mentioned previously, the performance analysis in simulations was
done with the conventional approach of using dynamic blade element momentum theory, which is,
blade element momentum theory simulations in dynamic inflow conditions. In this chapter, the wake
and performance analysis setup and validation in the simulation environment are discussed in the
respective sections.

6.1 Wake Analysis
The wake simulations were done for the wind speed bin of 10m/s − 11m/s. This choice was made
because this wind speed bin falls at the highest thrust of the wind turbine under study. Additionally,
it was seen in the field tests that in this wind speed bin, the wake of the retrofitted wind turbine was
significantly different from the wake of the baseline wind turbine.

It should be noted that the aim of this wake simulation was to validate the faster breakdown of
the tip vortices by the segmented Gurney flaps. That is, to validate the effect of the change in lift
and circulation distribution brought about on the wind turbine blade upon addition of segmented
Gurney flaps. As blade resolved was not considered in the scope of this study, the 3 − D boundary
layer effects that would have been the case for the reality where the Gurney flaps protrude perpen-
dicularly from the wind turbine trailing edge are not simulated. It should also be noted that owing to
the limitation of vortex filament method in solving the velocity field upon vortex breakdown, the far
wake cannot be accurately solved. The turbulent mixing cannot be modelled by the vortex filament
method (also see [148]). The velocity profiles after the wake breakdown may be erroneous and so these
are not considered, and the focus of the set up is only on evaluating the change in breakdown position.

The simulations were conducted in steady and uniform inflow conditions to distinguish the effects
of the segmented Gurney flaps on the wind turbine wake. With the scope of the wake simulations
discussed above, the important parameters of the OLAF input file are discussed here. The table below
lists the important setup parameters:

Parameter Value
Azimuthal discretisation 5 deg

Circulation solving method Cl-based iterative method
Near wake (fully free) 31 rotations

Viscous diffusion parameter (δ) 7.5
Viscous diffusion function Vatistas (n = 2)

Inital core radius (rc0) 0.6drmin
Core radius evolution Wake age

Table 6.1: NREL OLAF inputs

The azimuthal discretisation, that is, the movement of the wind turbine blade in 1 time step was
chosen as 5 deg. This is the recommended discretisation for NREL OLAF [149] and is also a widely
chosen value for free vortex wake modelling. It was mentioned in section 4.2 that to limit computa-
tional expense the wake is truncated to root and tip vortices. However, this is user’s choice and it
can be chosen not to and just have a free wake. To ensure higher accuracy in the results, a long near
wake was used which all vorticity included in the wake. The output was saved for 2 full rotations after
the wake development. The small value of viscous diffusion parameter, δ = 7.5 (Equation 4.20) was
chosen because the simulation was performed at uniform and steady inflow conditions. The value of
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δ = 5− 7.5 is also used in [148].

With this discussion, the necessary details about the set up are provided. To validate the set up,
the rotor torque and thrust force were checked for against the specification values at this wind speed
for the baseline wind turbine. The rotor torque was found to be +4.5% and rotor thrust was found
to be +4.4%, both within acceptable limits. The next section discusses the set up and validation of
the performance analysis simulations.

6.2 Aerodynamic and Structural Performance Analysis
In the previous section, the set up and validation of the simulations of the wind turbine wake using the
free vortex wake method was discussed. This section discusses the simulation set up and validation for
the aerodynamic and structural performance analysis of the retrofitted wind turbine in comparison
to the baseline configuration. The performance analysis is focused on cut in to cut out wind speed
with varying turbulence profiles, which will be shown below. All simulations were run for 660s, with
a time step of 0.005s. The first 60s were considered as a transient and excluded from the calculations.
Considering the required number of simulations and the computational expense of free- vortex wake
modelling, the performance analysis was done with the dynamic blade element momentum theory on
NREL OpenFAST [76]) and the Delft Research controller ([150]). The important parameters of the
set up are discussed below and then the validation of the set up is discussed.

The inflow conditions for the performance analysis in simulations were set up in correspondence
to IEC standards [151]. The inflow conditions according to normal turbulence model (NTM) and the
cut in to cut out wind speeds were simulated using TurbSim [152]. The IEC NTM was used with class
C turbulence characteristic. So the necessary correction to the standard blade element momentum
theory were employed. The extension to the Beddoes-Leishman unsteady model by González [153]
was used. The discrete-time Øye’s model, with varying time constsant (τ1) was used for the dynamic
inflow correction. The Prandtl hub and tip loss correction was used. The reader is referred to [154,
100, 155] for the background information. Comparison of different dynamic stall and dynamic inflow
models can be found in, for example, [156] and [157, 158] respectively. With this short discussion on
the set up of performance analysis, the inflow conditions utilised are shown in Figure 6.1 below:
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Figure 6.1: Inflow conditions in simulations

The IEC-Kaimal Model (as defined in [151], that has some modifications to the original Kaimal spec-
trum [159]) was used for the turbulence model and a power law wind profile of shear exponent as
0.2 was specified. The Delft Research Controller [150] was used for the simulations for the control of
the generator, blade pitch, rotor speed through the turbulent inflow conditions. The constant torque
setting was employed for the generator and individual pitch control and yaw control was disabled. A
torque- speed look up table was provided with inputs from the specification sheet for the 3.8 MW
research wind turbine generator.
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The resulting wind turbine behaviour upon use of this controller and the inputs was validated with the
measurement campaign, in which the mean values were compared. This comparison is not provided
here with regards to confidentiality. As a further validation exercise, an important part of simulation
result which is the temporal variation of the rotor and generator parameters is discussed. This is
done for an above rated wind speed bin of 14m/s − 15m/s and the standard deviation statistics are
compared against an equivalent period during the measurements. This is done by means of illustrating
the temporal response of wind turbine rotor and generator.

The equivalent inflow during the measurement period was found by extracting a data set fulfilling the
following conditions: wind direction and yaw misalignment as listed in subsection 5.3.2; hub height
wind speed in the bin of 14m/s−15m/s with a power law wind shear exponent 0.2 ≤ αpower,exp ≤ 0.3;
hub height turbulence intensity in the bin of 11%− 15%. One of such ten- minute sample is discussed
here. The visualisation of the wind speed at hub height in this wind speed bin is shown below:
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Figure 6.2: Wind speed at hub height
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Figure 6.3: Spectral density for the wind profile at
hub height

In Figure 6.2 the wind speed variation lead to a turbulence intensity of ≈ 13% in both simulations
and measurements. The Figure 6.3 shows the spectral density which follows from the IEC Kaimal
spectrum and that obtained from the measurement period. With the data set filters discussed and one
example case chosen, first, the temporal variations in the main parameters of blade pitch, rotor speed,
generator speed and rotor power are compared. In Figure 6.4 below, the difference of the parameters
from the mean values is shown. With respect to confidentiality, the actual values are not shown.
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Figure 6.4: Variation of wind turbine parameters from mean value (14m/s < U∞,hub < 15m/s)

To thoroughly compare the wind turbine behaviour in simulation with the measurements, the standard
deviation of these parameters was assessed. The standard deviation values at this wind speed bin for
the measurements and the standard deviation value for the simulations are summarised below:

Parameter Measurements Example measurement
chosen Simulations

Blade pitch (deg) 1.3 ≤ σpitch ≤ 3.3 2.8 2.1
Rotor speed 0.13 ≤ σRot,RPM ≤ 0.23 0.19 0.12

Generator speed 18 ≤ σGen,RPM ≤ 33 26 17
Electrical power (kW) 43 ≤ σPel

≤ 123 58 84

Table 6.2: Standard deviation comparison for 14m/s < U∞,hub < 15m/s

The minimum and maximum value are shown in Table 6.2 to include all the measurements available
in this wind speed bin (with the filters as mentioned above), and the example column corresponds to
Figure 6.2. The comparison shows similar trend of controller behaviour in the simulation setup. With
this discussion the validation of the simulation set up is provided. The next two chapters discuss the
results of the field tests and the simulations, respectively.
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Chapter 7

Results of Field Tests
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The results of the field tests conducted for the 3.8 MW research wind turbine with and without
Gurney flap are discussed in this chapter. The results are divided into two sections, first, the wake
visualisation results to analyse the wind turbine wake recovery are discussed. Secondly, the results of
the performance of the retro-fitted wind turbine in comparison to the base wind turbine are discussed.

It is worth noting that the retrofitted wind turbine measurement campaign was shorter than the
baseline, because of noise concerns from the segmented Gurney flaps. So, as a precaution they were
removed from the wind turbine after 23 days. This is reflected in the standard error of the results of
the retrofitted configuration.

Note in regards to this chapter:

1. Baseline case- wind turbine without Gurney flaps or WO GF.

2. Retrofitted case- wind turbine with Gurney flaps or W GF.

3. Low TI- hub height turbulence intensity in the bin of 0 − 5%, moderate TI 5 − 8.5% and high
TI 8.5− 11% (in line with subsection 5.3.1).

4. The data binning was explained in subsection 5.3.1, and it was clarified that the wind direction,
wind speed and turbulence intensity values of hub height were utilised for the binning. Later,
the subsequent checks were performed to further investigate about need of additional filtering.
These are explained in the results’ discussion.

7.1 Wake Analysis in Various Inflow Conditions
The wake visualisation results correspond to the following data sets:

1. 25 November, 2022 to 24 January, 2023, for the wind turbine without Gurney flaps.

(a) Corresponding to 59 days of data.

2. 24 January, 2023 to 14 February, 2023, for the retro-fitted wind turbine with Gurney flaps.

(a) Corresponding to 23 days of data.

The contours are provided for the hub height, by combining the points which lie ±3m from the hub
height of 110m, this is in accordance with the scanning LiDAR pattern (Figure 5.10). The axial and
vertical profiles are provided for further insights into the wind turbine wake. Ideally these would
have been plotted at the 75% span line, under the assumption that this point will correspond to the
maximum lift and thus would roughly be the point of highest deficits [8, 160]. However, sometimes
this point was found to lie away from the scan pattern or would coincide with the line along the nacelle
which was poorly resolved by the LiDAR (for example, the spike in wind speed along the nacelle in
Figure 7.3a). To avoid erroneous profiles, the 50% span was chosen and it also ensures uniformity
throughout the wind speed bins. Also note that the highest deficit points would likely be different in
the retrofitted wind turbine (Figure 8.1).

Only the wake comparisons using the scan pattern 2 (Table 5.2) are discussed. The reason being
that the scan pattern 2 was implemented on 25 November, 2022, and from this month on the atmo-
spheric stability effects were found to be similar up to February, 2023 (subsection 5.3.1). Scan pattern
1 which was employed in a different atmospheric stability regime was not considered for comparison
of the baseline and retrofitted wind turbine wake. Also an important advantage of scan pattern 2 was
the faster scan pattern, which allowed for a thorough wind field visualisation. Since the same general
trends were observed in the different wind speed bins, 3 wind speed bins are discussed here and the
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rest are provided in Appendix B.

The reader is also referred to some wind turbine wake field measurements in studies such as, [161,
160, 124, 162, 163, 164, 126] and a Large-eddy simulation study in [165]. The trends of wake recovery
with turbulence intensity, wind shear and other atmospheric conditions as present in these studies will
also become apparent in the discussion provided in this section. The different atmospheric conditions
were taken care of with the data binning approach as mentioned in subsection 5.3.1; however, since
the scope of this study was more towards comparing the difference in wake recovery with and without
Gurney flaps than individually comparing wind turbine wake behaviour in the different atmospheric
conditions, the above- mentioned studies are referred to.

7.1.1 6m/s < U∞,hub < 7m/s

Inflow: In this wind speed bin, there were adequate samples to provide visualisation with low and
moderate TI bins for the baseline case. This is compared against the retrofitted case of low TI.
Before discussing the results, a short discussion on the inflow conditions and performance parameters
is provided. The corresponding inflow conditions are shown in Figure 7.1. The turbulence intensity at
the lower heights was significantly higher in the retrofitted case. Owing to this difference, firstly, the
turbine power production (Pel) and rotor rotational speed and blade pitch angle were checked for, to
ensure that the wake comparison is not biased because of difference in these parameters (note that the
expected power increase from installation of Gurney flaps was established in subsubsection 3.4.1.1.
The check was done to ensure unexpectedly high variations). It was found that between the baseline
case and retrofitted case of low TI, the Pel differed by only 3.5%; attributed mainly to the addition
of Gurney flaps (also seen in Figure 7.14). The RPM was found to vary only by 0.7%.
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Figure 7.1: Inflow profile (6m/s < U∞,hub < 7m/s)

CNR Check: In this wind speed bin, an anomaly in hub height contour was found. So a further
investigation was done into the reason behind it. This check is provided here, following which the
result is provided. Figure 7.3c reveals a distinct patch after 1D downstream (as indicated by the
region in the black outline). Specially, very low free stream wind speeds are seen. After the data
binning, the checks on wind turbine operational parameters there was no anomaly in the data set.
Apart from these, one factor which can help explain this patch is the scanning LiDAR data CNR
(see section 5.2). The filtering was explained and the unreliable data was first filtered directly by the
scanning LiDAR algorithm as mentioned in step 1 of subsection 5.2.1. Secondly, an additional carrier
to noise ratio filter was employed. The reason for this patch is likely due to a heavy fog condition
during this particular timestamp (also see [112, 113]). However it appears that this was not filtered

60



out by the steps mentioned. Figure 7.2 shows the variation of CNR in the 2 cases. From Figure 7.2c
it becomes clear that the less negative CNR values upto 1.5 − 2D downstream are giving valid free
stream conditions as also evident in Figure 7.3c upto 1D downstream free stream region. Further
downstream, the values seem to be reduced, not in reality but possibly due to the back scatter in the
foggy conditions. If one has access to the backscatter coefficient for the scans, it may be checked and
compared with other scans to check which value can be deemed to relate with a foggy condition. Apart
from this and a visual check, other evidence about a foggy condition can be gathered by analysing
(including, but not limited to) parameters such as dew point difference from the actual temperature
through the day, the relative humidity and vapor pressure. Such a comparison is provided in Figure B.1
which reveals favourable conditions for fog. The patch marked with black lines in Figure 7.3c seems
to correspond well with the varying CNR values. The CNR is linearly proportional to the back scatter
and inversely proportional to the square of the propagation distance (notice the smooth gradient in
Figure 7.2a). The histograms shown also indicate the difference in the distribution of CNR values. The
bin averaged data standard error of the retrofitted case radial wind speed was checked, but was found
to be within ±0.3m/s. It is difficult to determine a precise carrier to noise ratio threshold for each
condition, thus a constant CNR threshold value was used in this study, as listed in subsection 5.2.1,
as the best choice to keep the comparison unbiased.
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Figure 7.2: CNR visualisation (6m/s < U∞,hub < 7m/s)

(c) W GF Low TI
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Figure 7.2: CNR visualisation (6m/s < U∞,hub < 7m/s)
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Hub height contour: With the CNR check discussed, it appears that the values further downstream
are of reduced magnitude, but with a low standard error. In light of this discussion, it can be stated
that for this wind speed bin case, particularly downstream the reliability of data is questioned and
could be underestimated when comparing the free stream conditions. Nevertheless, in proximity to
the rotor, upto 1D downstream, it can be seen that the there is an indication of faster wake recovery.

(a) WO GF Low TI (b) WO GF Moderate TI

(c) W GF Low TI

Figure 7.3: Wake visualisation (6m/s < U∞,hub < 7m/s)
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Axial profiles: The normalised deficit profiles at different heights are shown in Figure 7.4. It can be
seen that with higher turbulence intensity faster wake recovery is achieved. This is expected specially
further downstream when the ambient turbulence plays a key role in the wake breakdown. Thus,
up to 2D downstream there is not an indication of difference in wake recovery between baseline low
and moderate TI case. However, it is interesting to note that in this region, the retrofitted case is
enhancing the wake mixing and a consistent decrease in deficit is observed. The sharp drop in deficit
in the retrofitted case in Figure 7.4c is more clearly observed with the wake visualisation at hub height
by means of contour provided above.
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(a) Below hub height
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Figure 7.4: Axial wake profile (Normalised with U∞ at the respective altitudes)
(6m/s < U∞,hub < 7m/s)
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Vertical profiles: There is an indication of a steep slope (higher difference in the maximum and
minimum wind speeds) in the retrofitted case wind speed, particularly, at 1D downstream. The
typical Gaussian and double Gaussian wake profiles can roughly be observed in Figure 7.5. For
example, baseline case low TI at 4D downstream and retrofitted case at 2D downstream, respectively.
At all distances downstream there is a general trend for increase in velocity in the retrofitted case.
This also seems to be the case when comparing the retrofitted case of low TI to the baseline case
of moderate TI. The observations indicate faster wake recovery in the retrofitted case, with some
uncertainty in regards to the CNR values observed in this case.
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Figure 7.5: Vertical profile (6m/s < U∞,hub < 7m/s)
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7.1.2 8m/s < U∞,hub < 9m/s

Inflow: The inflow conditions for this wind speed bin are provided in Figure 7.6, which corresponds to
high TI. It was seen that the retrofitted case had slightly higher wind speed and turbulence intensity
levels. However, the wind speed difference is around only 0.5m/s, within the bin width, and turbulence
intensity levels around 2%. However, in this wind speed bin, upon checking the Pel and RPM and
blade pitch angle, it was found that the step 6 mentioned in subsection 5.3.1 was indeed necessary.
For one of the samples, the Pel was found to be 15% more in the retrofitted case (which seems unlikely
to be attributed to the addition of Gurney flaps) and the blade pitch was found to be 30% more in
the retrofitted case. This is shown in Figure B.6. The rotor speed can be seen to stay almost constant
around rated speed despite the lower than rated wind speeds; which is reflected in the difference of
power from the expected value at this wind speed. The effect of pitch on the wake recovery was
discussed in section 3.1 and section 3.3. This outlier was filtered out and the post-processing was
redone. While this does not affect the validity of the results shown, it is stated here to realise the
importance of the data- binning approach and subsequent checks.
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Figure 7.6: Inflow profile (8m/s < U∞,hub < 9m/s)

Hub height contour: Here it should be noted that the number of scans in the retrofitted case is
19, that is, 19 scans in the relevant bins were averaged to make this contour while in baseline case
there were 96 scans. As mentioned in Figure 5.10, one scan corresponds to about 3 minutes and
thus every ten minute interval, 3 samples of wind speed. In the contours in Figure 7.7 there is not a
very sharp indication of the difference in the wind speeds, a thinner wake (after 3D downstream) for
the retrofitted case is seen, but it unclear whether it can be attributed to the addition of segmented
Gurney flaps; because this observation is not consistent in all wind speed bins. The discussion will be
aided by the axial and vertical profiles shown next.

(a) WO GF High TI (b) W GF High TI

Figure 7.7: Wake visualisation (8m/s < U∞,hub < 9m/s)
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Axial profiles: The normalised deficit profiles indicate a faster recovery in the retrofitted case at the
different altitudes, shown in Figure 7.8. In this wind speed bin there were not adequate samples to
provide wake visualisation at other than high TI bins. The peaks for the deficit appear around 1D
downstream after which both cases show recovery.
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(a) Below hub height
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(b) Above hub height
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Figure 7.8: Axial wake profile (Normalised with U∞ at the respective
altitudes)(8m/s < U∞,hub < 9m/s)

66



Vertical profiles: Here it is interesting to see a clear increase in wind speed at every downstream
distance. Once again, the double Gaussian wake profile can be observed generally. It can also be seen
that upto 1D downstream, the wake profile of the baseline case and retrofitted case are quite similar
with the retrofitted having increased wind speed throughout. The steep slope in the wind speed is
also evident 1D downstream, for the retrofitted case, which was also seen for the 6−7m/s wind speed
bin. After that, the wake profiles are different but clearly increased wind speed upto 5D downstream.
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Figure 7.9: Vertical profile (8m/s < U∞,hub < 9m/s)
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7.1.3 10m/s < U∞,hub < 11m/s

Inflow: The inflow conditions for this wind speed bin are provided in Figure 7.10, which correspond
to high TI. The wind speed and turbulence difference are within the bin width for both the cases,
but a slightly higher value of turbulence is evident for the retrofitted case. Upon checking the Pel,
RPM and blade pitch, 6% increased power production was obtained for the retrofitted case, partly
attributed to the slightly higher wind speed and mainly attributed to the Gurney flaps. This power
increase could possibly have a negative effect on retrofitted case wake recovery, because the wind
turbine extracted more energy from the incoming wind.
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Figure 7.10: Inflow profile (10m/s < U∞,hub < 11m/s)

Hub height contour: Here, it is important to note the longer wake (low wind speed regions through-
out the scan up to ≈ 5D downstream), particularly for the baseline case. This is mainly due to the low
tip speed ratio at this wind speed; the exact numbers are not mentioned in regards to confidentiality.
The effect of tip speed ratio on the wake was discussed in subsection 2.2.2. In the previous low wind
speed wake visualisations, such a long wake was not evident from the hub height contours. Thus, as
per expectations, the effect of Gurney flaps should indeed be more pronounced in this wind speed
which is also evident from the axial and vertical profiles shown next.

(a) WO GF High TI (b) W GF High TI

Figure 7.11: Wake visualisation at high turbulence intensity (10m/s < U∞,hub < 11m/s)
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Axial profiles: The normalised deficit profiles are shown in Figure 7.12. A consistent decrease in
wind speed deficit is seen at all 3 heights. A higher standard error is observed for the retrofitted case
which is due to the less number of scans available. The retrofitted case had only 6 scans averaged as
shown in Figure 7.11b.
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(a) Below hub height
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(b) Above hub height
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Figure 7.12: Axial wake profile (Normalised with U∞ at the respective altitudes)
(10m/s < U∞,hub < 11m/s)
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Vertical profiles: The Gurney flaps are proving to be effective in wake recovery at all downstream
distances. This wind speed bin appears to be the most important in terms of the effect of Gurney
flaps, so it was tested in simulations as well (section 8.1).
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Figure 7.13: Vertical profile (10m/s < U∞,hub < 11m/s)

Some more general discussion on the field tests’ wake study is provided next. Following that, the
performance analysis of the retrofitted wind turbine configuration is discussed.
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7.1.4 Overall Observations
Overall the field tests provided a lot of insights to the wind turbine wake. The thorough binning
procedure coupled with subsequent checks to the data sets analysed was used to ensure an unbiased
comparison as best as possible. To account for the changing wind shear and turbulence intensities
within the bin averaged data, the lower wind speed bins had the retrofitted case compared with
baseline case of two TI bins. The results indicate consistently observed faster wake recovery in the
retrofitted configuration (generally at all downstream distances), with a higher standard error because
of the shorter testing time.

The typical double Gaussian and single Gaussian wake profiles were observed in the field tests’ wake
study. The faster wake recovery with increasing turbulence was observed, as also stipulated in [164,
162]. The velocity deficit profiles were in line with previous studies as indicated in the start of this
chapter. Particularly in [160] it was found that the observations indicate an initial velocity deficit of
50% − 60% immediately behind the turbine, which gradually declines to 15% − 25% at a downwind
distance of 6.5D. This is also observed in the field measurements in this study. The increase velocity
deficit in close proximity to the rotor (observed throughout, but, for example, in Figure 7.12) is ex-
pected because of the relaxation of radial and stream-wise pressure gradients. This appears roughly
upto 1D downstream, as also seen in [166, 167]. Highest deficits were observed for lower wind speed
cases which are related to the variation in the turbine thrust coefficient [168].

With the increase in wind speeds the effect of Gurney flaps was expected to be higher, owing to
the more stable baseline wake, in line with subsection 2.2.2. This was found to be the case during
the field tests as well, with a certain compromise on the number of scans available. Furthermore,
it is interesting to note that, at times, up to 2D downstream, the wake profile was very similar in
both cases (for example, Figure 7.9) with increased wind speeds for the retrofitted case. Overall, the
effect of Gurney flaps was clearly observed with the field tests, but with higher than baseline standard
errors. The 0.5D − 2D downstream region also showed increased wake recovery, in line with subsub-
section 3.4.1.2, suggesting indeed the interaction of additional vortices shed from the edges of each
Gurney flap along with an increase in turbulence in the wake. In some wind speed bins, the retrofitted
case was found to be performing better in terms of wake recovery also in comparison to the baseline
case with higher TI bins, which indicates this increase in turbulence upon addition of the segmented
Gurney flaps. However, this added turbulence could not be quantified in the field tests; there are
recommendations in regards to this, listed in section 9.2. Lastly, since only 1 scanning LiDAR was
utilised, the increase in tangential components (as found in literature) could not be reliably measured.
The next section discusses the performance analysis by the field measurements.
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7.2 Aerodynamic and Structural Performance Analysis
In the previous section, the effect of segmented Gurney flaps on the wind turbine wake was discussed.
In this section, performance parameters are discussed to investigate the effect of segmented Gurney
flaps on the retrofitted wind turbine. As mentioned in the start of this chapter, the duration of the
data-set for the retro-fitted wind turbine with Gurney flaps is shorter than the one for the baseline
wind turbine. Thus, it should be noted that certain differences in the result analysis can be present
due to poor averaging of the sample points, which usually is reflected in the standard errors indicated.
The performance analysis results discussed in this chapter correspond to the following data sets:

1. 1 September, 2022 to 23 January, 2023, for wind turbine without Gurney flaps.

(a) Corresponding to 144 days of data.

2. 24 January, 2023 to 14 February, 2023, for the retro-fitted wind turbine with Gurney flaps.

(a) Corresponding to 23 days of data.

The resulting statistics for the samples which fulfill the requirements listed in subsection 5.3.2 are
discussed here. The plots are made with the x − axis points lying on the bin centre. The ticks on
the axes are not shown in regards to confidentiality. Firstly, the power coefficient, Cp was assessed,
as follows from the equation:
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Figure 7.14: Power coefficient comparison

As expected from the increase in lift coefficient because of Gurney flaps, the increase in torque leads to
increased power production up to rated wind speed. Above rated wind speed, generally speaking, the
controller will pitch the blade more to curtail power, so it is not included in the comparison. The plot
of power coefficient with standard error is not shown because of confidentiality. Instead, the standard
error of the retrofitted case, as a percentage of the value of Cp is plotted. At the first 2 wind speed
bins, a very high standard error is seen in the retrofitted case. So, the decrease in Cp in Figure 7.14
may not be fully representative of the effect of segmented Gurney flaps. Furthermore, it is clear that
the standard error is very high to make conclusive arguments about the Cp increase. Next, the blade
flap-wise bending moment was compared as shown below:
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Figure 7.15: Blade flap-wise bending moment comparison

Once again in line with increased rotor torque expectations, a general increase in blade flapwise
bending moment is observed. The decrease in flapwise bending moment observed in the 7− 8m/s bin
was checked for and it was found that the samples available for the retrofitted case had an average
wind speed lower by 0.4m/s from the baseline. The very high standard error for the 5m/s − 6m/s
bin also gets reflected in the very high change in tower fore aft bending moment shown below:
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Figure 7.16: Tower Fore-aft bending moment comparison

This wind speed bin data was checked and the reason behind the anomaly seen in the above 2 plots
was found to be attributed to different distributions of the pitch and rotor speed values. This coupled
with less samples, lead to some outliers being not averaged adequately. As indicated on the plot, the
flapwise bending moment signal (and tower fore aft bending moment) for retrofitted configuration
had only 8 (and 39) samples while the baseline configuration had 257 (and 268) samples. Similar
observation was seen for the higher standard error in the 8m/s− 9m/s bin in Figure 7.15. Because of
such anomalies, the limited data for the performance analysis does not allow for conclusive arguments
for the observed differences and the trend. To tackle this issue, there is extension of the performance
analysis by means of simulations. The next chapter discusses the results of simulations.
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NREL OLAF was used for the wake analysis and DBEMT (BEM for dynamic inflow conditions) on
NREL OpenFAST with the Delft research controller ([150]) was used for the aerodynamic and struc-
tural performance analysis. The set up and validation of the simulation environment was explained in
chapter 6. In this chapter, the wake and performance analysis results in the simulation environment
are discussed in the respective sections.

8.1 Wake Analysis in Steady and Uniform Inflow Conditions
One of the main motivation behind utilising segmented Gurney flaps was to alter the lift distribution
along the blade. This was to get the spatial variation in the circulation. In Figure 5.5 and Figure 5.6b
the positioning of the Gurney flaps on the wind turbine blade was discussed. With the use of these
segmented Gurney flaps, the spatial variation is enhanced because of the significant increase in the
lift coefficient in comparison to the neighbouring elements. This can be seen in the normal force (to
chord) variation shown in Figure 8.1 below, where ’W GF’ represents the retrofitted configuration:
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Figure 8.1: Normal force (to chord) comparison
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Figure 8.2: Circulation comparison

In the figures above, the jagged lift and circulation distribution along the blade span are illustrated.
It is also desired to not change the overall loading on the rotor blade to ensure minimal structural
downsides. The integral of the normal force (to chord) curve resulted in only about an ≈ 1% increase
for the retrofitted configuration in this inflow condition. The effect of the changing circulation is on
the shed vorticity, as evident below, where the lower plot labelled ’W GF’ represents the retrofitted
configuration:
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Figure 8.3: Wake mean vorticity visualisation at hub height 110m

Figure 8.3 illustrates the mean vorticity at hub height, the mean which was calculated for 2 full ro-
tations. Both the simulations have the same regularisation parameter and span wise spacing values.
The only difference is the change in the airfoil polar data for the retrofitted case. The effect of for-
mer is evident from the similar discrete lines of mean vorticity up to the tip region and by the same
distortion of the root vortices along the centre line. The effect of the latter becomes evident in the
tip region which involve the different airfoil polars. It is evident the the retrofitted configuration has
significant disturbances in the rotor tip region, from roughly 2.5D downstream. While for the base-
line configuration such significant disturbance is seen only after 5D downstream. This faster (earlier)
mutual interaction of the tip vortices provides validation for one of the reasons behind the faster wake
recovery by segmented Gurney flaps in the field tests, specially in farther downstream distances. The
field test results also indicate the faster wake recovery in proximity to the rotor. This could not be
validated in the simulations because the actual Gurney flap was not resolved in the simulations, and
only the airfoil polars were changed. This validation may be made possible by longer field tests or
blade resolved simulations. In line with this, recommendations are listed in section 9.2.

Apart from this visual check, the formulation presented by the authors in [169] may be used in
case of a turbulent inflow. They present a semi empirical model to predict the stable wake length of
a wind turbine wake in different inflow turbulence conditions. In [170] the constants to the model
are calibrated. They conduct simulations under turbulence intensities of 0.1%, 3% and 8.8% with the
wind turbine operating at the optimal point. However, in the free vortex simulations presented in
Figure 8.3 the inflow was steady and thus the above mentioned equation cannot be used to get the
physical representation of the tip vortex breakdown location. But it is mentioned here as it can be a
useful formulation for the interested reader.

8.2 Aerodynamic and Structural Performance Analysis in Var-
ious Inflow Conditions

In this section, the results are discussed in regards to the rotor properties. The impacts on rotor
thrust, power, flap-wise bending moment are discussed. An annual energy production estimation is
done and lastly, the results of a fatigue analysis conducted in terms of the damage equivalent load
formulation are discussed.

The rotor performance upon addition of the Gurney flaps on the blade tip will mainly be affected
by the change in lift distribution achieved (apart from 3-D boundary layer effects). This change is
affected mainly by the lift and drag characteristics in that blade region, which depends on the angle
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of attack at these positions. In Figure 5.5 and Figure 5.6b the positioning of the Gurney flaps on the
wind turbine blade was discussed. To realise the changing lift characteristics, here the mean angle of
attack comparison during the simulations with the inflow shown in Figure 6.1 was analysed. The exact
values are not shown here with regards to confidentiality. The angle of attack ranged from roughly
2 deg to 0 deg for 4 − 10m/s wind speed range and then decreasing to roughly −8 deg to −12 deg
for 24 − 25m/s wind speed range. The range of angle of attack follows for the spanwise positions
corresponding to the Gurney flap 1 to 4. A plot indicating the change in angle of attack due to the
Gurney flaps is shown below:
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Figure 8.4: Angle of attack at different wind speeds at regions near blade tip

In Figure 8.4 the WGF1 to WGF4 correspond to the angle of attack at the position of the 4 Gur-
ney flaps (Figure 5.6b); and WOGF1 and WOGF2 correspond to the positions adjacent to the first
Gurney flap. With Figure 8.4a, it can be seen that the Gurney flaps cause a reduction in the angle
of attack. This is because of the higher downwash associated with the Gurney flaps and the resulting
induced drag effect. The last position, that is, WGF4 has significant changes in the angle of attack
in comparison to the position without Gurney flap. This change can sometimes work in the direc-
tion of increasing lift while sometimes increasing drag but reducing lift. The corresponding changes
in the airfoil parameters can be visualised by the example visualisation in Figure 3.6 provided by
means of a literature study. This distinction is provided to help correspond to the required points
on the airfoil performance curves. With the literature provided it can be said that the effect of Gur-
ney flaps on lift coefficient is evident in the angle of attack range of ≈ −8 deg to ≈ 12 deg. Thus, at
very high wind speeds the effect of Gurney flaps will be evident in terms of drag but not in terms of lift.

As mentioned about the change in lift distribution, in Figure 8.1 the change in normal force (to
chord) was shown for one wind speed bin. Here a plot indicating the difference in the area under the
normal force (to chord) curve for all wind speed bins is shown:
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4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Wind speed (m/s)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

%
  D

iff
er

en
ce

 fr
om

 b
as

el
in

e

Figure 8.5: Normal force integral comparison at different wind speeds
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This clarification on the operating angle of attack for the wind turbine blade tip and the corresponding
change to the effective lift distribution on the wind turbine blade, forms the basis of the performance
results. The below figure show the rotor thrust and power comparison:
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Figure 8.6: Rotor thrust comparison
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Figure 8.7: Rotor power comparison

In Figure 8.6 the trend of increase in the rotor thrust at all wind speeds is evident. As the normal
force (to chord) is nearly an out of plane force just like the thrust force, the trend of increase in
thrust force is similar to that shown in Figure 8.5. For a wind turbine, up to rated wind speed,
the thrust force increases, after which it decreases as the wind turbine power remains constant. So
above 11m/s− 12m/s bin, the increase in thrust force is not that high from the baseline case. These
trends also follow from the effective change in the lift distribution brought about by the Gurney flaps
and the difference in angle of attack. The higher increase up to 8m/s− 9m/s is explained by the an-
gle of attack curve shown in Figure 8.4. The same behaviour is reflected in the power difference as well.

Furthermore, in regards to power difference, it is seen that the increase in power is not as high
as found in the field tests (Figure 7.14). As mentioned before, for the field tests’ retrofitted wind tur-
bine performance analysis, a broad turbulence intensity and shear exponent range was used because
of limited data availability. This leads to certain bias in the differences in the field tests’ performance
results, along with the high standard errors relative to the percentage difference in Cp, associated
with the retrofitted configuration measurements. In simulations, the same inflow conditions were used
as shown in Figure 6.1 and thus the distinction is based from the effect of Gurney flaps. So the
power comparison obtained from the simulations is used to estimate the increase in annual energy
production. From cut in to cut out wind speed range, the annual energy production (AEP) estimate
was made with the formulation shown below:

AEP = T

∫ Ucut−out

Ucut−in

Pel(U)fprob(U)dU (8.1)

In the above equation, T represents the time, for energy calculation, T = 8766 hours was used. The
Pel represents the electric power production and fprob(U) represents the probability of the wind speed
obtained from the Weibull distribution. dU represents the size of the wind speed bins, here used in
steps of 1m/s. To calculate the annual energy production, the Weibull parameters shown in Figure A.2
were used. This results in an increase in annual energy production of the retrofitted wind turbine by
roughly +0.2%. This corresponds to an increase in energy production by roughly +50 MWh.

This power increase comes at the expense of higher structural loads as will be explained below. The
figures below show the blade flapwise bending moment increase in both mean and standard deviation
statistics:
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Figure 8.8: Blade flap-wise moment comparison
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Figure 8.9: Blade flap-wise moment standard
deviation comparison

In Figure 8.8 the consistent increase in blade flapwise bending moment is clear. Once again the same
trend as expected from the angle of attack and lift distribution characteristics is seen. In Figure 8.9
a higher increase in the standard deviation of the flapwise bending moment is seen specially for the
10m/s − 12m/s wind speed range. This is because this region corresponds to the transition to the
full load region of the wind turbine. So the variations are higher, and the underlying pitch variation
was checked for. It was found to vary by 3% from the baseline in this wind speed range, which was
maximum among all other wind speed bins. Furthermore, this was the wind speed range, where the
angle of attack on the Gurney flap positions was such that the highest difference in lift coefficient was
seen.

With this discussion on some of the important parameters indicating the structural effects of the
tip Gurney flaps, it is clear that the structural loads will increase at all wind speeds for the retrofitted
wind turbine. This was also seen in the field tests (Figure 7.15 and Figure 7.16), with the concern of
limited data as mentioned previously. To assess the long term effect of this increase in structural loads
a fatigue analysis was conducted. For fatigue analysis, typically there is a choice of two methods. First
being using the S −N or the Wöhler curve to determine the dimensionless quantity of damage done
on basis of finding the number of cycles to failure at each load level. The standard S −N equation is
given by the following equation:

log(S) = log(Su)−
1

m
log(N) (8.2)

In the above equation, S is the stress of the spectrum to be analysed, Su as the ultimate stress value
corresponding to the value at N = 1, where N represents the fatigue life as number of cycles and m
is the Wöhler exponent. N is then found at each stress level and then the Palmgren-Miner rule is
utilised as damage done, D =

∑ ni

Ni
where ni comes from a method called Rainflow counting which

provides the number of cycles for each stress level and i represents the ith cycle of the stress spectrum
to be analysed. The reader is referred to [171, 172, 173, 174] for background information. It should
be noted that the equation above holds true for a zero mean stress level, that is, if the minimum
and maximum stress are equal in a stress cycle. For the wind turbine blade the GFRP (glass fiber
reinforced plastic/ polymers) material is used; and it is well known that for fiber reinforced materials
the mean stress has a significant effect on the fatigue damage. So, the corresponding corrections have
to be made to the above stated equation to accurately asses the cycles to failure. The values of the
S −N curve at different stress ratios (minimum applied stress to maximum applied stress ratio) have
to be found out. Using literature values could be found for the stress ratio (R) of R = −1 and R = 0.1.
Below a figure is provided to visualise the S −N equation at a zero mean stress level to an empirical
line derived from experimental data:
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Figure 8.10: GFRP stress- cycles to failure curve (calculated line from [175])

In the above figure, the calculated line is presented from the empirical model formulated by authors of
[175] based on the measurements from [174]. In Equation 8.2, S was calculated, Su was used as the ul-
timate stress value corresponding to the value at N = 1. The tension values were used for the stresses.

The second method also utilises, m, the Wöhler exponent; but allows for comparison of a dimen-
sional quantity which allows for a more physical understanding of the fatigue effects. The result of
this method is typically called the damage equivalent load. In this study, a fatigue assessment based
on the damage equivalent load formulation (corrected for mean stress) [176] was used with the input
of the blade flapwise bending moment spectrum. Similar method can also be found in [173]. The
following approach was used:

1. Use of flapwise bending moment spectrum (S) of 600s with ∆t = 0.005s with inflow conditions
specified in Figure 6.1.

2. Use of MATLAB functions [177] for the following:

(a) Converting this spectrum to peak and valley spectrum to be used for rainflow counting
(function ’findTurningPts’ made in line with [178]).

(b) Rainflow counting to determine the range and mean of each load cycle and the correspond-
ing count of cycles (function ’rainflow’ made in line with [179]).

3. Assessing the damage equivalent spectrum (Seq) with the following equation [176] at various
Su/Smax ratios and Wöhler exponents (m):

Sr,eq =

∑n
i=1

(
Sr,i

Su−|Sm,eq|
Su−|Sm,i|

)m
Neq


1
m

(8.3)

With this discussion, the steps for the damage equivalent load assessment are stated. An example
visualisation for the step 2a is provided in Figure 8.11. The output of step 2a was used in the Rainflow
counting function. As stated earlier, the simulations were run for 660s at ∆T = 0.005s and the output
of last 600s was used and the first 60s were assumed as transient. After step 2b, the output of Sr,i
which is the range (difference of maximum and minimum value) of the load cycle at ith cycle and Sm,i
which is the mean of the load cycle at ith cycle was available. It can be shown that the ratio of two
equivalent load ranges of two spectra is independent of Neq and Sm,eq. So the authors of [176] state
that an arbitrary choice for Neq can be made. Neq = 10e6 is used, this is also a commonly used value
for damage equivalent analysis. This value is roughly the number of 10 minute periods in a 20 year
span. They propose to use Sm,eq = 0, which is used in this analysis as well.
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Figure 8.11: Example for peak and valley representation from the bending moment spectrum

The Wöhler exponent of m = 10 and m = 12 is analysed for. Finally, for Su the authors propose to
evaluate it at different Smax

Su
ratios. When comparing the retrofitted and baseline case, it is necessary

to use the same Smax values for both cases. So the value of Smax is used which corresponds to
the maximum bending moment in the retrofitted case, different for each wind speed bin. With the
necessary details provided on the approach used, the below figures show the results of the fatigue
analysis based on damage equivalent load formulation:
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Figure 8.12: Damage equivalent load comparison

In Figure 8.12 it can be seen that the damage equivalent load for either Wöhler exponents do not differ
significantly. Focusing on Figure 8.12a the trend of comparatively higher damage equivalent load upto
10m/s is evident. As statistically evident, the higher Smax

Su
lead to higher damage equivalent loads for

the Gurney flaps because the range gets closer to the maximum value utilised which was on basis of
the maximum bending moment values in the retrofitted case. Up to ≈ 10m/s region is the partial load
region and the angle of attacks were positive, as mentioned earlier by the ranges. This corresponds to
regions on the lift coefficient curve where the lift curve slope of the airfoil with Gurney flap was more
steep than the baseline. This leads to higher variations in lift for the retrofitted case. This was also
seen in the other comparative figures provided above; as an exception to this, in Figure 8.9 there was
a higher standard deviation seen for the 10 − 12m/s, which was explained before in regards to the
transition to full load region.

The wind speed Weibull distribution was incorporated to the damage equivalent flapwise bending
moment differences discussed above. Like the AEP calculation, the Weibull parameters listed in
Figure A.2 were used. Upon incorporating the Weibull distribution, the damage equivalent flapwise
bending moment is found to increase by roughly +2% to +4%, all Smax

Su
and Wöhler exponents inclu-

sive. The former corresponds to Smax

Su
= 0.2 and m = 10 and the latter corresponds to Smax

Su
= 0.8

and m = 12.
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9.1 Conclusions
Aim: The aim of this thesis was to evaluate the use of segmented Gurney flaps on wind turbine blade
tip to enhance the wind turbine wake recovery and assess the impact on the retrofitted wind turbine
performance.

Hypothesis: The hypothesis behind the use of segmented Gurney flaps (in line with the ECN
(now TNO Wind Energy) patent [2]) was to alter the lift distribution along the blade span (at tip);
achieve a jagged lift and circulation distribution which causes additional stronger vortices shed from
the edges of Gurney flaps to perturb the stable tip vortex (stability of which depends on the ambient
turbulence and tip speed ratio of the wind turbine, among other factors). This use of segmented
Gurney flaps was hypothesised to achieve a spatial disturbance to the tip vortex. Additionally, a tem-
poral variation was hypothesised to be achieved from the inherent rotation of the wind turbine blade
which alters the inflow conditions during the rotation as the large rotor is exposed to the wind speed
and turbulence shear. Apart from these two effects, a higher drag from the Gurney flap was hypoth-
esised to potentially increase turbulence in the wake which could contribute to the faster wake mixing.

Methodology: This study incorporated field tests and simulations on a 3.8 MW research wind
turbine in the baseline configuration and retrofitted configuration with 4 Gurney flaps on each wind
turbine blade tip. The field tests were conducted in a wind farm in Netherlands. The field tests
were conduced for the wake analysis and retrofitted wind turbine performance analysis. The wake
(and performance) analysis for the baseline case had 59 (and 144) days of data while for retrofitted,
23 days (see section 9.2 for explanation behind shorter testing for retrofitted configuration). For the
wake analysis, the use of a Scanning LiDAR was made to scan the wind turbine wake up to ≈ 5.5D
downstream at different downstream distances and altitudes. The scan time was ≈ 3 minutes and
allowed for thorough wake visualisations. Data binning was done to quantify the effect on the wind
turbine wake in various bins; the main basis of which was 10 minute averaged measurement data (at
hub height) of wind direction, wind speed (shear) and turbulence intensity. Additionally, atmospheric
stability conditions at the sites were assessed to ensure similar atmospheric stability regime for the
comparison of wake. Gaussian process regression was used on the bin averaged data set to estimate the
wind speed at missing points and enhance the wind field visualisation. Different methods to retrieve
the wind speed from the LiDAR output of radial wind speed were tested. A simple method assuming
the wind direction in the wake as the inflow wind direction at hub height was found to perform the
best, in comparison to the commonly used non linear least square fit method and a slightly sophisti-
cated Maximum A Posteriori method. For the performance analysis, 10 minute averaged measurement
data was analysed within the undisturbed wind sector, different wind speed bins, a broad 0 − 15%
turbulence intensity range along with wind shear and yaw misalignment filters.

The simulations for the wind turbine wake analysis were conducted using free vortex wake modelling
technique using NREL OLAF, with steady and uniform inflow at a wind speed bin corresponding to
highest thrust of the 3.8 MW wind turbine rotor. The simulations for the wind turbine performance
analysis were conducted using dynamic blade element momentum theory (DBEM, BEM for dynamic
inflow conditions) on NREL OpenFAST from cut in to cut out wind speed using IEC −NTM inflow
conditions.

Wake analysis: The field tests’ wake analysis provided a lot of insights into the wind turbine wake in
varying atmospheric conditions. The problems associated with possibly foggy atmosphere and CNR
filtering were looked into. Positive results were obtained for the effect of segmented Gurney flaps
on the wake recovery. The results generally indicated a faster wake recovery for the retrofitted wind
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turbine wake at all downstream distances, but with higher standard errors associated with the shorter
test time. The results were most pronounced in the wind speed bin corresponding to the highest thrust
of the wind turbine; during which the tip speed ratio suggests a stable helical wake vortex structure
for the baseline wind turbine. Upon comparing the retrofitted wind turbine wake with baseline wind
turbine wake at one TI bin higher, the faster wake recovery observations in retrofitted wind turbine
wake suggest the increased turbulence in the wake causing the enhanced wake mixing upon addition
of segmented Gurney flaps.

The wind speed bin corresponding to the highest thrust, which was 10m/s − 11m/s was tested in
free vortex wake simulations. A faster (earlier by ≈ 2D) tip vortex breakdown was seen in the results
of the steady and uniform inflow free vortex wake simulations. A minimal increase in the integral of
normal force (to chord) was noted, implying only 1% increase in overall rotor loading, which suggests
that that the structural impacts on the retrofitted wind turbine are not very high.

Performance analysis: The dynamic blade element momentum theory simulations in IEC−NTM
inflow conditions revealed the operating angle of attack at the wind turbine blade tip. The angle of
attack ranges from roughly 2 deg to 0 deg for 4 − 10m/s wind speed range and then decreasing to
roughly −8 deg to −12 deg for 24− 25m/s wind speed range. The range of angle of attack follows for
the Gurney flap 1 to 4. The higher down wash associated with the Gurney flaps and the induced drag
reduces the angle of attack in comparison to the baseline airfoil. This reduction ranges from roughly
−0.5 deg to −1 deg and roughly −1.5 to −0.5 deg; in convention as mentioned above for the value of
angle of attack. The resulting integral of normal force along the blade span has a maximum increase
of only ≈ 2% from the baseline wind turbine blade, indicating that the segmented Gurney flaps used
do not significantly increase the overall blade loads.

The simulations’ performance analysis indicates an increase in AEP by +0.2%, corresponding to
+50 MWh. Field test measurements of retrofitted turbine data were associated with high standard
errors leading to bias in results, thus, were not conclusively quantified. This increased power pro-
duction comes at an expense of the structural loads. Consistent increase in blade flapwise and tower
fore aft bending moment increase was seen. The standard deviation of flapwise bending moment was
evaluated and a consistent increase from baseline was observed. This had implication on the fatigue,
which was analysed using a damage equivalent load formulation corrected for mean stress. With the
Weibull distribution of wind speed taken into account, the damage equivalent blade flapwise bending
moment is expected to increase by roughly 2% to 4%, with peaks occurring in the partial load region
of the wind turbine, associated with the operating angle of attack in this region.

9.2 Recommendations
In this section, the recommendations are listed on basis of two parameters: for future field tests,
particularly wake and future research to further add to the results of this study are listed.

Future field tests: When conducting wake analysis for a single wind turbine in field tests, it is
recommended to employ the scanning LiDAR settings such that in a 10 minute interval, 3 scans are
made. The scan settings 2 of this study have made it possible to capture the wake at various down-
stream distances and altitudes with better resolution in comparison to other settings which were used
during the measurement campaign. The results were presented only for the scan settings 2. This was
in regards to the atmospheric stability regime and also because it helped reduce the standard error in
the data set for better visualisation; and was set as the final scan for the field tests.

Secondly, based on the type of LiDAR used, it is recommended to employ different threshold for
CNR depending on the distance and altitude in the scan. This check could be done during different
whether conditions (for example, rain, snow, fog) or could be done for different back scatter coefficient
(if available) ranges.

Next, when wanting to compare the wind turbine wakes of two different configurations of a wind
turbine, the site conditions should be assessed beforehand to determine the prevalent atmospheric
stability regime. Once that is clarified, a time span of 1.5 to 2 months should be considered for each
configuration to achieve reasonable number of samples mainly for different wind speed (shear) and
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turbulence intensity bins.

Lastly, it is recommended to do a thorough check on the wind turbine performance data on the
wake data sets analysed. The analysis in this study revealed the necessity of the same, as outliers may
be present after just the standard wind speed and turbulence intensity related filtering.

Future research: In this study, positive effects on wake recovery were seen for the retrofitted con-
figuration. The impacts on the downstream wind turbine could not be assessed. The increased wind
speed in the wake were evident, but with the limited number of scans, a conclusive quantification
of this increase to the AEP increase for the downstream wind turbine was not possible. This may
be made possible by longer period of field tests (so more scans in various bins) or by the means of
simulations. Either blade resolved simulations or highly resolved (resolving each Gurney flap (and the
neighboring region) with the required ϵ value, or using an optimal ϵ value, along with the necessary
induction and wake region refinement) actuator line modelling large eddy simulations may be used in
a future study. Both these approaches, require significant computational expense, the latter being less
intensive than the former. The time step requirement for such a highly resolved actuator line study
was found to be in the order of µs and this was deemed impractical for the scope of this study.

Such highly resolved actuator line large eddy simulations may be used to evaluate the effect of the
changing (jagged) lift distribution near the blade tip, on the velocity profiles in the wake. In this the-
sis, the effect of changing lift distribution was validated by use of free vortex wake modelling, which
indeed showed an earlier wake breakdown location. The Gurney flap geometry was not resolved and
the results illustrated the effect of the different airfoil polar which was the one corresponding to the
baseline airfoil with a Gurney flap. The impacts of this jagged lift distribution on the velocity profiles
could not be tested in this study because of the artefacts of free vortex wake simulation results upon
onset of the vortex breakdown. If the results of a highly resolved actuator line modelling large eddy
simulations indicate increase in wake velocities further downstream (in accordance with the distance
of downstream wind turbine), then an alternative to the use of segmented Gurney flaps would be
possible. Future wind turbine blades can incorporate designs (with regards to practicality in terms
of manufacturing) of the tip section such that the jagged lift and circulation distribution is achieved
to achieve the vortices shed from these points along the blade span, as found in the free vortex wake
simulations in this study and the underlying concept of the ECN patent.

The field test results (the lower deficits in all downstream distances for the retrofitted configura-
tion) indicate an increased turbulence in the wake. The quantification of this seeming increase in
turbulence in the wake upon addition of segmented Gurney flaps could be a potential future research
topic. Consequently, it is necessary to assess the structural impact of the same on the downstream
wind turbine. These can be achieved by LiDAR data for the turbulence in the wake, and measurement
data for impact on the downstream wind turbine or blade resolved simulations. However, it is likely
that blade resolved simulations to assess such parameters will not be practical.

A main limitation associated with the field tests was that the testing period of retrofitted config-
uration was shorter than the baseline configuration. This was because of increase of noise from the
retrofitted wind turbine. Hence, as a precaution, the segmented Gurney flaps had to be removed ear-
lier than desired. It was proposed to deploy a different design which involved geometrical changes to
allow for a smoother design, but due to time restrictions it was not found to be feasible to incorporate
this change during the field tests. So it could not be tested in this study, and an acoustic analysis by
means of simulations was not considered in the scope of this study. Thus, to promulgate the further
use of segmented Gurney flaps for wind turbine blades, a different design which helps reduce noise
will be necessary. This need of a different design will specially be necessary for onshore wind farms
and the prevailing noise regulations.
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Appendix A

Measurement Campaign

In this chapter, the site conditions as prevalent during the measurement campaign are shown with
statistics of different parameters with 10 minute averaged data set, at hub height 110m. The wind
sector (undisturbed) is shown on the plots, the statistics are obtained by means of the ground- based
profiling LiDAR. Additionally, a filter to ensure turbulence intensity (TI) is ≤ 50% is applied.

A.1 Baseline Configuration
The figures below show the normalised values, normalised for probability. The total count of the 10
minute samples used to make these plots was 12592.

Figure A.1: Wind rose (All TI bins)
(MATLAB Code from [180, 181])

Wind speed hitogram (for 180° to 340° Wind direction)
1 September, 2022 to 23 Januray, 2023:  10 minute averaged data
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Figure A.2: Wind speed histogram (All TI
bins)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Wind speed   (WS
110m

)   (m/s)

0

5

10

15

20

25

30

35

40

45

50

T
ur

bu
le

nc
e 

ite
ns

ity
   

(T
I 11

0m
) 

  (
%

)

Turbulence intensity versus wind speed (for 180° to 340° Wind direction)
1 September, 2022 to 23 Januray, 2023:  10 minute averaged data

Figure A.3: Turbulence intensity compared
against wind speed

Turbulence intensity hitogram (for 180° to 340° Wind direction)
1 September, 2022 to 23 Januray, 2023:  10 minute averaged data
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Figure A.4: Turbulence intensity histogram
(All WS bins)
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A.2 Retrofitted Configuration
The figures below show the normalised values, normalised for probability. The total count of the 10
minute samples used to make these plots was 1810.

Figure A.5: Wind rose (All TI bins)
(MATLAB Code from [180, 181])

Wind speed hitogram (for 180° to 340° Wind direction)
24 January, 2023 to 14 February, 2023: 10 minute averaged data
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Figure A.6: Wind speed histogram (All TI
bins)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Wind speed   (WS
110m

)   (m/s)

0

5

10

15

20

25

30

35

40

45

50

T
ur

bu
le

nc
e 

ite
ns

ity
   

(T
I 11

0m
) 

  (
%

)

Turbulence intensity versus wind speed (for 180° to 340° Wind direction)
24 January, 2023 to 14 February, 2023: 10 minute averaged data

Figure A.7: Turbulence intensity compared
against wind speed

Turbulence intensity hitogram (for 180° to 340° Wind direction)
24 January, 2023 to 14 February, 2023: 10 minute averaged data
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Figure A.8: Turbulence intensity histogram
(All WS bins)
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A.3 Wind Components during both configurations
The figures below show the normalised values, normalised for probability. The total count of the 10
minute samples used to make these plots was 7588.

Wind speed (U component) hitogram (for 190° to 250° Wind direction)
1 September, 2022 to 14 February, 2023:  10 minute averaged data
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Figure A.9: U component (sign reversed)

Wind speed (V component) hitogram (for 190° to 250° Wind direction)
1 September, 2022 to 14 February, 2023:  10 minute averaged data

=5.3867
k=1.4605

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Wind speed  (WS
110m

)  (m/s)

0

0.05

0.1

0.15

P
ro

ba
bi

lit
y

Histogram
Weibull Fit

Figure A.10: V component (sign reversed)

Wind speed (W component) hitogram (for 190° to 250° Wind direction)
1 September, 2022 to 14 February, 2023:  10 minute averaged data

=0.12597

=0.33389

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

Wind speed  (WS
110m

)  (m/s)

0

0.1

0.2

0.3

0.4

0.5

0.6

P
ro

ba
bi

lit
y

Histogram
Gaussian Fit

Figure A.11: W component
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Appendix B

Results of Field tests

B.1 Fog check for 6m/s < U∞,hub < 7m/s
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Figure B.1: Potential fog check (6m/s < U∞,hub < 7m/s)
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B.2 Wake analysis for 7m/s < U∞,hub < 8m/s
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Figure B.2: Inflow profile (7m/s < U∞,hub < 8m/s)
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(b) Above hub height
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Figure B.3: Axial wake profile (Normalised with U∞ at the respective altitudes)
(7m/s < U∞,hub < 8m/s)
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(a) WO GF Low TI (b) WO GF Moderate TI

(c) W GF Low TI

Figure B.4: Wake visualisation (7m/s < U∞,hub < 8m/s)
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Figure B.5: Vertical profile (7m/s < U∞,hub < 8m/s)
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B.3 Anomaly in 8m/s < U∞,hub < 9m/s bin
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Figure B.6: Example for anomaly in data (8m/s < U∞,hub < 9m/s)
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B.4 Wake analysis for 9m/s < U∞,hub < 10m/s
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Figure B.7: Inflow profile (9m/s < U∞,hub < 10m/s)
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(b) Above hub height
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Figure B.8: Axial wake profile (Normalised with U∞ at the respective altitudes)
(9m/s < U∞,hub < 10m/s)
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(a) WO GF High TI (b) W GF High TI

Figure B.9: Wake visualisation (9m/s < U∞,hub < 10m/s)
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Figure B.10: Vertical profile
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