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Abstract

On-demand emotional support is an expensive and elusive
societal need that is exacerbated in difficult times – as wit-
nessed during the COVID-19 pandemic. Prior work in affec-
tive crowdsourcing has examined ways to overcome techni-
cal challenges for providing on-demand emotional support
to end users. This can be achieved by training crowd work-
ers to provide thoughtful and engaging on-demand emotional
support. Inspired by recent advances in conversational user
interface research, we investigate the efficacy of a conversa-
tional user interface for training workers to deliver psycho-
logical support to users in need. To this end, we conducted
a between-subjects experimental study on Prolific, wherein a
group of workers (N=200) received training on motivational
interviewing via either a conversational interface or a conven-
tional web interface. Our results indicate that training workers
in a conversational interface yields both better worker per-
formance and improves their user experience in on-demand
stress management tasks.

Introduction
Coping with stress is crucial for a healthy lifestyle. Pro-
longed and high levels of stress in humans can affect several
physiological and psychological functions (Taelman et al.
2009; Joëls et al. 2006). The recent outbreak of COVID-19
can further affect mental health of people who may fear in-
fection or infecting others, social isolation, sickness and loss
of a loved one, among other reasons (Taylor et al. 2020). Re-
cent advances in AI have led to the development of techno-
logical interventions for treating stress and anxiety (Shingle-
ton and Palfai 2016). Two potential benefits of such systems
for the users are: 1) self-disclosure can be easier as users
may have less concern for negative evaluations in the case
of a virtual agent (Lucas et al. 2014); 2) therapeutic sup-
port can be affordable and more easily available on-demand
for a wider range of people in need. Nevertheless, building
a fully autonomous virtual therapist for delivering psycho-
therapeutic solutions is a very challenging endeavor, which
requires advancing research in emotional intelligence, affect
analysis, computational psychology, and Automatic Speech
Recognition (Vogel and Morgan 2009), among other fields.

Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Crowd-powered solutions, however, can circumvent many
of the aforementioned challenges. For example, researchers
in affective crowdsourcing (Morris 2011) have already pro-
posed methods to leverage crowdsourcing to deliver posi-
tive psychological interventions to people who are stressed
(Morris and Picard 2012). Another example is Panoply
(Morris, Schueller, and Picard 2015), a crowd-powered sys-
tem that leverages the crowds’ wisdom to provide on-
demand emotional support to people. Nevertheless, affec-
tive crowdsourcing brings about another challenge – that of
training workers who have little to no domain knowledge,
for delivering on-demand therapeutic support.

Existing training methods in crowdsourcing primarily fo-
cus on teaching workers how to solve prevalent microtasks
such as complex web search (Doroudi et al. 2016), writ-
ing consumer reviews (Dow et al. 2012), information find-
ing (Gadiraju and Dietze 2017), and sentiment analysis tasks
(Gadiraju, Fetahu, and Kawase 2015). A notable effort to
train workers in the domain of affective crowdsourcing, is a
short training method to teach workers only two aspects: ex-
pressing empathy and recognizing distortions in input stres-
sors (Morris 2015). How can one train a non-expert worker
to deliver positive psychological support? Such training is
challenging since it requires a plethora of skills ranging from
understanding a person’s thoughts and feelings to deciding
what actions to undertake based on specific problems.

We investigate how to train workers to solve therapeu-
tic tasks with the help of a conversational interface guided
by a chatbot. Chatbots are attracting considerable interest
due to their ability to interact with humans in a natural
way (Moore et al. 2017). Recently, researchers have inves-
tigated the suitability of conversational interfaces for micro-
task crowdsourcing (Mavridis et al. 2019) and have shown
that they can enhance worker engagement during microtask
execution (Qiu, Gadiraju, and Bozzon 2020b). In the health-
care sector, studies have shown that chatbots can effectively
deliver psycho-education and can treat mental illnesses (El-
masri and Maeder 2016; Fitzpatrick, Darcy, and Vierhile
2017). As of yet, the efficacy of chatbots in training workers
for complex therapeutic tasks has not been explored. We aim
to investigate the effectiveness of a rule-based chatbot for
training workers to deliver emotional support. To this end,

3



we built Trainbot, a conversational interface that leverages
Motivational Interviewing (MI) theory, which is a power-
ful counseling approach for treating anxiety, depression, and
other mental problems (Miller and Rollnick 2012).

To study the efficacy of conversational interfaces for
crowd training, we conducted a between-subjects experi-
ment on the Prolific crowdsourcing platform. One group
of workers (N=100) was trained through a conversational
interface (hereafter: Trainbot), whereas the other group
(N=100) through a conventional web interface. Both train-
ing workflows were identically designed based on MI. The
training objective was to prepare workers for coaching a per-
son experiencing stress. It is important to note that we taught
MI principles to workers in both Trainbot (treatment group)
and simple web interface (control group) and did not treat
MI as an experimental parameter. Instead, we wanted to ex-
plore the efficacy of a conversational interface for training
and deploying non-expert crowd workers for providing emo-
tional support to people in need.

Following the training, we tasked workers with exercis-
ing their newly acquired skills with a virtual stressed person
in need of support. This virtual person was implemented as
a chatbot, which we based on an actual dialogue related to
stress management between a user and a robot from prior
work (Abbas et al. 2020). We assessed the efficacy of the
training by measuring (i) workers’ self-efficacy scores be-
fore and after the training task; (ii) workers’ self-reported
scores on enjoyment and stress after the training task; (iii)
the number of retakes/attempts to complete quizzes during
the training task; (iv) the average number of words used and
time spent in answering open-ended questions both during
the training and the actual task; (v) two professional clinical
psychologists, independently rating the resulting dialogues
that workers had with the stressed user, assesssing the work-
ers’ effectiveness as coaches for stress management.

We found that workers in the Trainbot group: 1) felt less
pressure, retook fewer quizzes, wrote more words and spent
more time than the control group; 2) provided psychological
interventions that were rated consistently higher by psychol-
ogists than the control group; 3) felt a higher self-efficacy in
helping deal with stress management after the training task.

Background and Related Work

Motivational Interviewing

Motivational Interviewing (MI) is defined as “a collabora-
tive conversation style for strengthening a person’s own mo-
tivation and commitment to change” (Miller and Rollnick
2012). MI is a powerful counseling approach, which was
originally introduced for treating drug addiction and sub-
stance abuse (Rollnick and Miller 1995). Nevertheless, re-
cent studies have shown that MI is also effective in treat-
ing anxiety, depression, and other mental problems (Westra,
Aviram, and Doell 2011). MI uses four fundamental pro-
cesses to help a therapist support a patient: engaging, fo-
cusing, evoking and planning (Miller and Rollnick 2012).
In engaging, the therapist builds rapport with patients and
tries to understand what is going on in their life. In focusing,
the therapist asks patients to detail their problems, possibly

having them identify an inner struggle. In evoking, the ther-
apist explores the main reasons for the change. In planning,
the therapist helps the patient in coming up with their own
ideas or action plans for change. In the past, researchers have
developed automated systems for health behavior change
based on MI techniques (Shingleton and Palfai 2016). In this
paper, we explore how a conversational interface can be used
to train crowd workers to perform motivational interviewing
as stress management coaches.

Affective Crowdsourcing

Within the scope of affective crowdsourcing, collective in-
telligence has been invoked to deliver complex therapeu-
tic tasks on demand (Morris 2011). For instance, Student
Spill1 and Emotional Bag Check2 are two emotional sup-
port tools that rely on a cohort of trained volunteers to give
therapeutic support to students and others. Panoply (Morris,
Schueller, and Picard 2015) is a crowd-powered system that
leverages crowdsourcing to provide on-demand emotional
support. When compared to an online expressive writing
group who did not receive support from the crowd, users
of Panoply showed higher levels of engagement (Morris,
Schueller, and Picard 2015). Similarly, researchers have de-
veloped several peer-to-peer online emotional support tools
for mental health problems (see review (Ali et al. 2015)).

Panoply employed the cognitive reappraisal technique for
training, which involves reframing the meaning of a dis-
torted thought or situation such as irrational or mal-adaptive
thoughts (e.g., “I will never pass this exam”). Workers were
trained to show empathy, recognize distortions in the input
stressors and reframe the distortions. On the contrary, we
employed a holistic approach based on MI to train workers
for administering an entire therapeutic session -starting from
greeting to wrapping up the discussion.

Single Session Therapy

This work also resonates with single session therapy (SST),
where each session is treated as the only self-contained ses-
sion (Bloom 2001). SST is based on the fact that in the ma-
jority of cases, a single session of therapy can lead to an
overall improvement in the clients (Rosenbaum, Hoyt, and
Talmon 1990). As follow up steps, clients are urged to ad-
here to the positive interventions discussed in the session
based on their strengths. STT has been successfully em-
ployed to treat mental health problems in children and ado-
lescents (Perkins 2006) and has also helped to significantly
lower alcohol use among heavy drinking college students
(Samson and Tanner-Smith 2015).

Training and Learning in Crowdsourcing

Researchers have developed several training methods to en-
hance the performance of unskilled workers for a variety
of microtasks. (Gadiraju, Fetahu, and Kawase 2015) ex-
ploited the notion of implicit and explicit training in four
well-known microtasks on the CrowdFlower platform. In
implicit training, workers were only prompted for training

1http://www.badgerspill.com/
2https://emotionalbaggagecheck.com/
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Figure 1: (A) Trainbot’s interface: after explaining a topic, Trainbot corroborates about the clarity of a topic from workers
and provides them with elaborate explanations where required based on the dialogue; (B) In the conventional web interface,
elaborate explanations are an integral feature of the general topic descriptions.

when they produced flawed output. Whereas in the explicit
training, workers completed a training phase before execut-
ing the actual tasks. Overall, both forms of training helped
workers to improve their performance and aided in the re-
moval of unreliable workers. In another study, researchers
compared different training techniques on a complex web-
search task. They showed that providing expert examples
and asking workers to validate the contributions of peer
workers are effective forms of training (Doroudi et al. 2016).
(Dow et al. 2012) investigated self-assessment and external
assessment for a content creation task on MTurk. In self-
assessment, workers reviewed and edited their own work,
while in external assessment, workers received expert feed-
back on their work. Both forms of assessments led to im-
provements in work quality. Other approaches to training
include interactive tutorials (Dontcheva et al. 2014) and
priming techniques (Morris, Dontcheva, and Gerber 2012;
Gadiraju and Dietze 2017). However, the potential of CUIs
for training crowd workers to deliver positive psychological
interventions has remained unexplored.

Crowd-Powered Conversational Interfaces

Crowd-powered conversational assistants have been devel-
oped to support a variety of tasks. For instance, Chorus
(Lasecki et al. 2013) is a text-based chatbot that assists end-
users with information retrieval tasks by conversing with a
synchronous group of workers. To automate conversation,
Evorus (Huang, Chang, and Bigham 2018) builds on Cho-
rus and employs both machine learning and human compu-
tation thus enabling a group of crowd workers to collaborate
with chatbots. More recently, (Mavridis et al. 2019) investi-
gated the suitability of conversational interfaces for micro-
task crowdsourcing. They showed that crowd workers per-
form microtasks more effectively when they interact with a
text-based chatbot, compared to the traditional web interface
in a variety of typical microtasks (e.g., sentiment analysis,
image labeling). It was found that crowd workers exhibited
an overall satisfaction while working with the chatbot, and
the results produced were of a better quality compared to
the web interface (Mavridis et al. 2019). Others studied the
impact of different conversational styles employed in a text-

based conversational agent on the worker performance and
engagement, and proposed models to estimate the conversa-
tional styles of workers (Qiu, Gadiraju, and Bozzon 2020a;
2020b). Results indicated that conversational agents with
different conversational styles did not impact the output
quality, but they had positive effects on worker engagement
and worker retention.

Building upon the work of (Mavridis et al. 2019), we stud-
ied the extent to which a text-based conversational interface
(CUI) can support workers’ training, to prepare them for ad-
ministering therapeutic tasks.

Method

Our aim was to determine whether a text-based conversa-
tional interface is more effective and better perceived when
compared to a conventional, text-based web interface to train
workers on MI for stress management tasks. Thus, we devel-
oped two systems, 1) a web interface (control condition), in
which we simply detailed MI-based instructions in a conven-
tional way; 2) a conversational interface (Fig.3.a, b), which
delivers the same instructions in a conversational style. To
safeguard the validity of the comparison, the instructions in
both modalities were the same. We developed a rule-based
conversational interface, Trainbot, based on chat-bubble3

and Flask. Trainbot also displays a progress bar to inform
workers on their progress and the bonuses earned.

Workflow of Trainbot

1. After a worker initiates the training, Trainbot greets the
worker and briefly describes the training structure. We
structured Trainbot based on the following MI topics: 1)
greeting and opening the conversation; 2) reflective lis-
tening; 3) showing empathy; 4) asking open questions; 5)
affirming the user’s strengths/coping skills; 6) wrapping-
up the conversation (by encouraging the stressed user to
practice some interventions).

2. Next, Trainbot sequentially trains workers on these top-
ics. During the training, Trainbot periodically prompts

3https://github.com/dmitrizzle/chat-bubble
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Figure 2: Stages involved in the procedure.

Figure 3: Examples of (a) Trainbot prompting the worker to answer an open-ended question; (b) Trainbot showing a quiz to
worker; Test Task interface: on the top, a user query is shown, then a worker can reply by clicking the dark gray bubble. After
the worker has replied, a robot’s (crowd-powered) response based on a past dialogue is shown.

workers to answer open-ended questions (7 in total; see
Fig. 3.a). The purpose of these questions was twofold –
to keep workers attentive during training, and to assess
workers’ engagement with the training by analyzing their
responses and the time they would devote to answering
those questions.

3. After training workers on a specific topic, Trainbot con-
firms by asking “did you understand the topic?” and if
a worker answers in the negative, Trainbot provides an
elaborate explanation with more examples. In the web
interface condition, the elaborate explanations are seam-
lessly included in the topic’s descriptions (see Fig. 1). In
other words, both interfaces include ‘elaborate explana-
tions’ to make sure that the workers learn about the topic.

4. At the end of a topic, Trainbot presents workers with
short quizzes to solve (5 in total; see Fig. 3.b). Each quiz
contains one question. Upon answering a question cor-
rectly, Trainbot continues to a new topic. To ensure that
workers fully grasp the concepts of MI and understand
the instructions, we only allow them to move forward
when they complete a quiz correctly. If they fail to an-
swer a question, Trainbot presents them with two options
– to either retake the quiz or read the instructions again.
The reader can directly experience interaction with the
Trainbot. 4

Conventional Web Interface

The conventional web interface was designed following the
progressive disclosure pattern (Nielsen 2006). The instruc-
tions could be provided on a single HTML page, but we pur-
posely decompose instructions in several HTML pages to re-
duce the cognitive load of workers. Each web page pertained
to a single topic followed by a new page containing a corre-
sponding quiz. We progressively showed more instructions
as the workers proceeded by simply displaying sections of
the webpage that were previously hidden.

4https://trainbot1.herokuapp.com/training

Participants

We recruited 200 workers (100 for each condition) from the
Prolific.ac crowdsourcing platform. We restricted the exper-
iment to only US and UK workers since our task required
proficiency in English. We dropped one worker from each
condition due to missing data, resulting in a total of 198
workers. Out of 198 unique workers, 60% were female, 39%
were male, and 1% did not disclose their gender. 82.5% of
the workers were from the UK and the rest were from USA.
Their average age was 33.6 years old (SD=11.73). Each
worker was paid £3.15 fixed amount (£7.56/h). At the time
of writing this paper, this hourly wage was categorized as
“good” by Prolific’s calculator for both US and UK partic-
ipants. Workers who participated in one condition were not
allowed to participate in the other condition using Prolific’s
built-in screening feature.

Figure 4: Conversational flow of the test task. The grey-
colored rectangles show the actual dialogue between a user
and a robot from a prior study in stress management.
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Procedure & Measures

Fig. 2 shows the stages involved in the procedure. In this
section, we will briefly explain each stage.

(1) Helping Self-Efficacy (Pre-Task) Workers who ac-
cepted the task were first asked to fill out the self-efficacy
questionnaire regarding their ability to chat with a stressed
person. For that reason we used the Session Management
subscale (Lent, Hill, and Hoffman 2003). This scale was pre-
viously employed to measure the basic helping skills of stu-
dent helpers who were not trained counselors (Lannin et al.
2019) but had basic communications skills and knowledge
to respond to a student’s immediate concerns. It consists of
10 items in which we asked crowd workers to rate their con-
fidence to perform specific tasks (e.g. “Help your client to
explore his or her thoughts, feelings, and actions.”; 0 = no
confidence, 9 = complete confidence). The questionnaire had
a high level of internal consistency (Cronbach’s α = .975).
The overall helping self-efficacy score was computed by av-
eraging the scores for the 10 items.

(2) Training Task Next, workers were either redirected to
the Trainbot condition or the control condition where they
engaged with actual training. The performance in the train-
ing was compared between the two groups by calculating the
average number of words they composed and the total time
they spent (in seconds) in answering open-ended questions.
Additionally, we compared the average number of quiz re-
takes in both conditions.

(3) Enjoyment/Pressure Scales Soon after the training,
workers were asked to fill out the Intrinsic Motivation Inven-
tory (IMI) survey (McAuley, Duncan, and Tammen 1989;
Ryan 1982), which measures the participants’ subjective ex-
perience related to a target activity. We administered two
subscales from the IMI scale: 1) Interest/Enjoyment sub-
scale: It consists of 7 items, which measure the intrinsic mo-
tivation of performing the activity on a 7-point scale (e.g. “I
enjoyed doing this activity very much”; 1= not at all true,
7= very true); 2) Pressure/Tension: It consists of 5 items,
which measure how much pressure and tension participants
felt while doing an activity (e.g. “I felt very tense while do-
ing this activity”; 1= not at all true, 7= very true).

(4) Helping Self-Efficacy (Post-Task) Subsequently,
workers were asked to assess their skills using the self-
efficacy scale. We sought to find whether their confidence
in their helping skills improved after the training.

User:“I moved from Belgium to the
Netherlands 3 months ago to do a
minor in Industrial design so it’s
totally a new city ...”
Coach:“Are there any language
barriers you have to deal with?”
User:“Not really because in Belgium
we speak Flounderish and in Holland,
they speak Dutch and it’s the same
language.”

(5) Test Task Workers were then redirected to the test task.
The goal of the test task was to evaluate how effective the
training was in each modality. We chose a real dialogue from
a prior study (Abbas et al. 2020) between a user and a robot
related to stress management (the robot utterances were ac-
tually written by crowd workers who were teleoperating the
robot). The chosen dialogue was simulated by a chatbot. We
asked workers in the task to respond to the utterances based
on the skills they learned in their training. We implemented
the following sequence in the simulated chatbot (Fig. 3.c &
Fig. 4): 1) First, the chatbot displays the stressed user’s utter-
ance to workers; 2) The chatbot then requests the workers to
respond to the user’s utterance based on their acquired skills;
3) After that, the response of the robot from the actual dia-
logue is shown to let the workers know about the context
of the conversation (workers were informed that robot’s ut-
terances were powered by workers and they were not gen-
erated by the robot itself). We showed the response of the
robot (acting as a life coach) to prevent confusion about the
stressed user’s transition from one topic (moving to a new
city) to the next (language barrier). The chatbot then repeats
these three steps until all the user’ utterances from the orig-
inal dialogue have been shown (Fig 4). Note that we did not
receive any criticism from workers in our task about reveal-
ing that the robot was a worker in a pre-selected dialogue.

We recruited two clinical psychologists on Upwork.com,
experienced in life coaching skills, to evaluate the workers’
performance. We paid $80 to each expert. They evaluated
the performance of workers on a 7-point scale (1: totally
disagree, 7: totally agree) based on the following items:

� The worker’s responses show sympathy to the
user’s situation.

� The worker’s open questions help to explore the
user’s inner struggle.

� The worker’s responses reflect and validate the
user’s statements.

� The worker’s proposed solutions are genuine and
based on user’s strengths and coping skills.

� Please rate the overall performance of workers as
a coach for stress management (1: highly unpro-
fessional to 7: highly professional)

For evaluation, we randomly sampled 18 cases from each
condition based on an effect size of 0.5 and power of 0.8
(calculated with GPower). However, we discarded one case
from each condition due to a duplicate entry, resulting in
17 cases for each condition. As an additional measure, we
also calculated the average number of words composed by
workers and the average amount of time spent in responding
to the stressed user’s utterances.

Results

Helping Self-Efficacy (Pre/Post Task)

A two-way analysis of variance (ANOVA) was conducted
to study the combined influence of interventions (Trainbot
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versus control) and time (pre-training versus post-training)
on helping self-efficacy (HSE). As shown in Figure 5, the
main effect of time on HSE was significant, F (1, 392) =
57.68, p < .001, Trainbot (pre: (M=5.61, SD=1.77), post:
(M=7.10, SD=1.36)), control (pre: (M=5.65, SD=1.83),
post: (M=6.71, SD=1.67)). We did not find the main effect
of interventions on HSE, F (1, 392) = 1.12, p = .29. We
also did not find the interaction effect (interventions x time)
on the HSE scores, F (1, 392) = 1.64, p = .20. This shows
that both forms of modalities help to significantly improve
the workers’ confidence about their helping skills.

Figure 5: A significant difference between Pre- (helping
skills before commencing the training) and Post- (after ac-
complishing the training) helping self-efficacy (HSE) was
observed in both MI-based interventions

Next, we determine the difference in the post-HSE (self-
efficacy score after the training task) among the two con-
ditions using independent samples T-test. The post-HSE
score corresponding to the Trainbot condition was slightly
higher than the control condition. Nevertheless, this dif-
ference was not statistically significant, Trainbot (post):
(M=7.10, SD=1.36), Control (post): (M=6.71, SD=1.67);
t(196) = 1.806, p = .072.

Figure 6: Workers in the CI condition felt less pressure than
the control. Workers in the CI condition felt more enjoyment
in performing the task than the control condition (although
not statistically significant difference).

Figure 7: The workers in the Trainbot condition significantly
took less retakes than the control group during the training.

Enjoyment/Pressure

The workers’ self-reported Pressure/Tension scores showed
that workers in the Trainbot condition felt significantly less
pressured and tense than the control condition: Trainbot
(M=2.35, SD=1.15), control (M=2.87, SD=1.31), t(196) =
−3.018, p = .003 (Fig. 6).

Regarding the enjoyment scores, workers in the Trainbot
condition felt more enjoyment in performing training task
than the control group, though this difference was not sta-
tistically significant; Trainbot: (M=5.40, SD=1.17), control
(M=5.14, SD=1.24), t(196) = 1.50, p = .135 (Fig. 6).

Workers’ Performance in the Training Task

Importantly, the workers in the Trainbot condition took sig-
nificantly fewer retakes than the control group; Trainbot
(M=1.46, SD=1.70), control (M=3.16, SD=3.181), t(151) =
−4.668, p < .001 (see Fig. 7).

The average number of words did not differ among
the two groups; Trainbot (M=13.39, SD=4.03), Control
(M=13.87, SD=6.21), t(168.1) = −.650, p = .517. We
also did not find a significant difference in the average
time they spent; Trainbot (M=103.17, SD=234.38), Control
(M=59.70, SD=100.35), t(132.8) = 1.696, p = .092.

Workers’ Performance in the Testing Task

As we stated in the method section, we asked two profes-
sional psychologists to assess how effectively the crowd was
able to provide positive psychological interventions to the
user in the testing task. As shown in Table 1, we did not
find any significant difference in the mean scores for all
dimensions (sympathy, open questions, reflective listening,
proposing solutions, overall rating). Nevertheless, the psy-
chological interventions provided by workers in the Train-
bot condition were rated consistently higher than the control
condition across all dimensions. Table 2 presents some ex-
amples of positive psychological interventions provided by
workers in the testing task from both groups.

A fair level of agreement was found between two raters
according to Cicchetti (Cicchetti 1994) (ratings between
0.40 and 0.59 are considered fair). The average measure
ICC was .49 with a 95% confidence interval from .335 to
.611 (F (215, 215) = 1.965, p < .001). We also found a
positive moderate correlation between two raters (r= .335,
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Table 1: T-test results including mean and standard devia-
tion values of the two groups. SYM: sympathy, OQ: open
questions, RL: reflective listening, PS: providing solutions

Trainbot Control T-test and Effect size (d)

SYM 5.63± .910 5.38± .857 t(32) = .824, p = .41, d = 0.28
OQ 5.10± 1.01 4.88± 1.07 t(32) = .618, p = .54, d = 0.21
RL 5.06± 1.07 4.74± 1.13 t(32) = .854, p = .39, d = 0.29
PS 4.82± 1.01 4.73± .850 t(32) = .275, p = .78, d = 0.09

Overall 5.01± .994 4.85± .996 t(32) = .474, p = .63, d = 0.16

p < .001). We observed little variance across workers in the
evaluation by clinical psychologists. Additionally, the per-
formance of workers in the evaluation task was also com-
pared among the two conditions by calculating the aver-
age number of words and total time they spent (in sec-
onds) in answering open-ended questions. Though insignif-
icant, the workers in the Trainbot condition wrote more
words (Trainbot (M=16.91, SD=6.24), Control (M=16.44,
SD=7.28), t(196) = .484, p = .629) and spent more time
than its counterpart (Trainbot (M=77.18, SD=137.7), Con-
trol (M=62.52, SD=99.86), t(196) = .858, p = .392).

Discussion

In this paper, we studied the efficacy of a conversational in-
terface (CUI) to train crowd workers for therapeutic tasks.
Our results indicate that both forms of interventions resulted
in improved post self-efficacy scores. Additionally, workers
in the Trainbot condition showed better performance with
respect to intrinsic motivation and behavioural measures.
In a follow-up evaluation task, professional psychologists
rated the performance of workers based on MI, with slightly
higher ratings for the treatment group across all dimensions.

Training Systems for Therapeutic Tasks Rely on
MI as a Guiding Framework

A significant difference between the pre- and post HSE
scores indicates that training crowd workers based on the
theoretical framework of MI improved their self-efficacy
about their counselling skills regardless of which inter-
face they used. Prior research in educational psychology
has shown that self-efficacy is a useful tool for accurately
predicting motivation and learning outcomes (Zimmerman,
Bandura, and Martinez-Pons 1992). We recommend that fu-
ture crowd training systems for therapeutic tasks should be
designed by using MI as the guiding framework.

However, we did not observe significant differences in the
post-training HSE scores between the two groups. This did
not confirm our expectations based on a prior study (Fryer,
Nakao, and Thompson 2019) where the effectiveness of a
chatbot for second language learning was examined. Re-
sults from the study indicate that the students who under-
took training with the chatbot “learned more” than those
with a language learning partner. The learners’ qualitative
feedback revealed that this result was associated with the
fact that the chatbot offered more practice questions and vo-
cabulary than the human partner. Similarly, Trainbot offered
elaborate explanations when workers did not understand the

topic at hand and presented quizzes and open-questions to
test the workers’ skills.

A CUI Is Perceived as Being Less Stressful to
Interact with for Training

We were wary of the potential of workers getting upset or
anxious when trained for mentally demanding therapeutic
skills. Workers’ self-reported scores indicate that they felt
less stress with Trainbot compared to the Control condition.
Prior works have attempted to study the efficacy of chat-
bots for ‘delivering’ psychological interventions to allevi-
ate stress (Elmasri and Maeder 2016; Fitzpatrick, Darcy, and
Vierhile 2017), but as yet, we are not aware of any prior re-
search reporting that “learning” how to conduct psycholog-
ical interventions through chatbots could also reduce stress
and fatigue of the crowd helpers. A possible explanation for
this result is that chatbots have been shown to be effective
in improving workers’ performance and engagement while
performing microtasks (Qiu, Gadiraju, and Bozzon 2020b).
Another reason could be the engaging elements (emojis, ani-
mated GIFs) in Trainbot – it provided encouraging feedback
with emojis and animated GIFs when a worker answered a
quiz correctly or completed a topic successfully. Emojis and
animated GIFs are elements that are commonly used in tex-
tual conversational exchanges by users in the real-world (Ri-
ordan 2017). A prior study in the mental well-being domain
has shown that users evaluated the interaction with a chatbot
that was equipped with emojis more positively compared to
a chatbot with plain text (Fadhil et al. 2018).

The fact that workers’ perceived enjoyment did not differ
among the two interventions is congruent with prior research
(Kim, Lee, and Gweon 2019); it was found that using a for-
mal conversational agent for conducting interviews against
online web surveys resulted in higher-quality data but did
not increase the enjoyment of their participants. In our study,
the absence of a statistically significant difference for “en-
joyment” can be related to the fact that we structured the
written instructions and the language style in both modali-
ties in the same way. In a future study, we intend to examine
this difference by incorporating a simpler intervention (i.e. a
short instructing text, or a Wikipedia article) in comparison
to the MI-based intervention that we designed in this study.

Workers in Trainbot Group Made Fewer Mistakes

The fact that the Trainbot group made fewer mistakes while
solving quizzes demonstrates the efficacy of the conver-
sational interface for training crowdworkers. Furthermore,
workers in the Trainbot group felt more confident for their
acquired knowledge about MI. A possible explanation for
this result is that chatbot training has been shown to be ef-
fective in recalling acquired information and can improve
students’ learning abilities, though in a pedagogical setting
(Abbasi and Kazi 2014). Workers who accomplished train-
ing with the Trainbot may have felt more confident when
applying the acquired knowledge. This result may also be
explained by the reasoning that the conversational interface
is more congruent to the actual task. We speculate that this
interaction modality congruence might have better prepared
workers to complete the requested tasks.
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Table 2: Examples of Workers’ responses in response to user’s utterances in the testing task.
User’s Utterance Worker’s response (Trainbot) Worker’s response (Control) Topic

I had a quite stressful few weeks re-
ally and it kept me from focusing on
my studies. I would like to talk to
you about that.

I’m sorry to hear you’d strug-
gled with your studies; can you
outline what’s been affecting
you this week?

I understand that you’ve had a
few stressful weeks and would
like to ask what has been stress-
ful for you in particular?

Greeting,
Empathy

I moved from Belgium to the
Netherlands 3 months ago to do mi-
nor in Textile Engineering so it’s to-
tally new city and new the house
where I am living in and the sub-
jects are so different...it’s is very
difficult to find ground to walk on
almost.

I can understand why that
would make you feel stressed,
you’ve gone through quite a few
changes recently. How have you
been managing with everything
so far?

Having moved to the Nether-
lands so recently it seems nat-
ural you’d have challenges set-
tling in. Have you considered
attempting to focus on your
strengths whilst adapting to this
new teaching style?

Reflective
listening,
open
question

It would be nice to find free time al-
though I’m already behind on my
schedule. I should actually spend
even more time on my study so that
I will be able to finish it on time.

I think you need to not be too
hard on yourself! Sometimes
having even just half an hour of
relax time can help clear your
mind and you may find that it
makes you more productive af-
terwards!

It’s important to find some free
time so that you can better di-
gest what you’ve learnt. While
spending time during this transi-
tion on studies is important, it’s
even more important that you
find some free time to relax a lit-
tle.

Positive
interven-
tions

that’s a good tip. I did try that...So,
I have to go now.. thank you so
much for having this conversation
with me.

You are more than welcome.
I hope your stress eases soon.
I am always here if you need
somebody to speak to.

I’m happy to have had the op-
portunity to meet with you and
to discuss your current situation.

Closing

Both Interventions Rated Positively by Experts

Experts’ ratings for the testing task between Trainbot and the
Control group were quite similar for all dimensions of MI.
These results mirrored the findings from a previous study
(Mavridis et al. 2019; Qiu, Gadiraju, and Bozzon 2020b)
where researchers did not find difference in the output qual-
ity yielded, regardless of whether a conversational or web
interface was used. This shows that MI seems is effective
(given that mean scores for both groups are above 4.7), but
having a different interaction/modality did not reveal an ap-
parent difference. This is an important outcome for the de-
signers of the affective-crowdsourcing tasks to incorporate
the fundamental processes of MI while formulating teaching
methods for workers or structuring the instruction manual.

For the Trainbot group, we observed 4.54% improvement
for sympathy, 6.53% for reflective listening, 6.34% for open
questions, 1.88% for providing solutions and 3.24% over-
all. Furthermore, the mean score for the Trainbot group was
above 5.0 in all dimensions except for providing solutions.
Once again this can be explained due to the congruence of
the interaction modality between the training phase and the
task. Since Trainbot teaches MI through a conversational
interface, workers may have felt more confident in apply-
ing their acquired skills in the testing task, which was also
within a CUI. On the other hand, workers in the Control con-
dition may have felt a higher cognitive dissonance (Festinger
1957) due to the mismatch/conflict between their actual goal
(delivering MI via a chat interface) and the medium of learn-
ing (via textual instructions).

Differences in the Behavioral Measures for the
Training and Testing Task

As we mentioned before, we analyzed worker behavior
through the number of words and time spent in both tasks.
Although we did not find significant differences in the length
of responses, workers in the Trainbot group spent more time
in answering open-ended questions in the training task. This
may be either due to workers in the Trainbot group taking
more time to write messages that would be more impact-
ful, or simply due to finding it harder to do write responses.
We plan to carry out a detailed conversational analysis to
understand this in the future. We asked workers to answer
as quickly as possible after the user’s utterance and not to
think too long, to reflect the nature of real-time crowdsourc-
ing where workers have limited time to respond (usually few
seconds) after the user’s utterance (Lasecki, Homan, and
Bigham 2014). This can explain our findings regarding the
behavioral measures in the testing task for both conditions.

Accountable Crowd-Powered Counselling

Due to the nature of the task, we hoped to instill intrin-
sic responsibility and accountability among workers to pro-
vide valid and respectful counseling. However, given the
behavioral dynamics of workers in crowdsourcing market-
places, one can expect to receive inappropriate or meaning-
less responses. To increase accountability, one can augment
Trainbot with external support from medical profession-
als, lay persons, and students for vetting crowd-generated
responses – a concept known as supportive accountability
(Mohr, Cuijpers, and Lehman 2011). However, this solution
is not affordable and scalable (Morris, Schueller, and Picard

10



2015). Another solution is to employ a voting mechanism
(Lasecki, Homan, and Bigham 2014) to filter out inappro-
priate or poorly structured responses by asking additional
set of workers to rate the responses. This has been success-
fully employed in real time crowd-powered conversational
agents such as Chorus (Lasecki et al. 2013) for filtering out
poor quality answers. To increase accountability, in our fu-
ture work we will investigate methods to align worker incen-
tives with the incentives and risks posed by the task.

Caveats and Limitations

In our study, we did not consider a non-MI based interven-
tion which can be useful to tease out the impact of training
workers on MI as opposed to alternative training methods.
Due to privacy and ethical considerations, we used a sim-
ulated dialogue from previous work as opposed to employ-
ing real users under stress. Future work should evaluate the
performance of workers recruited from crowdsourcing mar-
ketplaces to deliver on-demand stress management therapy
under real conditions and time constraints.

Conclusions & Future Work

Stress is one of the main contributors to mental health prob-
lems around the world. The ongoing pandemic is continually
affecting the well-being of millions of people. Although AI-
based self-help interventions are important to tackle stress,
they are limited in their capacity to fulfil wide-ranging emo-
tional needs. Crowd-powered solutions can help to address
the immediate concerns of affected people. However, invok-
ing an unskilled pool of workers to deliver positive psycho-
logical support can be detrimental. In this paper, we com-
pared training workers with a conversational and a con-
ventional web interface, explored their confidence regard-
ing the skills they acquired, and analysed their performance
in test tasks. We designed and developed both systems to
train workers on motivational interviewing (MI). Although
experts’ ratings of the workers’ life coaching did not reveal
significant differences across the two conditions, the mean
scores for the Trainbot were consistently higher. Further-
more, workers in the Trainbot group yielded better perfor-
mance in the training task in terms of making fewer mistakes
in answering quizzes and perceiving lesser stress.

In our future work, we plan to study the effectiveness of
Trainbot in-the-wild by training workers on-the-fly and then
utilizing the trained pool of workers to deliver life coach-
ing in a more realistic context and with a more diverse de-
mographic for participants. On the one hand, this would in-
crease the requirements put upon the training program but
on the other, it would capitalize on the versatility of crowd-
sourcing compared to AI based solutions, in addressing di-
verse contexts.
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