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Decentralized Prediction-Correction Methods for
Networked Time-Varying Convex Optimization

Andrea Simonetto , Member, IEEE, Alec Koppel, Aryan Mokhtari, Geert Leus, Fellow, IEEE,
and Alejandro Ribeiro , Member, IEEE

Abstract—We develop algorithms that find and track the
optimal solution trajectory of time-varying convex optimiza-
tion problems that consist of local and network-related
objectives. The algorithms are derived from the prediction-
correction methodology, which corresponds to a strategy
where the time-varying problem is sampled at discrete time
instances, and then, a sequence is generated via alterna-
tively executing predictions on how the optimizers at the
next time sample are changing and corrections on how
they actually have changed. Prediction is based on how
the optimality conditions evolve in time, while correction is
based on a gradient or Newton method, leading to decen-
tralized prediction-correction gradient and decentralized
prediction-correction Newton. We extend these methods to
cases where the knowledge on how the optimization pro-
grams are changing in time is only approximate and propose
decentralized approximate prediction-correction gradient
and decentralized approximate prediction-correction New-
ton. Convergence properties of all the proposed methods
are studied and empirical performance is shown on an
application of a resource allocation problem in a wireless
network. We observe that the proposed methods outperform
existing running algorithms by orders of magnitude. The nu-
merical results showcase a tradeoff between convergence
accuracy, sampling period, and network communications.

Index Terms—Distributed algorithms, optimization meth-
ods, time-varying optimization, wireless sensor networks.

I. INTRODUCTION

D ECENTRALIZED tracking methods are used to solve
problems in which distinct agents of a network aim at

minimizing a global objective that varies continuously in time.
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We focus on a special case of this problem, where the objective
may be decomposed into two parts: The first part is a sum of
functions that are locally available at each node; the second is
defined along the edges of the network, and is often defined by
the cost of communication among the agents. Problems of this
kind arise, e.g., in estimation, control, and robotics [3]–[9].

One approach to continuous-time optimization problems of
this kind is to sample the objective function at discrete time in-
stances tk , k = 0, 1, 2, . . . , and then, solve each time-invariant
instance of the problem, via classical methods such as gradient
or Newton descent. If the sampling period h := tk+1 − tk is
chosen arbitrarily small, then doing so would yield the solu-
tion trajectory y∗(tk ) with arbitrary accuracy. However, solving
such problems for each time sample is not a viable option in
most application domains, since the computation time to obtain
each optimizer exceeds the rate at which the solution trajectory
changes, unless y∗(t) is approximately stationary.

Prediction-correction algorithms [10], by making use of tools
of nonstationary optimization [11]–[13], have been developed
to iteratively solve convex programs that continuously vary in
time. These methods operate by predicting at time tk the optimal
solution at the discrete time instance tk+1 via an approximation
of the variation of the objective function F over this time slot.
Then, this prediction is revised by executing gradient or Newton
descent. However, these methods are designed only for central-
ized settings. We focus on time-varying convex programs in
decentralized settings, where nodes can only communicate with
their neighbors. As a consequence, the prediction-correction
methods suggested in [10] are not directly applicable.

One approach to solving problems of this type are decentral-
ized running algorithms, which run at the same time scale as
the optimization problem and dynamically react to changes in
the objective function. Performance guarantees for such meth-
ods yield convergence to a neighborhood of the true optimizer
y∗(tk ) on the order of the sampling period O(h), despite the
fact that only one round of communication is allowed per
discrete time step [4], [14]–[20]. The aforementioned works
mostly consider strongly convex objectives with no constraints.
Notably, [18] and [19] describe a running dual decomposi-
tion and a running alternating direction method of multipliers
algorithm. Notice that these methods implement only correction
steps, and thus, cannot effectively mitigate the error from the
non-stationarity of the optimizer.

In this paper, we generalize the prediction-correction method-
ology of [10] to decentralized settings such that each node of a

0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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network, after communicating with its neighbors, estimates its
local component of the optimal trajectory at the discrete time
instance tk+1 from information regarding the objective at time
tk , and then, corrects this local prediction at time tk+1 , via
additional communications within the network. To develop this
generalization, in the prediction step, we truncate the Taylor
series of the objective function’s Hessian inverse. This approxi-
mation is necessary since the computation of the objective func-
tion’s Hessian inverse, which is required for the prediction step,
requires global communication. In the correction step, we use
decentralized approximations of gradient descent and of New-
ton’s method to correct the predicted solution by descending
towards the optimal solution of the observed objective func-
tion. In addition, we consider cases in which the prediction of
how the cost function changes in time is unavailable, and must
be estimated. This time-derivative approximation is particularly
useful in target tracking [21] or designing learning-based control
strategies [22], [23].

The main contributions of this paper are the following.
1) We develop prediction-correction algorithms for a class

of time-varying networked optimization problems, which
can be implemented in a distributed fashion over a net-
work of computing and communicating nodes. The cor-
rection term is either derived from a gradient method or
from a (damped) Newton step.

2) In order to compute the prediction (and correction for
Newton) direction, we employ a novel matrix splitting
technique, for which the one developed in [24] and[25]
is a special case (only valid for adjacency matrices).
The novel methodology relies on the concept of block
diagonal dominance.

3) We prove convergence of all the algorithms and charac-
terize their convergence rate. For the case of the (damped)
Newton correction step, we compute the (local) conver-
gence region and argue global convergence in case of a
damped step.

This paper is organized as follows. In Section II, we begin
by introducing the optimization problem of interest and by
providing some examples for the proposed formulation. We
then derive a family of algorithms, which contains four distinct
methods (see Section III). We analyze their convergence
properties in Section IV, establishing that the sequence of
iterates generated by all these algorithms converges linearly to a
bounded tracking error. We observe a tradeoff in the implemen-
tation between approximation accuracy and communication
cost. In Section V, we numerically analyze the methods on
a resource allocation problem in wireless sensor networks.
Finally, in Section VI, we conclude.1

1Notation: Vectors are written as y ∈ Rn and matrices as A ∈ Rn×n . ‖ · ‖
denotes the Euclidean norm, in the case of vectors, matrices, and tensors. The
gradient of the function f (y; t) with respect to y at the point (y, t) is indicated
as ∇yf (y; t) ∈ Rn , while the partial derivative of the same function w.r.t. t at
(y, t) is ∇t f (y; t) ∈ R. Similarly, the notation ∇yyf (y; t) ∈ Rn×n denotes
the Hessian of f (y; t) w.r.t. y at (y, t), whereas ∇tyf (y; t) ∈ Rn denotes the
partial derivative of the gradient of f (y; t), w.r.t., time t at (y, t), i.e. the mixed
first-order partial derivative vector of the objective. Consistent notation is used
for higher order derivatives.

II. PROBLEM FORMULATION

We consider a connected undirected graph G = (V,E), with
vertex set V containing n nodes and edge set E containing
m edges. Consider yi ∈ Rp as the decision variable of node i
and t as a nonnegative scalar that represents time. Associated
with each node i are time-varying strongly convex functions
fi(yi ; t) : Rp × R+ → R and gi,i(yi ; t) : Rp × R+ → R. The
local functions fi may be interpreted as, e.g., the merit of a
particular choice of control policy [5] or statistical model [3].
Moreover, associated with each edge (i, j) ∈ E is a continu-
ously time-varying convex function gi,j (yi ,yj ; t) : Rp × Rp ×
R+ → R. These edge-wise functions represent, e.g., the cost of
communicating across the network [26].

We focus on problems where nodes aim at cooperatively
minimizing the global smooth strongly convex cost function
F : Rnp × R+ → R, which can be written as the sum of lo-
cally available functions f : Rnp × R+ → R, and a function
g : Rnp × R+ → R induced by the network structure G. In par-
ticular, the function f(y; t) is the sum of the locally available
functions fi(yi ; t), as follows:

f(y; t) :=
∑

i∈V

f i(yi ; t) (1)

where we have defined y ∈ Rnp in (1) as the stacking of the
nodes’ decision variables yi , i.e., y = (y1T; . . . ;yn T)T. The
function g(y; t) induced by the structure of the network is
the sum of locally available functions gi,i(yi ; t) and the func-
tions gi,j (yi ,yj ; t) associated to the edges of the network

g(y; t) :=
∑

i∈V

gi,i(yi ; t) +
∑

(i,j )∈E

gi,j (yi ,yj ; t) . (2)

Our goal is to solve the time-varying convex program

y∗(t) :=argmin
y∈Rn p

F (y; t) := f(y; t) + g(y; t), for t ≥ 0 (3)

that is the foundation of many problems in cooperative con-
trol and network utility maximization. Our goal is to enable
the nodes to determine their own component of the solution
y∗(t) of (3) for each time t in a decentralized fashion, i.e., a
protocol such that each node only requires communication with
neighboring nodes. Notice that nodes can minimize the objec-
tive function f(y; t) independently, while minimization of the
function g(y; t) requires coordination and information exchange
across the network. Before developing distributed protocols to
solve (3), we present a couple of examples to clarify the problem
setting.

Example 1 (Estimation of distributed processes): We con-
sider a network of interconnected sensors monitoring a time-
varying distributed process. We represent this process by a
vector-valued function u(x, t) ∈ Rp , with x ∈ R3 being the
spatial coordinate, and t denoting time. We assume that the pro-
cess is spatially smooth so that the value of u(x, t) at close-by
spatial coordinates is also similar. We focus on the case that a net-
work of n sensors is deployed in a spatial regionA ⊂ R3 . The ith
node acquires measurements zi(xi , t) that are noisy linear trans-
formations of the true process zi(xi , t) = hi Tu(xi , t) + ηi(t),
where xi is the location of the sensor i, hi is its regressor,
and the noise ηi(t) ∼ N (0, σi) is Gaussian distributed inde-
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pendently across time with covariance σi . This problem setting
comes up in earth sciences [27], [28] and acoustics [29], but it
is also relevant in robotics [9], [30], [31]. By considering the
task of learning a spatially regularized least-squares estimate
û ∈ Rnp of the process u(x, t) at different locations, we obtain
the time-varying networked convex program

min
û1 ∈Rp ,...,ûn ∈Rn

1
2

n∑

i=1

‖hi Tûi − zi(xi , t)‖2
1

σ i

+
β

2

∑

j∈N i

wij‖ûi − ûj‖2
2 (4)

where Ni denotes the neighborhood of node i, ûi is the esti-
mated value of the process u(x, t) at time t and location xi , the
constant β > 0 is a regularizer that incentivizes closely located
sensors to obtain similar estimates, and the nonnegative weights
wij may be defined according to a function of the distance
between sensors. The first term in (4) defines the estimation ac-
curacy in terms of the squared error and is identified as a sum of
functions, which only depend on local information, which is a
special case of (1). The second term in (4) couples the decisions
of node i with its neighbors j ∈ Ni , and it is of the form (2).
Thus, (4) is an instance of (3).

Example 2 (Resource allocation problems): Consider a re-
source allocation problem in a wireless sensor network [26],
[32], [33]. Associate with sensor i a time-varying utility func-
tions fi : Rp × R+ and decision variable yi ∈ Rp representing
the resources allocated to node i in a network G of n sensors.
To allocate resources in this network, one must respect channel
capacity and interference constraints. These constraints may be
formulated in aggregate as network-flow constraints, obtaining
the time-varying resource allocation problem

min
y1 ∈Rp ,...,yn ∈Rp

∑

i∈V

f i(yi ; t) subject to Ay = b(t) . (5)

In (5), A ∈ Rlp×np denotes the augmented graph edge inci-
dence matrix. The matrix A is formed by l × n square blocks
of dimension p. If the edge e = (j, k) with j < k links node
j to node k the block (e, j) is [A]ej = Ip and the block
[A]ek = −Ip , where Ip denotes the identity matrix of dimen-
sion p. All other blocks are identically null. Moreover, the time-
varying vectors b(t) ∈ Rlp are induced by channel capacity and
rate transmission constraints.

In many situations, especially in commercial settings where
the nodes are consumer devices, one seeks to solve decentralized
approximations of (5). One way to do so is to consider the
approximate augmented Lagrangian relaxation of (5), and solve
instead

min
y1 ∈Rp ,...,yn ∈Rp

∑

i∈V

f i(yi ; t) +
1
β2 ‖Ay − b(t)‖2 (6)

which is now unconstrained [34]. Notice that the parameter
β > 0, which behaves similarly to a Lagrange multiplier, tunes
the approximation level and penalizes the violation of the ap-
proximated constraint ‖Ay − b(t)‖2 . Observe that the first term
in (6) is precisely the same as (1). Moreover, block-wise de-

composition of the second term yields edge-wise expressions of
the form ‖(yi − yj ) − bi(t)‖2 , which may be identified as the
functions gi,j (yi ,yj ; t) in (2).

III. ALGORITHM DEVELOPMENT

To solve the time-varying optimization problem in (3), the
first step is sampling the continuously time-varying objective
function F (y; t) at time instants tk with k = 0, 1, 2, . . . , leading
to a sequence of time-invariant convex problems

y∗(tk ) := argmin
y∈Rn p

F (y; tk ) k � 0 . (7)

The sequence of optimal decision variables y∗(tk ) defined in
(7) are samples of the optimal trajectory y∗(t) defined in (3).
Since solving (7) for each time instance tk is impractical even
for moderately sized networks, we instead devise a method to
generate a sequence of approximate optimizers for (7), which
eventually remains close to the true optimizer y∗(tk ) in (7) up to
a constant error. More formally, we seek to generate a sequence
{yk} for which

lim sup
k→∞

‖yk − y∗(tk )‖ = const. (8)

and whose rate, convergence, and asymptotical error constants
depend on the sampling period h and the number of exchanged
messages per node per time instance k.

To do so, we build upon prediction-correction methods, which
at the current time sample tk predict the optimal decision vari-
able at the next time sample tk+1 , i.e., from an arbitrary initial
variable y0 , for each time k � 0, predict a new approximate
optimizer as

yk+1|k = yk + h pk (9)

where index k is associated with time sample tk , and simi-
larly for k + 1, w.r.t., tk+1 , pk ∈ Rnp is the prediction direc-
tion, yk+1|k is the predicted variable for step k+1, and h is the
sampling period. Then, after observing the sampled objective
function at tk+1 , we correct the predicted vector yk+1|k by

yk+1 = yk+1|k + γ ck+1 (10)

for a certain correction direction ck+1 ∈ Rnp , which defines a
descent direction, with nonnegative constant step size γ > 0.

A. Decentralized Prediction Step

Solving the strongly convex time-invariant problem (7) ac-
counts in finding the unique decision variable for which

∇yF (y∗(tk ); tk ) = 0. (11)

For any other variable yk �= y∗(tk ), the gradient ∇yF (yk ; tk )
would not be null and we can use it to quantify the suboptimality
of y, w.r.t., y∗(tk ).

We design the prediction direction as the one that maintains
the suboptimality level when determining yk+1|k (the rationale
being that when arrived at optimality, we will keep it while
predicting). Formally, we wish to determine yk+1|k as the vector
for which

∇yF (yk+1|k ; tk+1) = ∇yF (yk ; tk ). (12)
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Of course, implementing (12) requires information at future
times tk+1 at the present tk , an impossibility without clairvoy-
ance. Instead, we approximate the left-hand side by adopting a
Taylor expansion, obtaining

∇yF (yk ; tk ) + ∇yyF (yk ; tk )(yk+1|k − yk )

+h∇tyF (yk ; tk ) = ∇yF (yk ; tk ) (13)

which may be reordered so that yk+1|k is on the left-hand side,
yielding

yk+1|k = yk − h [∇yyF (yk ; tk )]−1∇tyF (yk ; tk ) . (14)

The update (14) describes the discrete-time iso-suboptimality
dynamics. This prediction step (14) in principle would allow
us to maintain a consistent level of suboptimality, but our fo-
cus on decentralized methods precludes its use. This is be-
cause execution of (14) requires computing the Hessian inverse
∇yyF (yk ; tk )−1 , which is not implementable by a network
due to the fact that ∇yyF (yk ; tk )−1 is a global computation.
The Hessian ∇yyF (yk ; tk ) = ∇yyf(y; t) + ∇yyg(y; t) con-
sists of two terms: The first term ∇yyf(y; t) is a block diagonal
matrix and the second term ∇yyg(y; t) is a block neighbor
sparse matrix that inherits the structure of the graph. There-
fore, the global objective function’s Hessian ∇yyF (y; t) has
the sparsity pattern of the graph and can be computed by ex-
changing information with neighboring nodes. Nonetheless, the
Hessian inverse, required in (14), is not neighbor sparse and its
computation requires global information.

To develop a decentralized protocol to approximately execute
(14), we generalize a recently proposed technique to approxi-
mate the Hessian inverse [∇yyF (yk ; tk )]−1 , which operates
by truncating its Taylor expansion [24], [25]. To do so, define
diag[∇yyg(yk ; tk )] as the block diagonal matrix, which con-
tains the diagonal blocks of the matrix ∇yyg(yk ; tk ), and write
the Hessian ∇yyF (yk ; tk ) as

∇yyF (yk ; tk ) = Dk − Bk (15)

where the matrices Dk and Bk are defined as

Dk := ∇yyf(yk ; tk ) + diag[∇yyg(yk ; tk )] (16a)

Bk := diag[∇yyg(yk ; tk )] −∇yyg(yk ; tk ) . (16b)

Since F is strongly convex, and by Assumption 2 [Cf.,
Section IV], the matrix Dk is a positive definite block diagonal
matrix and encodes second-order local objective information.
The structure of the matrix Bk is induced by that of the graph:
The diagonal blocks of Bk are null and the nondiagonal block
Bij

k is nonzero and given by −∇yi yj gi,j (yi
k ,yj

k ; tk ) iff i and j
are neighbors.

Given that Dk is positive definite, we can write

∇yyF (yk ; tk ) = D1/2
k (I − D−1/2

k BkD
−1/2
k )D1/2

k . (17)

Consider now the Taylor series (I − X)−1 =
∑∞

τ =0 Xτ for

X = D−1/2
k BkD

−1/2
k to write the inverse of (17) as

[∇yyF (yk ; tk )]−1 = D−1/2
k

∞∑

τ =0

(
D−1/2

k BkD
−1/2
k

)τ

D−1/2
k

(18)

whose convergence (as well as the fact that the absolute values
of all the eigenvalues of X are strictly less than one so that the
Taylor series holds) will be formally proved in Appendix A. We
approximate the Hessian inverse [∇yyF (yk ; tk )]−1 in (18) by
its Kth order approximate H−1

k,(K ) , which is formed by truncat-
ing the series in (18) to its first K+1 terms as

H−1
k,(K ) = D−1/2

k

K∑

τ =0

(
D−1/2

k BkD
−1/2
k

)τ

D−1/2
k . (19)

Since the matrix Dk is block diagonal and Bk is block neighbor
sparse, it follows that the Kth order approximate inverse H−1

k,(K )
is K-hop block neighbor sparse, i.e., its ij-th block is nonzero if
there is a path between nodes i and j with length K or smaller.
Substituting the approximation in (19) into (14), the prediction
step may be written as

yk+1|k = yk + h pk,(K ) (20)

where the approximate prediction direction pk,(K ) is given by

pk,(K ) := −H−1
k,(K )∇tyF (yk ; tk ). (21)

Although the computation of the approximate prediction di-
rection pk,(K ) requires information of K-hop neighbors, we
establish that it can be computed in a decentralized manner via
K communication rounds among neighboring nodes.

Proposition 1: Consider the prediction step (20) and the ap-
proximate prediction direction pk,(K ) in (21). Define pi

k ,(K ) and

∇tyF i(yk ; tk ) as the ith subvector of the vectors pk,(K ) and

∇tyF (yk ; tk ) associated with node i. Consider Dij
k and Bij

k

as the ijth block of the matrices Dk and Bk in (16a)–(16b). If
node i computes for τ = 0, . . . ,K − 1, the recursion

pi
k ,(τ +1) = −(Dii

k )−1

⎛

⎝
∑

j∈N i

Bij
k pj

k ,(τ ) + ∇tyF i(yk ; tk )

⎞

⎠

(22)
with initial condition pi

k ,(0) = −(Dii
k )−1∇tyF i(yk ; tk ), the re-

sult yields the approximate prediction direction pi
k ,(K ) .

Proof: By direct computation. See [24, Sec. III] for a com-
parable derivation. �

The recursion in (22) allows for the computation the K-th
order approximate prediction direction pi

k ,(K ) by K rounds of
exchanging information with neighboring nodes. The ith sub-
vector of the mixed partial gradient ∇tyF i(yk ; tk ) associated
with node i is given by

∇tyF i(yk ; tk ) = ∇tyi f i(yi
k ; tk ) + ∇tyi gi,i(yi

k ; tk )

+
∑

j∈N i

∇tyi gi,j (yi
k ,yj

k ; tk ). (23)

Node i can compute ∇tyF i(yk ; tk ) by having access to the
decision variables of its neighbors yj

k . In addition, according to
the definition of the block diagonal matrix Dk in (16), its ith
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Algorithm 1: Decentralized Prediction at Node i.

Input: The local variable yi
k , the sampling period h, the

approximation level K.
1: Compute Dii

k [cf., (24)]
2: Exchange the variable yi

k with neighbors j ∈ Ni

3: Compute the local mixed partial gradient
∇tyF i(yk ; tk ) [cf., (23)]

4: Compute Bij
k := −∇yi yj gi,j (yi

k ,yj
k ; tk ) for j ∈ Ni

[cf., (25)]
5: Compute pi

k ,(0) = −(Dii
k )−1∇tyF i(yk ; tk ).

6: for τ = 0, 1, 2, . . . ,K − 1 do
7: Exchange prediction direction pi

k ,(τ ) with neighbors

j ∈ Ni

8: Compute the recursion [cf., (22)]

pi
k ,(τ +1) = −(Dii

k )−1

⎛

⎝
∑

j∈N i

Bij
k pj

k ,(τ ) + ∇tyF i(yk ; tk )

⎞

⎠

9: end for
10: Predict the next trajectory yi

k+1|k = yi
k + h pi

k ,(K )
[cf., (26)]

Output: The predicted variable yi
k+1|k .

block can be written as

Dii
k := ∇yi yi f i(yi

k ; tk ) + ∇yi yi gi,i(yi
k ; tk )

+
∑

j∈N i

∇yi yi gi,j (yi
k ,yj

k ; tk ) (24)

which is available at node i, after receiving yj
k . These ob-

servations imply that the initial prediction direction pi
k ,(0) =

(Dii
k )−1∇tyF i(yk ; tk ) can be computed locally at node i.

Further, the blocks of the neighbor sparse matrix Bk are
given by

Bij
k := −∇y i y j gi,j (yi

k , yj
k ; tk ), for j ∈ Ni (25)

which are available at node i. Therefore, node i can compute the
recursion in (22) by having access to the τ th level approximate
prediction direction pj

k ,(τ ) of its neighbors j ∈ Ni . After the
K rounds of communication with neighboring nodes, to predict
the local variable yi

k+1|k at step tk , node i executes the local
update

yi
k+1|k = yi

k + h pi
k ,(K ) . (26)

Thus, the prediction step in (20) yields a decentralized protocol
summarized in Algorithm 1.

B. Time-Derivative Approximation

In practical settings, knowledge of how the function F
changes in time is unavailable. This issue may be mitigated
by estimating the term ∇tyF (y; t) via a first-order back-
ward derivative: Let ∇̃tyFk be an approximate version of
∇tyF (yk ; tk ) computed as a first-order backward derivative

∇̃tyFk = (∇yF (yk ; tk ) −∇yF (yk ; tk−1))/h . (27)

Algorithm 2: Approximate Prediction at Node i.

Input: The local variable yi
k , the sampling period h, the

approximation level K.
1: Compute Dii

k [cf. (24)]
2: Exchange the variable yi

k with neighbors j ∈ Ni

3: Compute the approximate local mixed partial gradient
∇̃tyF i

k [cf. (27)]
4: Compute Bij

k := −∇yi yj gi,j (yi
k ,yj

k ; tk ) for j ∈ Ni

[cf. (25)]
5: Compute p̃i

k ,(0) = −(Dii
k )−1∇̃tyF i

k

6: for τ = 0, 1, 2, . . . ,K − 1 do
7: Exchange prediction direction p̃i

k ,(τ ) with neighbors
j ∈ Ni

8: Compute the recursion [cf. (22)]

p̃i
k ,(τ +1) = −(Dii

k )−1

⎛

⎝
∑

j∈N i

Bij
k p̃j

k ,(τ ) + ∇̃tyF i
k

⎞

⎠

9: end for
10: Predict the next trajectory yi

k+1|k = yi
k + h p̃i

k ,(K )
[cf. (26)]

Output: The predicted variable yi
k+1|k .

The approximation ∇̃tyFk requires only information of the pre-
vious discrete time slot. Using (27), we can approximate the
prediction direction as

p̃k,(K ) := −H−1
k,(K )∇̃tyFk . (28)

This may be obtained in a decentralized way via K rounds of
communication among neighboring nodes, which may be es-
tablished as a trivial extension of Proposition 1. Algorithm 1
may be modified to instead make use of the decentralized ap-
proximate prediction step in (28), as done in Algorithm 2. Once
we obtain this local prediction of the optimizer at the next time
tk+1 , using information at the current time tk , the problem (3)
is sampled at time tk+1 . We make use of this new information
in the correction step, as discussed next.

C. Decentralized Correction Step

The predicted variable yk+1|k [cf., (21)] is then corrected
via (10) by making use of the objective at time tk+1 . Different
correction strategies give rise to different correction updates,
whose relative merits depend on the application domain at hand.
We present two distinct correction steps next.

1) Gradient Correction Step: After the objective at
time tk+1 is observed, we may execute the correction step (10)
with ck+1 = −∇yF (yk+1|k ; tk+1), resulting in

yk+1 = yk+1|k − γ∇yF (yk+1|k ; tk+1) (29)

which is a gradient correction step. This step is computable in a
decentralized fashion since the local component of the gradient
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Algorithm 3. Decentralized Gradient Correction at Node i:

Input: The local predicted variable yi
k+1|k . The step size γ.

1: Exchange the predicted variable yi
k+1|k with neighbors

j ∈ Ni

2: Observe F i(·; tk+1), find ci
k+1 = −∇yF i

(yk+1|k ; tk+1) [cf., (30)]
3: Correct the trajectory yi

k+1 = yi
k+1|k + γci

k+1
[cf., (31)]

Output: The corrected variable yi
k+1 .

F (yk+1|k ; tk+1) at node i is given by

∇yF i(yk+1|k ; tk+1) = ∇yi f i(yi
k+1|k ; tk+1) +

∇yi gi,i(yi
k+1|k ; tk+1)+

∑

j∈N i

∇yi gi,j (yi
k+1|k ,yj

k+1|k ; tk+1).

(30)

To implement the expression in (30), node i only requires access
to the decision variables yj

k+1|k of its neighbors j ∈ Ni . Thus,

if nodes exchange their predicted variable yi
k+1|k with their

neighbors they can compute the local correction direction ci
k+1

as in (30) and update their predicted variable yi
k+1|k as

yi
k+1 = yi

k+1|k + γci
k+1 . (31)

We call DPC-G as the decentralized prediction-correction
method that uses gradient descent in the correction step
(Algorithm 3) and the exact prediction step (Algorithm 1) in
the prediction step. We call DAPC-G as the decentralized ap-
proximate prediction-correction method that uses gradient de-
scent in the correction step (Algorithm 3) and the approximate
prediction step (Algorithm 2) in the prediction step. Both DPC-
G and DAPC-G require K + 2 communication rounds among
neighboring nodes per time step.

2) Newton Correction Step: The correction step in (10)
could also be considered as a Newton step if we used ck+1 =
−∇yyF (yk+1|k ; tk+1)−1∇yF (yk+1|k ; tk+1). However, as in
the discussion regarding the prediction step, computation of the
Hessian inverse ∇yyF (yk+1|k ; tk+1)−1 requires global com-
munication. Consequently, we approximate the Hessian inverse
∇yyF (yk+1|k ; tk+1)−1 by truncating its Taylor series as in (19).
To be more precise, we define H−1

k+1|k,(K ′) as the K ′th level
approximation of the Hessian inverse as

H−1
k+1|k,(K ′) = D−1/2

k+1|k

K ′∑

τ =0

(
D−1/2

k+1|kBk+1|kD
−1/2
k+1|k

)τ

D−1/2
k+1|k

(32)
where the matrices Dk+1|k and Bk+1|k are defined as

Dk+1|k := ∇yyf(yk+1|k ; tk+1) + diag[∇yyg(yk+1|k ; tk+1)]
(33a)

Bk+1|k := diag[∇yyg(yk+1|k ; tk+1)] −∇yyg(yk+1|k ; tk+1) .
(33b)

Algorithm 4: Decentralized Newton Correction at Node i.

Input: The local predicted variable yi
k+1|k . The

approximation level K ′. The step size γ.
1: Exchange the predicted variable yi

k+1|k with neighbors

j ∈ Ni

2: Observe F i(·; tk+1), compute ∇yF i(yk+1|k ; tk+1)
[cf., (30)]

3: Compute matrices Dii
k+1|k and Bij

k+1|k , j ∈ Ni as

Dii
k+1|k := ∇yi yi f i(yi

k+1|k ; tk+1)

+ ∇yi yi gi,i(yi
k+1|k ; tk+1)

+
∑

j∈N i

∇yi yi gi,j (yi
k+1|k ,yj

k+1|k ; tk+1)

Bij
k+1|k := −∇yi yj gi,j (yi

k+1|k ,yj
k+1|k ; tk+1)

4: Compute ci
k+1,(0) = −(Dii

k+1|k )−1∇yF i(yk+1|k ; tk+1)
5: for τ = 0, 1, 2, . . . ,K ′ − 1 do
6: Exchange correction step ci

k ,(τ ) with neighboring nodes

j ∈ Ni

7: Compute ci
k+1,(τ +1) as

ci
k+1,(τ +1) = − (Dii

k+1|k )−1

⎛

⎝
∑

j∈N i

Bij
k+1|kcj

k+1,(τ )

+ ∇yF i(yk+1|k ; tk+1)

⎞

⎠

8: end for
9: Correct the trajectory prediction
yi

k+1 = yi
k+1|k + γci

k+1,(K ′)

Output: The corrected variable yi
k+1 .

Notice that the only difference between the decomposition ma-
tricesDk+1|k andBk+1|k for the correction step and the matrices
Dk and Bk for the prediction step is the arguments for the in-
puts y and t. The prediction matrices Dk and Bk are evaluated
for the function F (.; tk ) and the variable yk , while the correc-
tion matrices are evaluated for the function F (.; tk+1) and the
variable yk+1|k .

Thus, we can approximate the exact Hessian inverse
∇yyF (yk+1|k ; tk+1)−1 with H−1

k+1|k,(K ′) as in (32) and apply
the correction step as

yk+1 = yk+1|k − γ H−1
k+1|k,(K ′)∇yF (yk+1|k ; tk+1) (34)

which requires K ′ exchanges of information among neighbor-
ing nodes. In practice, one can use the same algorithm for the
prediction direction pk,(K ) to compute the correction direc-
tion ck,(K ′) := −H−1

k+1|k,(K ′)∇yF (yk+1|k ; tk+1), where now
the gradient takes the place of the time derivative.

We call DPC-N as the decentralized prediction-
correction method that uses Newton descent in the cor-
rection step (Algorithm 4) and the exact prediction step
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TABLE I
COMMUNICATION REQUIREMENTS FOR THE PRESENTED ALGORITHMS

Method Comms. Vars. Vars. Communicated

DPC-G/ DAPC-G Pred. K + 1 pi
k , yi

k (K + 1)p
Corr. 1 yi

k + 1 |k p

DPC-N/ DAPC-N Pred. K + 1 pi
k , yi

k (K + 1)p
Corr. K ′ + 1 ci

k , yi
k + 1 |k (K ′ + 1)p

(Algorithm 1) in the prediction step. We call DAPC-N as the de-
centralized approximate prediction-correction method that uses
Newton descent in the correction step (Algorithm 4) and the ap-
proximate prediction step (Algorithm 2) in the prediction step.
Both DPC-N and DAPC-N require K + K ′ + 2 rounds of com-
munication per iteration.

For the reader’s ease, we report in Table I the total commu-
nication counts per iteration for the presented algorithms. In
particular, we report the amount of communication rounds re-
quired among the neighboring nodes, as well as the variables that
have to be transmitted and the total number of scalar variables
to be sent (per neighbor).

IV. CONVERGENCE ANALYSIS

We continue by establishing the convergence of the meth-
ods presented in Section III. In particular, we show that as time
passes the sequence {yk} approaches a neighborhood of the op-
timal trajectory y∗(tk ) at discrete time instances tk . To establish
our results, we require the following conditions.

Assumption 1: The local functions fi are twice differen-
tiable and the eigenvalues of their Hessians ∇yi yi f i(yi ; t) for
all i are contained in a compact interval [m,M ] with m > 0.
Hence, the aggregate function f(y; t) :=

∑
i∈V f i(yi ; t) has a

uniformly bounded spectrum, i.e.

mI  ∇yyf(y; t)  MI. (35)

Assumption 2: The functions gi,i(yi ; t) and gi,j (yi ,yj ; t)
are twice differentiable. The Hessian of the aggregate in (2),
denoted as ∇yyg(y; t), is block diagonally dominant [35], i.e.,
for all i

∥∥∇yi yi g(yi ,yj ; t)−1
∥∥−1 �

n∑

j=1,j �=i

∥∥∇yi yj gi,j (yi ,yj ; t)
∥∥

(36)
where by definition ∇yi yi g(yi ,yj ; t) = ∇yi yi gi,i(yi ; t) +
∇yi yi gi,j (yi ,yj ; t). The block diagonal element ∇yi yi g
(yi ,yj ; t) has eigenvalues contained in a compact interval
[�/2, L/2] with � > 0.

Assumption 3: The derivatives of the global cost F (y; t) de-
fined in (3) are bounded for all y ∈ Rnp and t � 0 as

‖∇tyF (y; t)‖ � C0 , ‖∇yyyF (y; t)‖ � C1

‖∇ytyF (y; t)‖ � C2 , ‖∇ttyF (y; t)‖ � C3 . (37)

From the bounds on the eigenvalues of Hessians ∇yyf(y; t)
and ∇yyg(y; t) in Assumptions 1 and 2, respectively, and from
the block diagonal Gerschgorin Circle Theorem [35] it follows

that the spectrum of ∇yyg(y; t) lies in the compact set [0, L],
and the one of the Hessian of the global cost ∇yyF (y; t) uni-
formly satisfies

m I  ∇yyF (y; t)  (L + M) I . (38)

Assumptions 1 and 2, besides guaranteeing that the problem
stated in (3) is strongly convex and has a unique solution for
each time instance, imply that the Hessian ∇yyF (y; t) is in-
vertible. Moreover, the higher order derivative bounds imply
the Lipschitz continuity of the gradients, Hessians, and mixed
partial derivatives of the Hessians. These conditions, in addition
to higher order derivative conditions on F , as in Assumption 3,
frequently appear in the analysis of methods for time-varying
optimization, and are required to establish convergence [13],
[18], [19].

Assumptions 1 and 3 are sufficient to show that the solu-
tion mapping t �→ y∗(t) is single-valued and locally Lipschitz
continuous in t, and in particular

‖y∗(tk+1) − y∗(tk )‖ � 1
m
‖∇tyF (y; t)‖(tk+1 − tk ) � C0h

m
(39)

see, for example, [36, Th. 2F.10]. This gives us a link between
the sampling period h and the allowed variations in the optimiz-
ers. This also gives a better understanding on the time-varying
assumptions on the uniform boundedness of the time derivatives
of the gradient ∇tyF (y; t) and ∇ttyF (y; t). In particular the
bounds C0 and C3 require that the change and the rate of change
of the optimizer be bounded. If the optimizer were the position
of a moving target to be estimated, then C0 and C3 would be
a bound on its velocity and acceleration. Finally, the bound on
∇ytyF (y; t) means that the quantity ∇tyF (y; t) is Lipschitz
continuous, w.r.t., y uniformly in t. That is to say that close
by points y and y′ need to have similar gradient time deriva-
tives: e.g., if the target position is perturbed by a small amount
δy, then its velocity is perturbed by an amount not bigger than
C2δy.

A. Discrete Sampling Error

We start the convergence analysis by deriving an upper bound
on the norm of the approximation error Δk ∈ Rnp that we
estimate through a Taylor approximation in (13). The error is
defined as the difference between the predicted yk+1|k in (14)
(with yk = y∗(tk )) and the exact prediction y∗(tk+1), starting
from the same initial condition y∗(tk ), i.e.

Δk := yk+1|k − y∗(tk+1). (40)

In the following proposition, we upper bound the norm ‖Δk‖
of the discretization error, which encodes the error due to the
prediction step and is central to all our convergence results.

Proposition 2: Let Assumptions 1–3 hold true. De-
fine the discretization constant Δ as Δ = (C2

0 C1)/2m3 +
(C0C2)/m2 + (C3)/2m. The norm of Δk in (40) is upper
bounded by

‖Δk‖ � Δ h2 = O(h2). (41)
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Proposition 2, which is established as [10, Proposition 1],
states that the norm of the discrete sampling error ‖Δk‖ is
bounded above by a constant, which is in the order of O(h2).

A second source of error to take into account, when studying
the asymptotic behavior of the algorithms in Section III, is the
error due to approximating the Hessian inverse by a truncated
Taylor expansion in (19). We bound this error as a function of the
approximation level K, which is the number of communication
rounds among neighboring nodes.

Proposition 3: Under Assumptions 1 and 2, the Kth order
approximate inverse Hessian in (19) is well-defined. In addition,
its eigenvalues are upper bounded as

‖H−1
k,(K )‖ � H :=

m + L/2
m(m + �/2)

. (42)

Furthermore, if we define the error of the Hessian inverse ap-
proximation as ek = ‖I −∇yyF (yk ; tk )H−1

k,(K )‖, the error ek

is bounded above as

ek � 	K +1 , where 	 := (L/2)/(m + L/2). (43)

Proof: See Appendix A. �
Besides quantifying the error coming from approximating

the Hessian inverse, Proposition 3 provides tradeoffs between
communication cost and convergence accuracy. It shows that a
larger K leads to more accurate approximation of the Hessian
inverse at the price of more communications.

B. Gradient Tracking Convergence

In the following theorem, we establish that the sequence gen-
erated by the DPC-G and DAPC-G algorithms asymptotically
converges to a neighborhood of the optimal trajectory whose
radius depends on the discretization error.

Theorem 1: Consider the sequence {yk} generated by the
DPC-G or DAPC-G algorithm, which uses Algorithm 1 (or
2) as prediction step and Algorithm 3 as correction step. Let
Assumptions 1–3 hold and define constants ρ and σ as

ρ := max{|1 − γm|, |1 − γ(L + M)|},

σ := 1 + h

[
C0C1

m2 +
C2

m

]
. (44)

Further, recall the definition of 	 in (43) and define the function
Γ : (0, 1) × N → R as Γ(	,K) = (C0/m)	K +1 . Choose the
step size as

γ < 2/(L + M) (45)

so that ρ < 1. Then,
1) for any sampling period h, the sequence {yk} converges

to y∗(tk ) Q-linearly up to a bounded error, as

lim sup
k→∞

‖yk−y∗(tk )‖=O(h)+O(hΓ(	,K))+O(h2)

(46)

2) if the sampling period h is chosen such that

h <

[
C0C1

m2 +
C2

m

]−1

(ρ−1 − 1) (47)

then the sequence {yk} converges to y∗(tk ) Q-linearly
up to a bounded error as

lim sup
k→∞

‖yk − y∗(tk )‖ = O(hΓ(	,K)) + O(h2).

(48)

Proof: See Appendix B, where the error bounds and con-
vergence rate constant are explicitly computed in terms of the
functional bounds of Assumptions 1–3. �

Theorem 1 establishes the convergence properties of DPC-G
and DAPC-G for particular parameter choices. In both cases,
the linear convergence to a neighborhood is shown, provided
the step size satisfies γ < 2/(L + M). Moreover, the accuracy
of convergence depends on the choice of the sampling period h,
and for any sampling period, the result in (46) holds. In this case,
the accuracy of convergence is of the order O(h). If the sampling
period h is chosen such that ρσ < 1 (that is (47) holds), then the
result in (48) is valid.

If ρσ < 1 is satisfied and the approximation level K is chosen
sufficiently large, then Γ(	,K) is negligible and we regain an
error bound of O(h2), which is compatible with centralized
algorithms [10].

C. Newton Tracking Convergence

We turn to analyzing the DPC-N and DAPC-N algorithms.
Theorem 2: Denote {yk} as the sequence generated by

the DPC-N or DAPC-N method, which, respectively, uses
Algorithm 1 or 2 as its prediction, and Algorithm 4 as its correc-
tion. Let Assumptions 1–3 hold and fix K and K ′ as the Hessian
inverse approximation levels for the prediction and correction
steps, respectively, with the function Γ defined as in Theorem 1.
Fix the step size as γ ∈ (0, 1]. There exist bounds K̄, h̄, and R̄,
such that if the sampling rate h is chosen as h � h̄, K and K ′

are chosen as K,K ′ � K̄, and the initial optimality gap satis-
fies ‖y0 − y∗(t0)‖ � R̄, then {yk} converges Q-linearly to the
solution trajectory y∗(tk ) up to a bounded error as

lim sup
k→∞

‖yk − y∗(tk )‖ = O(hΓ(	,K)[γΓ(	,K ′) + 1 − γ])

+ O(h2 [γΓ(	,K ′)+γΓ(	,K)2 +1−γ])

+ O(h3γΓ(	,K)) + O(h4 γ). (49)

In addition, if the step size γ is chosen arbitrarily small, the
attraction region R̄ can be made arbitrarily large.

Proof: See Appendix C. The proof is constructive, thus we
also characterize the bounds on the sampling period, approxi-
mation levels, the attraction region, and finally, the constants in
the asymptotic error and in the linear convergence rate. �

Theorem 2 states that DPC-N/DAPC-N converge to a
bounded tracking error defined in (49) once the algorithm
reaches an attraction region. The error bound in (49) depends,
as expected, on the sampling period h and the approxima-
tion levels K and K ′. In the worst case, the asymptotic error
floor will be of the order O(h). However, in some cases, we
may achieve tighter tracking guarantees. For example, if the
approximation level K and K ′ are chosen sufficiently large,
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then the terms Γ(ρ,K) and Γ(ρ,K ′) are negligible, yielding

lim sup
k→∞

‖yk − y∗(tk )‖ = O(h2 [1 − γ]) + O(h4 γ) . (50)

This is to say that the asymptotic dependence of the error of
DPC-N/DAPC-N on the sampling period h varies from a worst-
case O(h) to as tight as O(h4) (for the selection γ = 1).

Remark 1: (Step-size choice) The step-size choice of the pre-
sented Newton correction methods affects the convergence at-
traction region and the convergence speed. For large enough
K,K ′ and small enough h, if we choose γ = 1, we obtain a stan-
dard Newton method with convergence region R̄ = 2m/C1σ

2 ,
the fastest convergence speed, and smallest asymptotical er-
ror O(h4). This convergence region is larger depending on how
small C1 is: for quadratic functions C1 = 0, and the convergence
is global. If we choose γ � 1, then the convergence region is
R̄ = 2m(τ − 1 + γ)/γC1σ

2 , where τ , with 1 − γ < τ < 1, is
the linear convergence rate [Cf., Appendix C]. This means that
the attraction region can be made arbitrarily big, while the con-
vergence rate is made smaller and smaller, and the asymptotical
error is O(h2). Finally, an interesting choice is γ = h � 1: when
h is sufficiently small, then the Newton prediction/correction
approximate well a continuous-time algorithm and the conver-
gence (albeit made slow) is global. In practice, the choice of
the step size depends on the application at hand. One can even
decide to run the DPC-G algorithm till convergence and then
switch to DPC-N as an hybrid scheme, or to adopt an increasing
step size selection. These extensions are left as future research.

V. NUMERICAL EVALUATION

We turn to studying the empirical validity of the performance
guarantees established in Section IV. In particular, we consider
the resource allocation problem in a network of interconnected
devices, as in Example 2 of Section II. As presented in (5),
the local objective functions fi(yi ; t) represent a time-varying
utility indicating the quality of transmission at a particular de-
vice i and the constraints represent channel rate and capacity
constraints. These constraints depend on the connectivity of the
network, which is encoded in the augmented incidence matrix
A, defined following (5).

By adopting an approximate augmented Lagrangian method,
we obtain (6), which is an instance of (3). Consider the case
where decisions are the variables yi ∈ Rp, p = 10, for which
each local utility fi(yi ; t) associated with sensor i is given as

fi(yi ; t) =
1
2
(yi − ci(t))TQi(yi − ci(t))

+
p∑

l=1

log
[
1 + exp

(
bi,l(yi,l − di,l(t))

)]
(51)

where yi,l indicates the lth component of the ith decision vari-
able yi , while Qi ∈ Rp×p , bi,l ∈ R, ci(t) ∈ Rp, di,l(t) ∈ R are
(time-varying) parameters. Straightforward computations re-
veal that the second-order derivative of fi with respect to yi

is contained in the bounded interval [λmin(Qi), λmax(Qi) +
maxl{(bi,l)2/4}].

Fig. 1. Error with respect to the sampling time instance k for differ-
ent algorithms applied to the continuous-time sensor network resource
allocation problem (6), with sampling interval h = 0.1.

Experimentally, we consider cases were each Qi and bi,l

are selected uniformly at random, and in particular, Qi =
diag(Up

[1,2]) + viviT, with vi ∼ N p
0,1 (that is vi is a random

vector drawn from a Gaussian distribution of mean zero and
standard deviation one). With this choice Qi is positive defi-
nite. In addition bi,j ∼ U1

[−2,2] . Finally, ci(t) and di,l(t) are the
time-varying functions

ci,l(t) = 10 cos(θi,l
c + ω t), θi,l

c ∼ U [0, 2π) (52a)

di,l(t) = 10 cos(θi,l
d + ω t), θi,l

d ∼ U [0, 2π) (52b)

with ω = 0.1. The sensors in the n = 50 node wireless network
are deployed randomly in the area [−1, 1]2 and can communi-
cate if they are closer than a range of r = 2.5

√
2/

√
n, which

generates a network of l links. We set the vector of rate and
capacity constraints to b = 0 yielding a dynamic network flow
problem, with approximation level β =

√
20.

A. Comparisons in Absolute Terms

We first analyze the behavior of DPC-G, DAPC-G, DPC-N,
and DAPC-N with respect to the decentralized running gradient
method of [20]. Unless otherwise stated the DPC-N and DAPC-
N algorithms run with unitary step size (γ = 1).

In Fig. 1, we depict how the different algorithms reach conver-
gence as time passes for a fixed sampling interval of h = 0.1.
Observe that the running gradient method achieves the worst
tracking performance of around ‖yk − y∗(tk )‖ ≈ 10, whereas
DPC-G for various levels of communication rounds in the pre-
diction step K achieves an error near 10−1 . Using second-order
information in the correction step, as with DPC-N and DAPC-
N, achieves superior performance, with tracking errors of at
least ‖yk − y∗(tk )‖ ≈ 10−5 . Moreover, the time approxima-
tion in DAPC-G and DAPC-N does not degrade significantly the
asymptotic error, while the number of communication rounds
K and K ′ play a more dominant role, especially in the case of
DPC-N.

We also observe this trend in Fig. 2, where we analyze
the behavior varying the sampling period h. We approximate
the asymptotic error bound as maxk>k̄ {‖yk − y∗(tk )‖}, for a
given k̄, where we set k̄ = 800 for h � 1/16 or k̄ = 2000 for
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Fig. 2. Asymptotic error bound maxk> k̄ {‖yk − y∗(tk )‖} as compared
with the sampling interval h. Dotted straight lines represent error bounds
O(hr ) for r = 1, 2, 4.

Fig. 3. Error with respect to the sampling time instance k for DPC-G
and DPC-N with different step size γ , applied to the continuous-time
sensor network resource allocation problem (6), with sampling interval
h = 0.1.

h < 1/16. We may observe empirical confirmation of the er-
ror bounds established by Theorems 1 and 2 in Section IV. In
particular, the running gradient has an asymptotic error approx-
imately as O(h), whereas that of DPC-G varies between O(h)
and O(h2) depending on the approximation level K and h.
Moreover, DPC-N achieves an asymptotic tracking error vary-
ing between O(h) and O(h4).

In Fig. 3, we depict the behavior in time for different choices
of step size γ for DPC-N. As we notice, varying from a small step
size γ = 0.1 = h to the biggest one of γ = 1, the convergence
becomes faster (yet theoretically more local). An increasing
choice of step size as γ = 1 − .9/k seems to combine both
larger convergence region, reasonably fast convergence, and
small asymptotical error.

Since DPC-N is a computationally more demanding method
in terms of communication requirements and computational la-
tency, we study the effect of fixing the former parameter.

B. Comparisons With Fixed Communication Effort

In practice, the communication and computation require-
ments for each of the nodes of the network will be fixed by
hardware and bandwidth constraints. Let us fix the time, as
a percentage of the sampling period h, for the prediction and

Fig. 4. Asymptotic error with respect to the sampling period h for dif-
ferent algorithms when the number of communication rounds is chosen
according to bandwidth constraints as in (53).

correction step. Let us say that we have at most a time of rh
(r � .5) to do prediction and rh to do correction.

Each time a new function is sampled, each of the proposed
algorithms will perform a number of correction steps nC � 1.
Each of them will consist of either nC gradient steps, involving
each broadcasting p scalar values to the neighbors and receiv-
ing pNi scalar values from them, or nC approximate Newton
steps, involving each broadcasting p(K ′ + 1) scalar values to
the neighbors and receiving pNi(K ′ + 1) scalar values.

Once the corrected variable is derived, it can be implemented
(e.g., generating the control action). In the remaining time, while
waiting for another sampled cost function, the proposed algo-
rithms can perform a prediction step, involving for each node
broadcasting p(K + 1) scalar values to the neighbors and re-
ceiving pNi(K + 1) scalar values from them. For the running
schemes, there is no prediction, but we assume here that the vari-
ables are further optimized by other extra correction steps, and
hence, start at the next time with a better initialization. These
further correction steps, say nEC, can be gradient or Newton.

Define t̄ to be the time required for one round of broadcast-
ing and receiving data from and to the neighbors and assume
that it is the same for each node and it scales linearly with
the number of communication rounds K and K ′ (since it has
to be done sequentially). Suppose, as empirically observed, that
the computation time for the nodes is negligible, w.r.t., the com-
munication time. In this context, the number of correction and
prediction rounds can be chosen according to the constraints on
time

(RG) nCt̄ = rh nECt̄ = rh (53a)

(RN) nC(K ′ + 1)t̄ = rh nEC(K + 1)t̄ = rh (53b)

(DPC-G) nCt̄ = rh (K + 1)t̄ = rh (53c)

(DPC-N) nC(K ′ + 1)t̄ = rh (K + 1)t̄ = rh (53d)

where RG indicates the running gradient method and RN the
running Newton. In the following simulation, we fix r = 0.5,
K = K ′ and nC, nEC to be 1 for RN and DPC-N. We fix t̄ =
1/10 s (for bigger values of p, that is the dimension of the
decision variable, this time will be longer, and vice versa).

In Fig. 4, we report the results in terms of asymptotical
error when optimizing the number of communication rounds
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TABLE II
SUMMARY OF PROPOSED METHODS AND CONVERGENCE RESULTS

Method DPC-G DAPC-G DPC-N DAPC-N

Prediction Alg. 1 Alg. 2 Alg. 1 Alg. 2
Correction Alg. 3 Alg. 3 Alg. 4 Alg. 4
Best error bound O (h2 ) O (h2 ) O (h4 ) O (h4 )

according to (53), for different sampling periods. In this con-
text, e.g., for h = 1 s, we can run RG with nC = nEC = 5 cor-
rection and extra correction rounds, RN with K = K ′ = 4 com-
munication rounds for correction and extra correction, DPC-G
with K = 4 communication rounds for prediction and nC = 5
rounds of correction, and DPC-N with K = K ′ = 4 commu-
nication rounds for prediction and correction, respectively. For
the other values of sampling period h, similar calculations give
us the optimized values for nC, nEC, K, and K ′. As we observe,
when the sampling period is big enough so that DPC-N is im-
plementable, then it seems to be the best strategy to go for.2 We
also notice that running gradient, even with the extra correction
steps, should be avoided unless all the remaining algorithms are
unviable (as for h = 1/5 s).

VI. CONCLUSION

We considered continuously varying convex programs whose
objectives may be decomposed into two parts: A sum of locally
available functions at the nodes and a part that is shared between
neighboring nodes. To solve this problem and track the solution
trajectory, we proposed a decentralized iterative procedure that
samples the problem at discrete times. Each node predicts where
the solution trajectory will be at the next time via an approxi-
mation procedure in which it communicates with its neighbors,
and then, corrects this prediction by incorporating information
about how the local objective is varying, again via a decentral-
ized local approximation. We developed an extension of this
tool which allows for the case when the dynamical behavior of
the objective must be estimated.

We established that this decentralized approximate second-
order procedure converges to an asymptotic error bound which
depends on the length of the sampling interval and the amount
of communications in the network. Moreover, we established
that this convergence result also applies to the case where time
derivatives must be approximated. A summary of the proposed
methods and their performance guarantees is given in Table II.
Finally, we applied the developed tools to a resource allocation
problem in a wireless network, demonstrating its practical utility
and its ability to outperform existing running methods by orders
of magnitude.

APPENDIX A
PROOF OF PROPOSITION 3

We generalize the proofs of Propositions 2 and 3 in [24]
to establish the result. Start by defining the matrix D̂k =

2This conclusion depends on the condition number: large condition numbers
favor Newton methods, small ones gradient methods, see also [10].

diag[∇yyg(yk ; tk )], which is positive definite due to Assump-
tion 1. Thus, we can write

‖D−1/2
k BkD

−1/2
k ‖ = ‖D−1/2

k D̂1/2
k D̂−1/2

k

× BkD̂
−1/2
k D̂1/2

k D−1/2
k ‖

� ‖D−1/2
k D̂1/2

k ‖2‖D̂−1/2
k BkD̂

−1/2
k ‖ (54)

where the inequality in (54) is implied by the Cauchy-Schwartz
inequality. We proceed to bound both terms on the right-hand
side (RHS) of (54), starting with the rightmost term. The ma-
trix D̂−1/2

k BkD̂
−1/2
k is conjugate to the matrix D̂−1

k Bk , which
means that the latter has the same eigenvalues of the former. By
construction, the matrix BkD̂−1

k is equivalent to

D̂−1
k Bk = I − D̂−1

k ∇yyg(yk ; tk ). (55)

The matrix ∇yyg(yk ; tk ) is block diagonally dominant
(Assumption 2); by the definition of the matrix D̂k , this means

‖[D̂−1
k ]ii‖−1 �

n∑

j=1,j �=i

∥∥∥∇yi yj gi,j (yi
k ,yj

k ; t)
∥∥∥ for all i. (56)

Now consider the matrix D̂−1
k ∇yyg(yk ; tk ), by the block Ger-

shgorin Circle theorem [35] its eigenvalues are contained in the
circles defined by all the μ’s that verify

‖(I − μI)−1‖−1 �
n∑

j=1,j �=i

∥∥∥[D̂−1
k ]ii∇yi yj gi,j (yi

k ,yj
k ; t)

∥∥∥ � 1

(57)
where the last inequality comes from (56). Therefore the eigen-
values are contained in the compact set [0, 2]. This means that
the matrix D̂−1

k Bk in (55) has eigenvalues contained in the com-
pact set [−1, 1]. Taken with the fact that the Frobenius norm of
the matrix D̂−1/2

k BkD̂
−1/2
k is bounded above by its maximum

eigenvalue, we have

‖D̂−1/2
k BkD̂

−1/2
k ‖ � 1. (58)

With this bound in place, we shift focus to the first term on
the RHS of (54). Note that the matrices Dk and D̂k are both
symmetric and positive definite and therefore we can write
‖D−1/2

k D̂1/2
k ‖2 = ‖D−1/2

k D̂kD
−1/2
k ‖. Notice that the matrix

D−1/2
k D̂kD

−1/2
k is block diagonal where its ith diagonal block

is given by

I + ∇yi yi g(yi
k ,yj

k ; tk )−
1
2 ∇yi yi f i(yi

k ; tk )

× ∇yi yi g(yi
k ,yj

k ; tk )−
1
2 . (59)

Using the bounds in Assumptions 1 and 2, and the fact that
for positive definite matrices λmin(AB) � λmin(A)λmin(B),
we obtain that the eigenvalues of the matrix D−1/2

k D̂kD
−1/2
k

blocks are bounded below by 1 + 2m/L. Thus, we obtain

‖D̂−1
k Dk‖ = ‖D−1/2

k D̂kD
−1/2
k ‖ � 1 + (2m/L) . (60)

Since the eigenvalues of D−1/2
k D̂kD

−1/2
k are lower bounded by

1 + 2m/L, we obtain that

‖D−1
k D̂k‖ = ‖D1/2

k D̂−1
k D1/2

k ‖ � (1 + (2m/L))−1 . (61)
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Substituting the upper bounds in (58) and (61) into (54) yields

‖D−1/2
k BkD

−1/2
k ‖ � 	 . (62)

Note that (62) implies that the eigenvalues of D−1/2
k BkD

−1/2
k

are strictly less than one, and thus, the expansion in (18) is valid.
We use the result in (62) to prove the claim in (42). Given the

approximation in (19), we know that

‖H−1
k,(K )‖ � ‖D−1

k ‖
K∑

τ =0

‖D−1/2
k BkD

−1/2
k ‖τ

� 1
m + �/2

K∑

τ =0

	τ =
1 − 	K +1

(m + �/2)(1 − 	)
(63)

where the second inequality comes from formula for a finite
geometric series. Moreover, we can derive an upper bound for
the RHS of (63), and use the definition of 	 to obtain

1 − 	K +1

(m + �/2)(1 − 	)
� 1

(m + �/2)(1 − 	)
=

2m + L

m(2m + �)
=: H.

(64)

Combining the inequalities in (63) and (64), the claim in (42)
follows. Moreover, the bound on the error ek follows from [24,
Proposition 3] with the definition of 	 [cf., (62)], yielding

ek = ‖I −∇yyF (yk ; tk )H−1
k,(K )‖ = ‖D− 1

2
k BkD

− 1
2

k ‖K +1

(65)
from which the bound (43) follows. �

APPENDIX B
PROOF OF THEOREM 1

We only study the proof for DPC-G; the one for DAPC-G
is similar (only the numerical constants change) and omitted
in reason of space (the complete proof is available in [37,
Appendix C]).

First, we establish that discrete-time sampling error bound
stated in (48) is achieved by the updates of DPC-G. For sim-
plicity, we modify the notation to omit the arguments yk and tk
of the function F . In particular, define

∇yyF := ∇yyF (yk ; tk ) , ∇tyF := ∇tyF (yk ; tk )

∇yyF ∗ :=∇yyF (y∗(tk ); tk ) , ∇tyF ∗ := ∇tyF (y∗(tk ); tk ).
(66)

Begin by considering the update of DPC-G, the prediction step,
evaluated at a generic point yk sampled at the current sample
time tk and with associated optimizer y∗(t)

y∗(tk+1) = y∗(tk ) − h [∇yyF ∗]−1∇tyF ∗ + Δk . (67)

Rewrite the approximate prediction step yk+1|k = yk +
h pk by adding and subtracting the exact prediction step
h [∇yyF ]−1∇tyF , yielding

yk+1|k = yk + hpk,(K )

+ h [∇yyF ]−1∇tyF − h [∇yyF ]−1∇tyF. (68)

Subtract (67) from (68), take the norm, and apply the triangle
inequality to the resulted expression to obtain

‖yk+1|k − y∗(tk+1)‖ � ‖yk − y∗(tk )‖+
h

∥∥[∇yyF ]−1∇ty F − [∇yyF ∗]−1∇tyF ∗∥∥

+ h
∥∥pk,(K ) − [∇yyF ]−1∇tyF

∥∥ + ‖Δk‖.
(69)

We proceed to analyze the three terms on the RHS of (69). The
last term ‖Δk‖ is bounded above by h2Δ as in (41).

We proceed to find an upper bound for the second sum-
mand in the RHS of (69). We use the same reasoning as in [10,
Appendix B], which yields (cf. [10, Eq. (62)])

h
∥∥[∇yyF ]−1∇tyF − [∇yyF ∗]−1∇tyF ∗∥∥ �

C0C1h

m2 ‖yk − y∗(tk )‖ +
C2h

m
‖yk − y∗(tk )‖.

(70)

Finally, we proceed to analyze the third term in (69). Rewrite
this term using the definition of the prediction step pk,(K ) =
−H−1

k,(K )∇tyF , and apply the mixed first-order partial deriva-
tive bound ‖∇tyF (y; t)‖ � C0 stated in Assumption 2 to obtain

h ‖H−1
k,(K )∇tyF −∇yyF−1∇tyF‖ �

C0h ‖H−1
k,(K ) −∇yyF−1‖ . (71)

Observe that ‖H−1
k,(K ) −∇yyF−1‖ is bounded above by

‖∇yyF−1‖‖∇yyFH−1
k,(K ) − I‖. This observation in con-

junction with the upper bound for the error vector ek =
‖∇yyFH−1

k,(K ) − I‖ in Proposition 3 implies that

‖H−1
k,(K ) −∇yyF−1‖ �

‖∇yyF−1‖‖∇yyFH−1
k,(K ) − I‖ � 	K +1

m
. (72)

Combining the results in (71) and (72) shows that the third in
the RHS of (69) is upper bounded by

h
∥∥pk,(K ) − [∇yyF ]−1∇tyF

∥∥ � hC0

m
	K +1 . (73)

By substituting the bounds in (70) and (73) into (69) and con-
sidering the definitions of σ in (44) and Γ(	,K) in Theorem 1,
we obtain

‖yk+1|k − y∗(tk+1)‖ � σ‖yk − y∗(tk )‖ + h Γ(	,K) + h2Δ.
(74)

For the correction step [cf., (29)] , we may use the standard
property of projected gradient descent for strongly convex func-
tions with Lipschitz gradients. The Euclidean error norm of the
projected gradient descent method converges linearly as

‖yk+1 − y∗(tk+1)‖ � ρ‖yk+1|k − y∗(tk+1)‖ (75)

where ρ = max{|1 − γm|, |1 − γ(L + M)|}; see e.g., [10].
Plug the correction error in (75) into the prediction error in
(74) to obtain

‖yk+1 − y∗(tk+1)‖ � ρσ‖yk − y∗(tk )‖ + ρϕ (76)
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where ϕ := h Γ(	,K) + h2Δ. Therefore

‖yk+1 − y∗(tk+1)‖ � (ρσ)k+1‖y0 − y∗(t0)‖ + ρϕ

k∑

i=0

(ρσ)i .

(77)
Substitute k + 1 by k and simplify the sum in (77), making use
of the fact that ρσ < 1, which yields

‖yk − y∗(tk )‖ � (ρσ)k‖y0 − y∗(t0)‖ + ρϕ

[
1 − (ρσ)k

1 − ρσ

]
.

(78)
Observing (78) together with the definition of ϕ, (48) follows.
In particular, if ρσ < 1 (that is (47) holds), the sequence {yk}
converges Q-linearly to y∗ up to an error bound as

lim sup
k→∞

‖yk − y∗(tk )‖ =

[
ρ

1 − ρσ

] (
h Γ(	,K) + h2

[
C0C2

m2 +
C3

2m
+

C2
0 C1

2m3

])
.

(79)

To establish the result stated in (46), observe that
in the worst case, we may upper bound the term
‖[∇yyF ]−1∇tyF − [∇yyF ∗]−1∇tyF ∗‖ in (69) by∥∥[∇yyF ]−1∇tyF‖ + ‖[∇yyF ∗]−1∇tyF ∗∥∥, which yields

∥∥[∇yyF ]−1∇tyF − [∇yyF ∗]−1∇tyF ∗∥∥ � 2C0

m
. (80)

Substituting the upper bound in (80) into (69) yields

‖yk+1|k − y∗(tk+1)‖ � ‖yk − y∗(tk )‖ + h
2C0

m
+ ϕ. (81)

Using the definition ϕ = h Γ(	,K) + h2Δ and observing the
relation in (75), we can write

‖yk+1 − y∗(tk+1)‖ � ρ‖yk − y∗(tk )‖ + ρ

[
2h

C0

m
+ ϕ

]
.

(82)
Recursively applying (82) backwards to the initial time

‖yk − y∗(tk )‖ � ρk‖y0 − y∗(t0)‖ +ρ

[
2hC0

m
+ ϕ

][
1 − ρk

1 − ρ

]

(83)
and by sending k → ∞, we can simplify (83) as

lim sup
k→∞

‖yk − y∗(tk )‖ =
2C0ρh

m(1 − ρ)

+
ρ

1 − ρ
hΓ(	,K)+h2 ρ

1 − ρ

[
C0C2

m2 +
C3

2m
+

C2
0 C1

2m3

]

(84)

which is (46). The result in (84) holds if ρ < 1, which is the
case if γ < 2/(L + M), as stated in Theorem 1. �

APPENDIX C
PROOF OF THEOREM 2

Also in this case, we prove the theorem only for DPC-N,
while for DAPC-N—which is very similar—is given in [37,
Appendix E].

Since DPC-N and DPC-G are identical in their prediction
steps, we may consider the prediction error result established
during the proof Theorem 1, i.e., the expression in (74) with
k = 0. We turn our attention to the correction step, and consider,
in particular, the gap to the optimal trajectory before and after
correction at time tk+1 as

‖yk+1−y∗(tk+1)‖=‖yk+1|k − γ H−1
k+1|k∇yF − y∗(tk+1)‖.

(85)
Subsequently, we simplify notation by defining the shorthands

∇yF := ∇yF (yk+1|k ; tk+1) ,∇yyF :=∇yyF (yk+1|k ; tk+1)

∇yF ∗ := ∇yF (y∗(tk+1); tk+1),

∇yyF ∗ := ∇yyF (y∗(tk+1); tk+1)

∇tyF := ∇tyF (yk+1|k ; tk+1) ,

∇tyF ∗ := ∇tyF (y∗(tk+1); tk+1) . (86)

Add and subtract γ ∇yyF−1∇yF to the expression inside the
norm in (85) which is the exact damped Newton, and use the
triangle inequality to obtain

‖yk+1 − y∗(tk+1)‖ � ‖yk+1|k − y∗(tk+1)

− γ∇yyF−1∇yF‖ + γ‖(∇yyF−1 − H−1
k+1|k )∇yF‖.

(87)

We proceed to bound the two terms in the RHS of (87). Consider
the first term: left multiply by ∇yyF and its inverse, and left
factor out the Hessian inverse ∇yyF−1 . Making use of the
Cauchy–Schwartz inequality, the first term of RHS of (87) is
bounded above as

‖yk+1|k − γ∇yyF−1∇yF − y∗(tk+1)‖
� (1 − γ)‖yk+1|k − y∗(tk+1)‖

+ γ‖∇yyF−1‖‖∇yyF (yk+1|k − y∗(tk+1)) −∇yF‖ .
(88)

We use now the same arguments as in [10, Appendix C, Eqs.
(83)–(85)] to show that (88) can be upper bounded by

(1 − γ)‖yk+1|k − y∗(tk+1)‖ +
γC1

2m
‖yk+1|k − y∗(tk+1)‖2 .

(89)

With this upper estimate in place for the first term on the RHS
of (87), we shift focus to the second term. Use the Cauchy–
Schwartz inequality to obtain ‖(∇yyF−1 − H−1

k+1|k )∇yF‖
is bounded above by ‖∇yyF−1‖‖∇yyFH−1

k+1|k − I‖‖∇yF‖.

Use the upper bound 1/m for the spectrum of ∇yyF−1 and the
Hessian approximation error [cf., (43)] to obtain

‖(∇yyF−1 − H−1
k+1|k )∇yF‖ � 	K ′+1

m
‖∇yF‖. (90)

Now, focusing on the second term in the product on the RHS
of (90), we use of the optimality criterion of y∗(tk+1), which is
equivalent to ∇yF ∗ = 0, to write

‖∇yF‖ = ‖∇yF −∇yF ∗‖ � (L + M)‖yk+1|k − y∗(tk+1)‖
(91)
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where we have used the Lipschitz property of the gradients.
Substituting the upper bound in (91) into (90) and considering
the definition Γ(	,K ′) = (C0/m)	K ′+1 lead to

‖(∇yyF−1 − H−1
k+1|k )∇yF‖

� L + M

C0
Γ(	,K ′)‖yk+1|k − y(tk+1)‖. (92)

Apply the bounds (89)–(92) to the RHS of (87)

‖yk+1 − y∗(tk+1)‖ � γ
C1

2m
‖yk+1|k − y∗(tk+1)‖2

+
(

γ
L + M

C0
Γ(	,K ′)+1 − γ

)
‖yk+1|k − y∗(tk+1)‖ .

(93)

Now we consider the prediction step, which by (74), we have

‖yk+1|k − y∗(tk+1)‖ � σ‖yk − y∗(tk )‖ + ϕ (94)

with ϕ = h Γ(	,K) + h2Δ as defined in Appendix B. Substi-
tuting the relation (94) into (93) allows us to write

‖yk+1 − y∗(tk+1)‖ � γ
C1

2m
(σ‖yk − y∗(tk )‖ + ϕ)2

+
(

γ
L + M

C0
Γ(	,K ′) + 1 − γ

)
(σ‖yk − y∗(tk )‖ + ϕ) .

(95)

The RHS of (95) is a quadratic function of the error ‖yk −
y∗(tk )‖ at time tk , which upper bounds the error sequence at
the subsequent time tk+1 . For certain selections of parameters
K, K ′, and h, (95) defines a contraction. To determine the
conditions for which this occurs, we solve for an appropriate
radius of contraction. Let τ > 0 be a positive scalar such that

α2‖yk − y∗(tk )‖2 + α1‖yk − y∗(tk )‖ + α0 (96)

� τ‖yk − y∗(tk )‖ + α0

where the coefficients α0 , α1 , and α2 of the quadratic polyno-
mial of the error ‖yk − y∗(tk )‖ are defined from the RHS of
(95), and given as

α2 = γ
C1

2m
σ2 , α1 = σ

[
γ

C1

m
ϕ + γ

L + M

C0
Γ(	,K ′) + 1 − γ

]

α0 = ϕ

[
γ

C1

2m
ϕ + γ

L + M

C0
Γ(	,K ′) + 1 − γ

]
. (97)

Based on (96), to guarantee the Q-linear convergence of the error
sequence ‖yk − y∗(tk )‖, we require τ < 1, which by simple
algebra it is satisfied if

α1 < τ, ‖y0 − y∗(t0)‖ � (τ − α1)/α2 . (98)

Finally, we need to require that the second condition in (98)
holds true for all k, that is ‖yk+1 − y∗(tk+1)‖ � ‖yk −
y∗(tk )‖, which implies

τ(τ − α1)/α2 + α0 � (τ − α1)/α2 . (99)

Conditions (98) and (99), the definitions of α0 , α1 , and α2
in (97), and ϕ = h Γ(	,K) + h2Δ establish the small enough
conditions on sampling period and optimality gap as well as

the large enough conditions on the approximation levels K,K ′

in Theorem 2, for any chosen τ < 1. In particular, the terms
α0 and α1 are polynomial functions of the sampling period h
and the approximation levels K and K ′. Conditions (98) and
(99) describe a system of nonlinear inequalities for any fixed
1 − γ < τ < 1. For arbitrarily small h and large K and K ′, α0
and α1 can be made 0 and 1 − γ, respectively. Formally

lim
h→0, K,K ′→∞

α0 = 0, lim
h→0, K,K ′→∞

α1 = 1 − γ. (100)

When α0 = 0 and α1 = 1 − γ conditions (98) and (99) hold
with attraction region R̄ = 2m(τ − 1 + γ)/γC1σ

2 . Since α0
and α1 go to their limits monotonically with h,K,K ′, then—
by continuity—there exists a large enough K̄ and small enough
attraction region R̄ for which conditions (98) and (99) can be
achieved. The convergence region in (98) is dictated by the
Newton step and by the step-size choice γ. If the cost function
is a time-varying quadratic function, then C1 = 0, and the con-
vergence region is the whole space. If γ is chosen very small,
then also in this case the convergence region becomes arbitrarily
large, as expected.

By selecting the error polynomial coefficients as (97) and
recursively applying (96) backward in time, we obtain

‖yk − y∗(tk )‖ � τk‖y0 − y∗(t0)‖ + α0

[
1 − τk

1 − τ

]
(101)

which since τ < 1, the right side of the (101) is finite, imply-
ing (49), after the expansion of the coefficients. �
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