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ABSTRACT

The collapse of turbulence in the nocturnal boundary layer is studied by means of a simple bulk model that

describes the basic physical interactions in the surface energy balance. It is shown that for a given mechanical

forcing, the amount of turbulent heat that can be transported downward is limited to a certain maximum. In

the case of weak winds and clear skies, this maximum can be significantly smaller than the net radiative loss

minus soil heat transport. In the case when the surface has low heat capacity, this imbalance generates rapid

surface cooling that further suppresses the turbulent heat transport, so that eventually turbulence largely

ceases (positive feedback mechanism). The model predicts the minimum wind speed for sustainable turbu-

lence for the so-called crossing level. At this level, some decameters above the surface, the wind is relatively

stationary compared to lower and higher levels. The critical speed is predicted in the range of about 5–

7 m s21, depending on radiative forcing and surface properties, and is in agreement with observations at

Cabauw. The critical value appears not very sensitive to model details or to the exact values of the input

parameters. Finally, results are interpreted in terms of external forcings, such as geostrophic wind. As it is

generally larger than the speed at crossing height, a 5 m s21 geostrophic windmay be considered as the typical

limit below which sustainable, continuous turbulence under clear-sky conditions is unlikely to exist. Below

this threshold emergence of the very stable nocturnal boundary layer is anticipated.

1. Introduction

A good understanding of nocturnal boundary physics

is relevant for various applications related to weather

and climate. Although considerable progress has been

reported in this field of boundary layer (BL) research,

a fully comprehensive framework valid for all types of

nocturnal boundary layers (NBLs) appears to be lacking

(Derbyshire 1999b; Fernando and Weil 2010; Baklanov

et al. 2011). Nevertheless, it seems to be useful to classify

stable boundary layers into two major prototypes (Mahrt

et al. 1998)—the weakly stable boundary layer (WSBL)

and the very stable boundary layer (VSBL)—based on

their generally observed characteristics.

The WSBL is generally characterized by the presence

of continuous turbulence, and it tends to occur in windy

and/or cloudy conditions. It is relatively well understood

and turbulent transport can be described satisfactorily

using local similarity scaling (Nieuwstadt 1984;Derbyshire

1990; Sorbjan 2006; Basu et al. 2006; Beare et al. 2006;

Cuxart et al. 2006; Svensson et al. 2011). The VSBL, in

contrast, is less well understood (Poulos et al. 2002;

Fernando and Weil 2010). It is characterized by strong

surface inversions, as it prevails in situations with weak

winds and clear skies (Edwards 2009). The strong strati-

fication causes turbulence to be either very weak or even

virtually absent (Mahrt 2011). At the same time, the

relatively calm background state may be suddenly in-

terrupted by sudden events of turbulent mixing, which
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may lead to so-called intermittent bursts (Sun et al.

2003).

From a practical viewpoint, the aforementioned di-

agnostic seems both attractive and useful in order to

organize observational data. From a theoretical per-

spective, however, one would like to predict whether

a particular night will manifest itself as a VSBL or as

a WSBL under given external, synoptic conditions.

According to the interpretation above, it is the presence

or absence of sustained turbulence that finally separates

the two prototype regimes. The goal of the present study

is therefore to predict the critical synoptic conditions for

sustained turbulence as a proxy to predict the WSBL–

VSBL transition.

At night radiative surface cooling is competing with

the ambient wind shear, which tries to maintain turbu-

lence mixing. The relative magnitude of those processes

will ultimately decide on the presence or absence of

turbulence. In turn, those processes are externally driven

by the incoming longwave radiation at the top of the

boundary layer, which is mainly dictated by the presence

or absence of clouds, and by the synoptic pressure gra-

dient (Van de Wiel et al. 2002a; Svensson et al. 2011). If

we restrict ourselves to clear-sky cases, then the mag-

nitude of the horizontal pressure gradient becomes de-

cisive on the emergence of stable boundary layer regimes.

Indeed, the appearance of various stable boundary layer

(SBL) regimes in response to changing geostrophic wind

magnitudes has been reported in climatological analysis

on observations by, for example, Nieuwstadt (1984,

section 1), Poulos et al. (2002), and Van de Wiel et al.

(2012, hereafter VDW). Qualitatively similar behavior

has been reported in stratified wind-tunnel experi-

ments by Ohya et al. (1997), who found dramatic

changes in boundary layer characteristics in response

to decreasing mechanical forcing. Likewise, regime

transitions have been modeled with simple 1D models

(Estournel and Guedalia 1985; Revelle 1993; McNider

et al. 1995; Derbyshire 1999a; Van de Wiel et al. 2002a;

Walters et al. 2007; Acevedo et al. 2012) in large-eddy

simulation (LES) studies (Jiménez and Cuxart 2005;

Zhou and Chow 2011) and in studies using direct

numerical simulations (Nieuwstadt 2005; Flores and

Riley 2011).

In a companion paper (VDW), the mechanism behind

the collapse of turbulence was investigated from theo-

retical analysis on a cooled channel flow. It was shown

that collapse is essentially caused by the fact that the

sustainable heat flux in stratified boundary layers is

limited to a maximum under given mechanical forcing.

The existence of such a maximum can be anticipated by

the fact that turbulent heat transport in the nocturnal

boundary layer will vanish for both very small (gradient

limited) and large temperature gradients (mixing lim-

ited; De Bruin 1994). For cases with strong geostrophic

winds, turbulent heat fluxes are large enough to com-

pensate the radiative cooling at the surface. However,

in case of weak mechanical forcing, even the maximum

heat flux may be too small compared to radiative cool-

ing. In that case, temperature inversions may rapidly

increase over surfaces with small heat capacity, so that

turbulence becomes largely suppressed by the intense

density stratification.

In the present study, the theoretical results of VDW

are translated into a conceptual model. Emphasis lies

on simplicity and practical applicability rather than on

theoretical rigorousness as in VDW.Nevertheless, it can

be shown that an estimate for the critical geostrophic

wind speed for continuous turbulence can be given by

considering first-order system feedbacks. As a first step,

the framework will be formulated in terms of the wind

speed at the so-called velocity crossing point. As this

intermediate level, typically some decameters above the

surface, the magnitude of the wind is usually more sta-

tionary than at lower or higher levels. It is, for example,

known that near-surface winds have a strong tendency to

weaken in the evening, whereas high-level winds tend to

accelerate due to inertial effects (section 2). In Fig. 1

the sustainability of turbulence in response to me-

chanical forcing at crossing height is illustrated using

observations from the Royal Netherlands Meteorolog-

ical Institute (KNMI) Cabauw observatory (section 3).

To this end the typical response of kinematic turbulent

FIG. 1. Nighttime kinematic turbulent stress (at 5 m) as a func-

tion of wind speed at 40 m for clear-sky situations observed at the

KNMI Cabauw observatory. Each point represents a 4-h mean

value. At nighttime a minimum wind speed is needed in order to

generate significant stress values.
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stress is given as a function of the magnitude of the wind

at the crossing height—in this case, at about 40 m (VDW).

From a 10-yr dataset, a subset of nights with clear skies

and relatively stationary forcing conditions was selected.

Each point represents an average of 4 h after sunset. It

appears that a minimum wind speed is required in order

to maintain a significant level of turbulence. The mini-

mum wind speed at 40 m appears to be around 5 m s21

for Cabauw. Interestingly, the existence of such wind

speed threshold has also been reported for Cooperative

Atmospheric–Surface Exchange Study 1999 (CASES-

99) data by Sun et al. (2012). Additionally, their analysis

suggests a logarithmic relation between the threshold

and the height of the wind observation (section 4).

The consequence of Fig. 1 in terms of geostrophic

forcing can be anticipated: if 5 m s21 at 40 m is in-

sufficient to maintain nocturnal turbulence under clear

skies at Cabauw, then this is certainly true for the geo-

strophic wind, which exceeds the magnitude of the wind

at crossing level.

Following this rationale, first, a physical model for the

relation depicted in Fig. 1 is formulated. Then, by as-

suming that the wind at the crossing point (CP) is gen-

erally lower than the geostrophic wind, one can derive

a lower bound for the critical geostrophic wind. From

this we classify nocturnal boundary layers in the external

parameter and predict under which synoptic conditions

the onset of the very stable boundary layer is foreseen at

a certain location.

The paper is organized as follows. The model setup is

given in section 2. In section 3 predictions that use the

concept of velocity crossing point are compared with

Fig. 1. A physical interpretation of the results is given

in section 4. Results are translated in terms of external

forcing parameters in section 5, and the classification of

nocturnal boundary layers is compared to a few existing

classifications from the literature. Finally, a discussion

on the relevance of surface boundary conditions is given

in section 6, followed by concluding remarks.

2. Model setup

A conceptual bulk model is introduced as a simplifi-

cation of complex reality. The purpose is to explain the

mechanism for the collapse of turbulence in the noc-

turnal boundary from basic interactions. Comparison

between such approach and formal theoretical analysis

in VDW showed that the essence of the instability mech-

anism remains largely unchanged by such modifications.

First, the mechanical forcing is considered. It is well

known that high-level winds (say, .100 m) tend to ac-

celerate in the evening (Blackadar 1957; Banta 2008;

Shapiro and Fedorovich 2010; Baas et al. 2012). Low-level

winds (say, ,20 m) usually weaken during this period

(e.g., Lapworth 2008). Consequently, the magnitude of

the wind has a tendency to remain constant at inter-

mediate levels (say, between ;30 and 60 m). As be-

fore, this level is referred to as the CP (VDW), or as the

‘‘reversal’’ height (Wieringa 1989). Theoretical analysis

by VDW revealed that the existence of such a CP fol-

lows from momentum conservation principles in the

case when diffusion time scales are smaller than accel-

eration time scales (as in the NBL). Mathematically, the

CP can be seen as a velocity boundary condition for the

lower SBL. Therefore, a mechanical forcing is imposed

by prescribing a constant wind speed at the CP level

(Fig. 2). From wind observations at the 200-m Cabauw

tower, the CP appeared typically around 40 m (VDW).

This will be used below.

The cooling of the system is driven by a constant,

prescribed value of the net longwave radiation Qn at

the surface. Formally, Qn cannot be truly constant, as it

depends on the surface temperature itself. In contrast,

observations show that upward longwave radiation in-

deed tends to decrease during the night due to surface

cooling, but that this decrease is usually largely com-

pensated by a similar decrease in incoming radiation

(Derbyshire 1999a; Brunt 1941). The net radiation thus

has a tendency to remain more or less constant in mag-

nitude [e.g., Fig. 4 in Mahrt et al. (1998) and examples in

Van de Wiel et al. (2003)]. The night average value is

then mainly determined by the amount of low-level

clouds present. We note that alternatively the so-called

isothermal net radiation Qi (Monteith 1981; Holtslag

and De Bruin 1988; Van de Wiel et al. 2002a) could be

used as forcing, as it solely depends on external radiative

parameters such as clear-air emissivity and cloud cover.

However, additional model assumptions are needed to

inferQi fromQn, whereas the latter is directly available

FIG. 2. Schematic picture of the bulk model. Wind speed at the

velocity crossing point Ucross is assumed to be constant. Net radi-

ative cooling at the surface Qn is prescribed. The soil heat flux G

and the turbulent heat flux H are modeled in terms of the bulk

temperature inversion DT.
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from observations, so that this is preferred as the most

practical alternative.

Here, surfaces with relatively low heat capacity are

considered. Examples are snow-covered surfaces or sur-

faces with short grass. The storage term in the energy bal-

ance is then relatively small and will be discarded in order

to simplify analysis. We also consider a dry atmosphere

such that latent heat fluxes can be ignored. In equilibrium,

the net radiation minus the soil heat flux G must be bal-

anced by the turbulent heat flux H (W m22), defined as

Qn2G5H . (1)

All fluxes are defined positive here. In VDW it was shown

that the turbulent heat supply is bounded by a maximum

value: both atweak (gradient limited) and strong inversions

(mixing limited), the heat flux tends to zero. Under certain

conditions even this maximum supply can be insufficient to

meet the demand Qn 2G. This usually occurs with clear

skies and weak winds. In the case when the surface has

a low heat capacity, the imbalance will cause rapid surface

cooling. This suppresses the turbulent heat transport even

further, so that eventually turbulence will largely tend to

cease (positive feedback mechanism). Note that in reality,

some moderation of this feedback is expected from long-

wave radiative heat transfer processes (Edwards 2009;

Derbyshire 1999a) that generally counteract the forma-

tion of extreme temperature inversions. However, the

present authors argue that the basic qualitative mecha-

nism for regime transition remains largely unchanged,

as those effects become increasingly important after the

transition to the VSBL has been established.

Historically, the above-mentioned line of reasoning

based on the assumption of fixed shear has already

been described by, for example, Derbyshire (1999a)

and Delage et al. (2002). However, as correctly men-

tioned byDerbyshire, the validity of an ad hoc fixed bulk

shear assumption is far from obvious for atmospheric

flows: at first instance, the assumption seems to be in-

valid in pressure-driven flows, where the collapse of

turbulence implies reduced boundary layer friction and

hence invokes flow acceleration [good examples are given

in Schubert (1977); see also Businger (1973)]. Addition-

ally, the fixed-shear approach itself is highly sensitive to

the magnitude of the wind speed (section 3; Delage et al.

2002), which would further disqualify the assumption.

In this perspective, the recent notion by VDW that

midlevel wind speeds have an initial tendency to remain

constant is of crucial importance: they found that in the

evening, boundary layer diffusion processes usually act

much faster than the aforementioned pressure acceleration

effects.With rapidly diffusedmomentum in the vertical, an

initial acceleration due to reduced stress divergence at

higher levels invokes a deceleration at lower levels (hence,

some kind of crossing level in between). The bulk shear

between the surface and the crossing point remains finite

during this period, that is, at least below a bulk shear value

that would be based on, say, a geostrophic speed at this

level. Then, only later during the night, may the aforemen-

tioned flow accelerations due to pressure gradient effects

become important. As such, the fixed bulk shear assump-

tion seems to be plausible in the first hours after sunset.

Nevertheless, the above-mentioned mechanism re-

mains a crude simplification. Besides, a total collapse of

turbulence, in the sense that the flow ends up in a purely

laminar state, is unlikely (Galperin et al. 2007). Rather,

the aforementioned feedback will act as a precursor to

a ‘‘new,’’ very stable boundary layer regime with some

weak residual turbulence (Mauritsen and Svensson 2007;

Zilitinkevich et al. 2008).

To evaluate for which conditions a balance in Eq. (1)

can or cannot be achieved,G andH need to be expressed

in terms of the prefixed bulk wind shear Ucross and the

(yet unknown) temperature inversion DT over this layer.

Formally, the actual G depends on the entire history

of soil temperature (Heusinkveld et al. 2004; Edwards

2009). Its prediction would therefore involve a full de-

scription of subsurface temperature dynamics and its his-

tory, which is clearly beyond the scope of the present study.

The simplest alternative would be to express G as a fixed

fraction ofQn. The rationale behind such closure is the fact

that nights with strong radiative heat loss tend to have cold

surface temperatures that facilitate large fluxes from the

underlying soil. This option is used in our interpretation

(section 4). Here, we choose for intermediate complexity

and parameterize the soil heat flux via

G5 lDT , (2)

with l as an empirical proportionality constant. Ac-

cording to Eq. (2), stronger temperature inversions tend

to coincide with larger soil heat flux transport. In the

literature,G is often related directly to the temperature

jump over the vegetation layer itself. In that case, l

typically ranges between 3 and 8 W m22 K21 for short

vegetated surfaces, such as grassland (Duynkerke 1999;

Van deWiel et al. 2003; Steeneveld et al. 2006). In many

practical situations, however, direct detailed informa-

tion on soil and vegetation temperatures are missing.

Therefore, Eq. (2) expresses the soil heat flux in terms

of a model parameter DT . Hereby, we follow arguments

by Van de Wiel et al. (2002b), who state that both the

temperature jump over the vegetation layer and the

jump over the bulk layer DT are mainly dominated by

the amplitude of surface temperature dynamics [more

details are found in Donda et al. (2012)].
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To relate turbulent fluxes to bulk parameters, the

Monin–Obukhov (Monin and Obukhov 1954) theory is

adopted. Simple log-linear similarity functions fm,h are

chosen according to fm,h 5 11az/L as a reasonable

representative of atmospheric observations (Högström

1996). In VWD it is discussed that more complex simi-

larity functions will generally lead to similar behavior.

Also, in this latter study, effects of vertical flux diver-

gence are formally accounted for. Here, we prefer a sim-

ple, vertically integrated version of the Monin–Obukhov

theory. For an in-depth comparison between both ap-

proaches, we refer to VDW,Delage (1997), and Edwards

(2009). As such fluxes are related to discrete wind and

temperature differences over the bulk layer (Louis 1979),

H5 rcpcDUcrossDT � f (Rb) (3)

t5 rcDU
2
cross � f (Rb) , (4)

with the bulk Richardson number defined here as

Rb [ zcross(g/u0)(DT/U2
cross). The density of dry air r is

set to 1.2 kg m23, cp is the heat capacity of air at con-

stant pressure (1005 J kg21 K21), cD is the neutral drag

coefficient cD 5 [k/ln(zcross/z0)]
2, k is the von Kármán

constant (0.4), and u0 is the reference temperature (285 K).

By definition, zcross is taken at the CP (here, 40 m), z0 is

the momentum roughness length (0.1 m), and t is the

turbulent stress. The aforementioned similarity func-

tions fm,h can be converted in Richardson number form

f (Rb), leading to (e.g., England andMcNider 1995; King

and Connolly 1997)

f (Rb)5 (12aRb)
2 for Rb# 1/a

f (Rb)5 0 for Rb . 1/a . (5)

Note that the impact of the stability function is non-

trivial, in a sense that collapse is reached at Rb values

significantly lower than their ‘‘critical’’ value 1/a. In fact,

it can be shown that for l5 0, collapse already sets in at

Rb 5 1/3a (Van deWiel et al. 2007). This corresponds to

zcross/L values lower than 1, so that the log-linear simi-

larity functions are mainly used in the range for which

they are supported by observations. After collapse—

that is, when higher values of zcross/L occur—log-linear

functions tend to lose validity: a hard critical Richardson

number as implied by Eq. (5) does not seem to exist in

real geophysical flows (Galperin et al. 2007). The pre-

dicted collapse of turbulence therefore merely suggests

the appearance of a different, very stable regime, with

turbulence levels that are of one order of magnitude low-

er than in the weakly stable regime (cf. Sun et al. 2012;

Zilitinkevich et al. 2008; Mahrt 2011).

The full model combines Eqs. (1)–(5) to

Qn5lDT1rcpcDUcrossDT[12azcross(g/u0)(DT/U
2
cross)]

2

(6)

using the definition of the bulk Richardson number with

Rb # 1/a. As before, all fluxes are defined positive. As

Qn and Ucross are assumed to be known, one unknown

variable DT remains. Instead of considering DT as an

unknown, one could equivalently consider the dimen-

sionless Rb to be the unknown. Below, this second op-

tion will be taken in order to facilitate interpretation.

3. Results

The terms in Eq. (6) are plotted as a function of aRb

for the case Qn 5 25 W m22 and l5 6 in Fig. 3. Two

cases are considered: Ucross 5 7m s21 (Fig. 3a) and

FIG. 3. Dependence of the surface energy balance terms on the bulkRichardson number showing (a)Ucross 5 7 and

(b)Ucross 5 5 m s21. For the stronger wind case, a surface energy balance is reached at aRb ’ 0:18. For the weakwind

case, the sum of turbulent and soil heat fluxes is too small to compensate for the radiate heat loss.

3120 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 69



Ucross 5 5m s21 (Fig. 3b). The left-hand side of Eq. (6) is

represented by the gray line and the right-hand side by

the black line. For the 7 m s21 case, a balance is possible

at the intersect aRb ’ 0:18 (black dot). Interestingly, no

such intersect is found in case Ucross 5 m s21. Appar-

ently, insufficient mechanical forcing is available in or-

der to generate enough heat supply.

For completeness we mention that for exceptional

cases with small l values, dual equilibria may occur. This

aspect is discussed in detail by Van deWiel et al. (2007),

who show that in that case, the equilibrium point at large

aRb is unstable to perturbations under flux-driven bound-

ary conditions. One may verify that the high-aRb solu-

tion will be attracted to the low-aRb solution in the case

of small negative perturbation in aRb. For brevity rea-

sons this aspect will not be elaborated and tacitly the

stable, low-aRb solution will be considered in the case of

two equilibria. The most relevant point here is that the

mere existence of any solution is highly sensitive to the

ambient wind speed. Below, the consequences of this in-

teresting feature are explored.

After solving Eq. (6) for DT, the turbulent stress is

diagnosed via Eq. (4). The procedure is repeated for

various cases with different Ucross values. In this way

a relation between t andUcross is obtained, which can be

compared with the observations of Fig. 1. However, first,

a few more observational characteristics are given. For

the analysis a 10-yr dataset from a 200-m Cabauw tower

is used. The tower is operated by the KNMI. The site is

situated over fairly homogeneous grassland [for more

site details, see Van Ulden and Wieringa (1996)]. To

guarantee relatively stationary, cloud-free synoptic con-

ditions, the following selection criteria are applied: only

nights with less than 5 m s21 variation of the geostrophic

wind between 1200 and 0000 UTC and with continuously

more than 20 W m22 net radiative cooling are consid-

ered. The geostrophic wind was obtained by analyzing

surface pressure observations fromeight synoptic stations

in a radius of 75 km around Cabauw (F. C. Bosveld 2012,

personal communication). Turbulent fluxes were obtained

using an eddy covariance technique, applied to 10-Hz

data from a sonic anemometer operated at 5 m above

ground level. For each night the average stress and the

average wind speed in the first 4 h after sunset were cal-

culated and are represented by a dot marker.

In Fig. 4 the modeled relation between t and Ucross is

compared to the observations of Fig. 1. For complete-

ness we note that the minimum wind speed that allows

a balance in Eq. (6) corresponds to a small but finite

value of t. According to Eq. (6) smaller wind speeds do

not allow a steady flux balance in Eq. (6), so that near-

surface stability will rapidly increase and t tends to zero

values (hence, the interpolation between the minimum

stress value and zero is made in Fig. 4).Model results are

given for a range ofQn and l, rather than by presentation

of a single line. This is to emphasize that themodel results

are intended as proof of principle only. A really detailed

prediction would require accurate knowledge on model

parameters, which is often not available. Nevertheless,

the robustness of the predicted relation between t and

Ucross is remarkable. The reason for this is explained in

the next section. Generally speaking, the typical shape

of the observational data cluster appears to be captured

by the model. Observe that for cases of strong radiative

cooling, higher wind speeds are needed in order to sustain

turbulence, as is to be expected. Cases with small l values

correspond to surfaces with strongly isolating properties.

Those properties, again, favor strong surface cooling and

likewise higher speeds are needed to sustain turbulence.

4. Interpretation

In this section the reason for the model robustness

is explained. To this end Eq. (3) is rewritten using

Eq. (5) as

H � g
u0

azcross
rcpcDU

3
cross

5aRb(12aRb)
2 . (7)

By differentiating Eq. (7) with respect to aRb, an expres-

sion for the maximum achievable heat flux is obtained.

FIG. 4. Nighttime kinematic turbulent stress (at 5 m) as a func-

tion of the wind speed at 40 m for clear-sky situations observed at

the KNMI Cabauw observatory (dots). For comparison, model

predictions [Eqs. (6) and (4)] are given for various classes of net

radiative cooling Qn and for various values of the soil–vegetation

conductivity parameter l. Observe that the predicted shape of the

relation between stress and wind forcing is rather robust to the

parameter changes indicated.
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The maximum is reached at moderate stability, aRb 5 1/3,

and reads (Taylor 1971; Malhi 1995)

Hmax5
4

27

k2

a

rcpu0

g

U3
cross

zcross � [ln(zcross/z0)]2
(8)

using the definition of cD. It occurs that the maximum is

proportional to the cube of Ucross [cf. Fig. 3 of the pre-

vious section and Fig. 5 in Delage et al. (2002)]. It is

therefore very sensitive to this forcing. For interpretation

purposes let us assume thatG is a priori given. Then, the

minimum wind speed for sustained turbulence is found

directly by substituting H 5Hmax in Eq. (1), giving

Umin5

(
27

4

ag

u0k
2

jQnj2 jGj
rcp

� zcross[ln(zcross/z0)]2
)1/3

.

(9)

It becomes clear why the minimum wind speed in Fig. 4

is rather insensitive to the exact value of Qn and l: it is

the cubic dependence in Eq. (8) that causes the mini-

mum wind speed to be only weakly dependent on the

exact energy demand jQnj 2 jGj in Eq. (9). In that per-

spective, our crude parameterization in Eq. (2) appears

to be justified.

From this fact, it is possible to anticipate a cessation of

continuous turbulence of strongly isolated surfaces, such

as fresh snow, in the case of weak winds and clear skies.

Let us, for example, assume a radiative heat loss of

40 W m22. For l we assume a value of 5 W m22 K21,

comparable to the value for short grass. Without further

knowledge zcross is set to 40 m and the roughness length

to 0.01 m. We also assume that the wind at crossing

height is unknown, but that an estimate of the geo-

strophic wind is available. In that case, we may use the

fact that the actual geostrophic wind Ugeo is generally

larger than the wind at crossing height and hence it

can be considered as an upper bound for the latter.

Next, the consequence of a low mechanical forcing,

say, Ugeo 5 4 m s21, for the expected intensity of tur-

bulence is evaluated. FromEq. (8) the achievableHmax

will be at most 4 W m22, that is, less than 10% of the

net radiative heat loss. To reach a balance at the sur-

face, the soil heat flux must amount to 36 W m22, so

that the expected inversion strength DT is at least 7 K

[Eq. (2)]. The corresponding Rb will then be larger

than 0.6, that is, 3 times higher than the ‘‘critical’’ value

of 0.2 [Eq. (5)], so that sustained turbulence is unlikely

in this case. In Table 1 the calculation is repeated for

several values of Ugeo, and it occurs that subcritical

Richardson numbers, that is, in terms of Eq. (5), be-

come possible only for Ugeo . 6 m s21.

Apart from the interpretation issues, expression (9)

also seems to provide a plausible explanation for the

observational findings by Sun et al. (2012), as mentioned

in the introduction. According to their results, the mini-

mum wind speed for sustainable turbulence during the

CASES-99 campaign is approximately logarithmically

dependent on the height of the wind observation. Equa-

tion (9) supports suchdependence.However, it is realized

that the ‘‘choice’’ of the height of the wind observation is,

strictly speaking, not ‘‘free’’ in our model: our analysis

formally only applies to the wind speed at crossing level.

5. The minimum geostrophic wind speed for
sustainable turbulence

The classification into strongly turbulent and weakly

turbulent evening boundary layers in Fig. 4 was con-

structed by using specific information on the magnitude

of the wind speed at crossing level. Information about

such an internal variable is usually not available in prac-

tice. As shown by Nieuwstadt (2005), Flores and Riley

(2011), and VDW, the response of the nocturnal bound-

ary layer as a whole depends critically on external forcing

conditions. The mechanical forcing comes from the syn-

optic pressure gradient, or, in the case of barotropic

conditions, from the geostrophic wind. The buoyancy is

imposed via prescribedQn. As discussed in section 2,Qn

can be considered as a pseudoexternal parameter, as its

magnitude primarily depends on the presence/absence of

low-level clouds, and to a lesser extent on the surface

cooling itself (the decrease in outgoing radiative loss is

largely compensated by the decreasing incoming radia-

tion due to BL cooling). Next, two cases are considered:

1) prescribed Qn and

2) prescribedQn 2G (or, equivalently, prescribedH0).

TABLE 1. Maximum sustainable heat flux in response to wind

forcing according to Eq. (8), with Ugeo as an upper estimate for

Ucross, the wind speed at crossing height. This example considers

a strongly isolated surface with a net radiation of 40 W m22 (see

text). Consequences are given in caseHmax were to be reached for

the soil heat flux, the inversion strength, and the bulk Richardson

number. Only for Ugeo 5 7:5 and Ugeo 5 8:5m s21 ‘‘subcritical’’

Richardson numbers are possible in order to sustain significant,

continuous turbulence.

Ugeo(m s21) Hmax(Wm22) G (Wm22) DT (K) Rb

3 1.6 38.4 7.7 1.2

4 3.9 36.1 7.2 0.6

5 7.5 32.5 6.4 0.4

6 13.0 27.0 5.4 0.2

7.5 25.5 14.5 2.9 0.07

8.5 37.1 2.9 0.6 0.01
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a. Case 1

This case is the most realistic case, as it keeps the

turbulent heat flux and the soil heat flux as dependent

internal variables and predictions can be compared

directly to observations. Here, a regime classification

in terms of Ugeo and Qn is made by taking Fig. 4 as

the point of departure. In that graph the required

wind speed for sustainable turbulence increases with

increasing Qn values (red, green, purple lines). Next,

we use the fact that Ucross ,Ugeo: if Ucross is insuf-

ficient to sustain turbulence, then Ugeo certainly is.

As such the threshold values for Ucross in Fig. 4 can

be interpreted as a lower bound for the critical Ugeo

itself. Figure 5 depicts the critical Ugeo as a function

of Qn (black dots). For reasons of consistency with

Donda et al. (2012; see below) here l5 5 W m22 K21

is taken, but by combining Figs. 4 and 5, it is readily

verified that l 5 6 W m22 K21 leads to comparable

results. The critical Ugeo typically ranges between 5

and 8 m s21, for Qn . 20 W m22. This conclusion

seems to be supported by observations from the

Cabauw tower in VDW, where it is shown that under

clear-sky conditions, turbulent stresses become small

forUgeo 5 66 1 m s21 and have negligible values in the

interval Ugeo 5 3 6 1 m s21. Specific observational re-

search on this topic is needed for a more precise

determination of the critical geostrophic wind at this

location.

In Mahrt et al. (1998) nocturnal boundary layers are

classified according to their turbulence characteristics in

relation to the stability parameter z/L as observed at

10-m height. They showed that near-surface turbulence

characteristics start to change rapidly from z/L’ 0:1.

Then, beyond z/L’ 1 a new regime has been established

with turbulence characteristics largely different from the

near-neutral case. This regime is referred to as the very

stable boundary layer [see also Smedman (1988)]. Of

course, z/L’ 1 cannot serve as a hard, universal crite-

rion for the appearance of the VSBL, because the choice

of the observational height z is arbitrary [this was al-

ready recognized by Mahrt et al. (1998) and, e.g., by

Derbyshire (1999b)]. In contrast, by taking a fixed ob-

servational level by convention, say, 10 m, a one-to-one

relation between the stability at this height and the ex-

ternal parameters is established, so that the regime

transition corresponds to a certain critical value of z/L.

In that perspective the success of classifications in terms

of z/L can be understood. It is therefore tempting to

translate the z/L5 1 criterion in terms of external pa-

rameters for the Cabauw case. Hereto recent findings by

Donda et al. (2012) are used, who developed a model in

order to relate internal parameters such as u*, u*, and L

to Ugeo and Qn (see the appendix). From this they used

the Monin–Obukov similarity theory to predict near-

surface wind and temperature profiles. Predictions were

validated against a dataset covering 11 yr of observa-

tions and a close agreement was found. The model is

used here to predict the z/L5 1 line in terms ofUgeo and

Qn. The result is given by the dashed line in Fig. 5.

Though the methodology is clearly too qualitative and

indirect to justify rigorous conclusions, it appears that

both classifications are broadly in accordance with re-

spect to the parameter regime where the emergence of

the VSBL can be foreseen.

In connection with this, the parameter h/L has also

been proposed as a diagnostic of nocturnal boundary

layer regimes (e.g., Holtslag and Nieuwstadt 1986), with

h as the height of the turbulent boundary layer. As with

z/L, such a parameter has proven to be useful in order to

stratify observational data into subcategories. Themajor

disadvantage is, again, the use of L as an internal pa-

rameter. The same is true for h, a parameter that is not

always unambiguous to determine from in situ obser-

vations (Beyrich andWeill 1993). An exception to those

statements occurs in case of flux-driven, stratified

channel flows as presented in Nieuwstadt (2005), Flores

and Riley (2011), and VDW. In that specific case, the

equilibrium value of h/L can be expressed analytically in

terms of the pressure gradient and the surface heat flux.

FIG. 5. Minimum geostrophic wind speed for sustainable con-

tinuous turbulence for anABL forced by a constant net radiation at

the surface (black dots). By substituting the generally larger Ugeo

forUcross in Eqs. (6) and (4), a ‘‘safe’’ estimate for the criticalUgeo is

obtained (see text). Below this threshold, the onset of the VSBL is

foreseen (shaded area). The dashed line (with z 5 10 m) indicates

favorable conditions for the emergence of the VSBL according the

z/L5 1 criterion given by Mahrt et al. (1998; z 5 10). The trans-

lation from z/L5 1 to Ugeo –Qn space in the plot is made using the

model ofDonda et al. (2012). Here, for reasons of consistency, both

models assume that l 5 5Wm22 K21.
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b. Case 2

A PRESCRIBED SURFACE HEAT FLUX

For this case there is no need to parameterize the ef-

fect of soil heat transport, and therefore Eq. (9) can be

used directly to infer the minimum wind speed. As be-

fore, we diagnose the minimum Ugeo instead of the

minimum Ucross. We take zcross 5 40 m and assume the

roughness length of 0.1 m for consistency with results by

Jiménez and Cuxart (2005), which will be compared. By

using large-eddy simulations, they investigate the re-

sponse of SBL turbulence characteristics to external

forcings. For each case they diagnosed if the model was

able to sustain well-developed, continuous turbulence.

In Fig. 6 those cases are depicted by the full black tri-

angles. For some cases runaway cooling occurred (open

triangles), whereas other cases had an ‘‘in between,’’

transient character (gray triangles). The predictions by

Eq. (9) are given by the full line. We also plotted the

surface heat flux that follows from Nieuwstadt’s (1985)

model in the limit of h/L / ‘ (Derbyshire 1990) as

H5 rcp
u0
g

Rfffiffiffi
3

p fcU
2
geo . (10)

Nieuwstadt’s model assumes that Ri andRf are constant

throughout the boundary layer. The graph represents

the case Rf ffi 0:25. According to Derbyshire we may

interpret Eq. (10) also as an upper bound to the surface

heat flux, that is, H 5Hmax, as it also represents an en-

ergy constraint: the global mixing efficiency Rf of stably

stratified turbulence is normally less than around 0.25,

and certainly less than 1 in any quasi-steady problem. In

this rationale, the maximum sustainable heat flux must

be proportional to this maximum ‘‘multiplied’’ by the

kinetic energy production, which ultimately is generated

by the work done by the pressure gradient (cf. Wyngaard

2010, p. 285). Recently, this picture was refined by

Zilitinkevich et al. (2008), who use the concept of total

turbulent energy to show that the critical Rf separates

strongly turbulent states from weakly turbulent states

rather than from truly laminar states.

Even more importantly, Eq. (10) is inferred from

boundary layer scaling alone, whereas more recent work

by Derbyshire (1999b,a) has proven that the hydrody-

namic stability of a system as a whole cannot be viewed

apart from its (surface) boundary conditions. He states

in Derbyshire (1999a, p. 299): ‘‘So even the simplest

valid analysis needs to couple explicitly the wind profile,

temperature profile and surface heat budget,’’ and in

Derbyshire (1999b, p. 431) he states: ‘‘Hence the SBL is

one case where wemay not be able to separate boundary

layer behaviour fromboundary condition specification.’’

It fact, those statements are founded in classical theory

on hydrodynamic stability (Drazin and Reid 2004). For

example, the critical Rayleigh number RaC for the onset of

convection in response to fluid heating between two rigid

plates is reduced by more than 50% by changing to stress-

free boundary conditions in the same system (Kundu and

Cohen2008). From this perspectiveEq. (10) in Fig. 6 should

be viewed as some point of reference rather than a true

predictor of WSBL instability as aimed for by Eq. (9).

Nevertheless, it is surprising how well the Rf ffi 0:25

criterion represented by Eq. (10) separates the various

regimes encountered by Jiménez and Cuxart (2005). In

contrast, Zhou and Chow (2011) argue that the original

Smagorinsky subgrid closure scheme used in the LESs

by Jiménez and Cuxart (2005) is too dissipative and

hence will too easily favor flow laminarization. They

propose an improved scheme—the dynamic reconstruction

model—and showed that turbulence sustained for the

Ugeo 5 10 m s21 case that collapsed in Jiménez and

Cuxart (2005). Unfortunately, they did not repeat the low-

wind, numerical experiments by Jiménez and Cuxart with

the original flux boundary condition. Instead, they used

prescribed temperature boundary conditions for the

higher-stability classes. Below, it is argued that the latter

condition effectively suppresses runaway cooling.

FIG. 6. Minimum geostrophic wind speed for sustainable tur-

bulence in case of an imposed surface heat flux H0 5Qn 2G (all

defined positive). Results of Jiménez and Cuxart (2005) are given

by symbols. From LESs they diagnosed: continuous turbulent

SBLs (black triangles), SBLs with collapsed turbulence (open/

white triangles), and transient cases (gray triangles). Note that

Zhou and Chow (2011) argue that the simulations by Jiménez and

Cuxart may have an overtendency to collapse due to enhanced

dissipation by their subgrid scheme (see text). For comparison,

the maximum heat flux that can be converted from the work by

pressure gradient is given, for the case in which themaximum bulk

Richardson number RfC equals 0.25 (Derbyshire 1990).
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We summarize Figs. 4–6 by stating that under clear-

sky conditions over short grass, sustained and continu-

ous turbulence is unlikely to occur when the geostrophic

wind is below about 5 m s21 in magnitude.

6. Impact of surface boundary conditions

In our prototype system, the storage term in the sur-

face energy balance [Eq. (1)] was neglected (Van de

Wiel et al. 2002a). As such, the analysis is an approxi-

mation for surfaces with relatively small heat capacity. It

is well known that large surface heat capacity (e.g., with

water surfaces) may have a strongly moderating effect

on the collapse phenomenon, as it effectively prevents

rapid surface cooling (Revelle 1993; McNider et al.

1995; Derbyshire 1999a; Delage et al. 2002; Van de Wiel

et al. 2002a). In its present form, cooling of the model is

driven by Qn. Our system is therefore basically gov-

erned by a flux boundary condition. Clearly, such system

behaves differently from a temperature-driven bound-

ary layer that may, for example, evolve over melting

snow. In the latter case, runaway cooling of the lower

atmosphere is naturally prevented by the fixed temper-

ature boundary condition itself. An illustration of this is

given by the weak wind simulations presented inKosovi�c

and Curry (2000). In theory, a weak-wind, flux-driven

case and the temperature-driven case may even lead to

identical equilibrium profiles for wind and temperature,

while having totally different hydrodynamic stability [of

course, for high winds they will both be hydrodynami-

cally stable as, e.g., in Fig. 5 in Jiménez and Cuxart

(2005)]. Turbulence could cease over dry snow while

the melting snow case could be in equilibrium under

similar external forcings. The flux-driven view to the

collapse mechanism in itself is not an artifact, as it

corresponds to a real situation (Wyngaard 2010, p. 285).

However, for realistic numerical modeling of collapse

one should avoid prescribing either surface fluxes or

temperatures directly. As shown in Basu et al. (2008), the

dual character of the turbulent heat flux will lead to

problems in simulating high stabilities that occur after

collapse (not modeled here). Likewise, correct time de-

pendence of surface temperature in relation to large-scale

forcings cannot be known in advance (Holtslag et al.

2007), and prescribed surface temperatures limit the dy-

namic freedom of the system. Therefore, usage of a cou-

pled atmosphere–land surface model will be the most

realistic as it includes both asymptotic cases.

7. Conclusions

A common feature in evening boundary layers is the

appearance of a so-called crossing point in the velocity

profile. At this level, typically around 30–60 m, wind

speeds have a tendency to remain relatively ‘‘station-

ary’’ in magnitude, that is, as compared to high-level

winds that usually show significant accelerations due to

inertial effects and compared to near-surface winds that

tend to weaken in the evening (VDW). Observations

from Cabauw indicate that a minimum wind speed at

crossing height is needed in order to maintain continu-

ous turbulence of significant magnitude, in accordance

with results for CASES-99 data given by Sun et al.

(2012). Here, a simple atmospheric bulkmodel is used to

explain the relation between the wind speed at crossing

height and the intensity of turbulence in the evening

boundary layer. Themodel incorporates the fact that for

a given wind speed, the maximum amount of heat that

can be transported to the surface is limited to a certain

maximum. In case the energy demand at the surface,

basically the net radiation minus the soil heat transport,

is significantly larger than this turbulent heat supply, the

near-surface inversion will rapidly intensify (i.e., if we

leave heat storage processes out of consideration, as in

the present study). This causes turbulent heat transport

to be reduced further, so that eventually turbulent ac-

tivity is largely suppressed. Although the exact value of

the critical speed depends on the physical properties of

the surface, it is shown that for clear skies, the threshold

is usually close to 5–7 m s21. As the geostrophic wind

speed usually is larger than the speed at crossing height,

5 m s21 can also be considered as a lower bound for the

critical geostrophic wind needed to allow weakly stable,

continuous turbulent boundary layers.

In any case it is realized that the current model setup

still relies on rather crude assumptions and simplifica-

tions. Therefore, this research topic will largely benefit

from comparison with more advanced modeling and com-

parison with observations from various locations, so that

particularly the role of surface boundary conditions in re-

lation to regime transitions can be further clarified.
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APPENDIX

Predicting Nocturnal Wind and Temperature
Profiles Based on External Forcing Parameters

In section 5, z/L5 1 (with z 5 10 m) as indicator of

favorable WSBL conditions is translated in terms of Ugeo
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and Qn utilizing the work of Donda et al. (2012). A brief

summary is given here. For more details, refer to the orig-

inal paper. By coupling an Ekman model to a rudimentary

surface energy balance, a scaling framework results, which

expresses surface fluxes in terms of ‘‘external’’ parame-

tersUgeo andQn. Next, two calibration constants (one for

heat and one for momentum) are fixed by comparing the

scaling with numerical simulations of a 1D atmosphere–

surface model in the range of 5 , Ugeo , 15 m s21. As

such, the following expressions are found:

u*5 2:34
u0 fcl

gk

U2
geo

Qn

and u*5 0:11
k

al
Qn ,

with fc as the Coriolis parameter (1024 s21) and other

symbols as defined in the present text. The model as-

sumes validity of the Monin–Obukhov similarity theory

in order to predict near-surface wind and temperature

profiles up to z5L. The predictions were validated

against an independent dataset that covers 11 yr of ob-

servations at Cabauw. The characteristic climatology,

which also closely compares with European Centre for

Medium-RangeWeather Forecasts (ECMWF) reanalysis

data, is well captured by the conceptual model. We there-

fore assume that a reasonably realistic estimate of u* and

u* in terms of external parameters is made by following

this work. Finally, we use the definitionL[ (u0/kg)(u
2
*/u*)

to calculate the z/L5 1 line in Fig. 5 at z5 10 m. Though

the present analysis is meant as a rudimentary exercise

only, it must be noted that the region Ugeo 5 5 m s21 in

Fig. 5 formally falls outside the calibration range of the

aforementioned constants.
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